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ABSTRACT

This paper presents a multimodal deep learning framework
that utilizes advanced image techniques to improve the perfor-
mance of clinical analysis heavily dependent on routinely ac-
quired standard images. More specifically, we develop a joint
learning network that for the first time leverages the accuracy
and reproducibility of myocardial strains obtained from Dis-
placement Encoding with Stimulated Echo (DENSE) to guide
the analysis of cine cardiac magnetic resonance (CMR) imag-
ing in late mechanical activation (LMA) detection. An image
registration network is utilized to acquire the knowledge of
cardiac motions, an important feature estimator of strain val-
ues, from standard cine CMRs. Our framework consists of
two major components: (i) a DENSE-supervised strain net-
work leveraging latent motion features learned from a regis-
tration network to predict myocardial strains; and (ii) a LMA
network taking advantage of the predicted strain for effective
LMA detection. Experimental results show that our proposed
work substantially improves the performance of strain analy-
sis and LMA detection from cine CMR images, aligning more
closely with the achievements of DENSE.

1. INTRODUCTION

Myocardial strain has demonstrated its significance in identi-
fying LMA regions for an optimized pacing site for cardiac
resynchronization therapy (CRT) [1, 2]. The quantification
of myocardial strains can be achieved through various spe-
cialized imaging techniques that offer information of ventric-
ular deformation patterns and cardiac motion abnormalities
from MR images. Commonly used methods include MR tag-
ging [3], cine SSFP with feature tracking (FT) [4, 5, 6, 7],
and cine DENSE [8], with DENSE standing out for its high
accuracy in capturing myocardial deformations [9]. Despite
the advantages of DENSE, its widespread clinical use is hin-
dered by limited accessibility, primarily due to the high-cost
facilities and specialized expertise required for image collec-
tion and analysis. Many clinical centers often opt for cine

FT. However, the accuracy of FT is compromised by inherent
limitations in image quality, including low spatial and tempo-
ral resolution. Additionally, these registration-based tracking
algorithms focus solely on motions along contours [10].

Recent research has explored the application of deep
learning to enhance the accuracy of predicting myocar-
dial motion from cine images, guided by the supervision
of DENSE [11]. In this study, the authors employed a neural
network to capture the intricate relationship between a time
sequence of left ventricular (LV) myocardium segmented
from DENSE, and the corresponding encoded displacement
fields. By assuming a minimal domain gap between cine and
DENSE segmentations in predicting displacement fields, the
researchers directly evaluated the trained model on cine input.

Inspired by [11], this paper introduces a multimodal deep
learning method that for the first time leverages DENSE to
guide the analysis of cine CMRs for an improved LMA detec-
tion. Using DENSE strain as ground truth data, we develop
an end-to-end joint learning framework that predicts LMA re-
gions (measured by the onset of circumferential shortening
(TOS) of segmental myocardial regions [12]) from cine im-
ages. Our framework includes two main components: (i) a
registration-based strain network to predict the myocardium
strain using the learned latent motion/deformation features
from cine images, and (ii) a LMA network to predict TOS
based on the learned strains. These subnetworks are simul-
taneously trained to mutually benefit each other, resulting in
improved overall performance.

To the best of our knowledge, our method is the first to
leverage machine learning to improve LMA detection from
cine images, guided by DENSE. This opens promising re-
search venues for transferring knowledge from advanced
strain imaging to routinely acquired CMR data. Additionally,
our method increases the accessibility to DENSE, particularly
in under-resourced regions and populations. Our experimen-
tal results demonstrate a substantial improvement in LMA
detection accuracy compared to exsiting approaches. Future
work will involve meticulous validation of model generaliz-
ability as additional patient data becomes available.
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Fig. 1: The multimodal joint learning framework with registration-guided strain prediction and LMA detection networks.

2. METHODOLOGY

This section presents our joint learning framework of two sub-
modules, including a registration-guided strain prediction net-
work guided by DENSE and a LMA detection network (as
illustrated in Fig. 1). Before introducing our model, we will
first briefly review CMR myocardial strain analysis.
CMR strain analysis. Consider a time-sequence of CMR im-
ages with T time frames (see Fig. 2(a)). For each time frame,
we compute the circumferential strain along the myocardium
based on the displacement fields, and sample the strain values
into N -dimensional strain vector from a number of N evenly
divided myocardial sectors, beginning from the the middle of
the intersection points and following counter-clockwise order
(see Fig. 2(b)). A N ⇥ T strain matrix containing informa-
tion from all time frames is built by concatenating the strain
vectors across time. A TOS curve labeled from the 2D strain
matrix is shown in Fig. 2(c). Here, each TOS value repre-
sents the start time of contraction in the corresponding sector,
with higher values indicating more severe LMA due to de-
layed contraction [1].
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Fig. 2: Example of (a) temporal CMRs overlaid with dis-
placement fields; (b) LV strain (contraction/stretching in
blue/red; the blue circle shows the sampling starting location);
and (c) 2D strain matrix and its corresponding TOS curve.

2.1. Our Multimodal Learning Network

Registration-based strain network. Given a time-sequence
of cine CMRs, {It}, where t 2 [1, · · · , T ], we employ a reg-
istration network to first learn the latent features of cardiac
motions, represented by Lagrangian displacement fields {�t},
from images. Such latent features, denoted as z, are directly
utilized to predict strains with the supervision of DENSE
strain data. We employ a UNet architecture backbone [13]

for our registration network, and a ResNet network for the
strain prediction [14, 15]. Analogues to [16], we apply a
low-rank singular value decomposition to the predicted strain
matrix for smoothness constraints.

Defining DENSE strain as S, and ✓r, ✓s as the registra-
tion network, and strain network parameters respectively, we
can now formulate the loss function of our registration-based
strain network as

lstrain =
TX

t=1


1

2�2
kI1 � �t(✓r)� Itk22 + Reg(�t(✓r))

�

+ ↵kfs(z; ✓s)� Sk22 + �k✓rk22 + µk✓sk22, (1)

where � represents interpolation, and (�,↵,�, µ) are positive
weighting parameters. The Reg(·) is a regularization term
that encourage the smoothness of the predicted displacement
field, �t. We adopt the regularization term used in large de-
formation diffeomorphic metric mapping [17].
LMA regression network to predict TOS. Analogous
to [15], we develop a LMA regression network to predict
the TOS (a N -dimensional vector). Given the predicted
strain matrix from Eq. (1), we utilize a mean-squared-error
of predicted TOS and manually labeled ground truth TOS,
denoted as y, for network loss, i.e.,

lTOS = �kfl(fs(z; ✓s); ✓l)� yk22 + �k✓lk22, (2)

where ✓l represents network parameters, with � and � being
the weighting parameters.
Joint loss optimization. We jointly optimize the registration-
based strain network and the LMA regression network in the
training process. The total loss function is the sum of strain
loss (in Eq. (1)) and TOS loss (in Eq. (2)), i.e., lstrain + lTOS.

3. EXPERIMENTS

We validate our method on cine CMR images paired with
DENSE. A comparison of our multimodal joint learning
model with existing deep learning methods, including cine
FT based on deformable image registration [18] and DENSE
for LMA detection [19], is performed.
Data acquisition. All short-axis cine bSSFP images were
acquired during repeated breath holds covering the LV



(temporal resolution, 30-55 ms). Cine DENSE was per-
formed in 4 short-axis planes at basal, two mid-ventricular,
and apical levels (with temporal resolution of 17 ms, pixel
size of 2.652 mm2, and slice thickness=8mm). Other pa-
rameters included displacement encoding frequency ke =
0.1 cycles/mm, flip angle 15�, and echo time = 1.08 ms. All
cine and DENSE images are cropped to the size of 1282, with
T = 40 time frames for cine and T = 20 for DENSE. All
LV myocardium segmentation and ground-truth TOS curves
were manually labeled by experts.
Experimental settings. In our experiments, we utilized 118
left ventricle MRI scan slices from 24 subjects, divided into
66 slices for training, 26 for validation, and 26 for testing
from different subsets of subjects. We first compare our mul-
timodal joint learning model with the baseline algorithms, in-
cluding cine FT and DENSE-strain for LMA detection and
using TOS (N = 128) mean square error as the evaluation
metric. The TOS error (the MSE between predicted TOS from
all methods vs. ground truth) is used a evaluation metric. We
also employ a second evaluation metric, which is LMA sector
classification accuracy. More specifically, we classify sector
as LMA region if its TOS value is greater than a specified
variable. While any region where the LV myocardium does
not start contraction at the first frame (i.e., TOS=17ms) is con-
sidered as LMA, we take the LMA threshold as 18ms to avoid
small numerical perturbations in all experiments.

We visualize 3D activation maps reconstructed from the
TOS prediction. Using myocardium segmentation from
sparsely scanned CMR slices, we first construct coordi-
nates for densely sampled points on the myocardium surface
through spatial interpolation. A similar interpolation strategy
is then used to estimate TOS at those sampled points.

All experiments were trained on an Nvidia 2080Ti GPU
using an Adam optimizer. The hyper-parameters are tuned
with grid search strategy, and the optimal values are � = 0.03,
� = µ = � = 0.0001, ↵ = 1000 and � = 0.005.
Experimental results. The top panel of Fig. 3 shows exam-
ples of estimated TOS by our method and all baselines. It
shows that DENSE-strain predicted TOS fits the ground truth
better than cine FT, especially in the peak region of TOS.
Our method is able to bridge the gap between DENSE and
cine FT, reaching closer TOS prediction to DENSE. The bot-
tom panel of Fig. 3 displays quantitative results of TOS error
and LMA region classification error of all methods. Similarly,
our method achieves closer accuracy to DENSE with substan-
tially improved performance over cine FT.

Fig. 4 shows a comparison of reconstructed 3D activa-
tion maps using all methods vs. the ground-truth TOS data.
Note that regions with TOS values much larger than 18ms
(shown in red) indicate severe late activation, and normal re-
gions (shown in blue) are typically with small TOS values.
Our approaches provide the more accurate LMA region esti-
mation than cine FT.
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Fig. 3: Top to bottom panel: a comparison of TOS prediction
from all methods vs. manually labeled TOS (marked in solid
black) overlaid on strain matrix; TOS regression mean square
error vs. LMA classification accuracy from all methods.
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Fig. 4: Left to right: a comparison of 3D Activation Maps
from ground truth vs. reconstructed from all methods.

4. CONCLUSION

This paper presents a multimodal deep learning framework
that provides improved cardiac LMA detection accuracy from
routinely acquired standard cine CMR images. Experimental
results on LMA detection tasks and 3D activation map vi-
sualization show that our work substantially outperforms cur-
rent approaches based on cine FT, and offers performance that
aligns more closely with the achievements with DENSE. Ex-
perimental findings in this paper indicate a promising conver-
gence of accessibility and accuracy in the analysis of CMR
strain imaging. Our future work will focus on (i) further im-
prove the model accuracy to match the DENSE performance;
and (ii) thoroughly validate the model’s generalizability as
more patient data becomes available.
Compliance with ethical standards. This work was sup-
ported by NIH 1R21EB032597. All studies involving human
subjects and waiver of consent were approved by our institu-
tional review board.
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