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Memory or time-non-local effects in open quantum dynamics pose theoretical as well as practical
challenges in the understanding and control of noisy quantum systems. While there has been a
comprehensive and concerted effort towards developing diagnostics for non-Markovian dynamics, all
existing measures rely on time-domain measurements which are typically slow and expensive as they
require averaging several runs to resolve small transient features on a broad background, and scale
unfavorably with system size and complexity. In this work, we propose a spectroscopic measure
of non-Markovianity which can detect persistent non-Markovianity in the system steady state. In
addition to being experimentally viable, the proposed measure has a direct information theoretic
interpretation: a large value indicates the information loss per unit bandwidth of making the Markov
approximation. In the same vein, we derive a frequency-domain quantum master equation (FD-
QME) that goes beyond the standard Born-Redfield description and retains the full memory of
the state of the reduced system. Using the FD-QME and the proposed measure, we are able to
reliably diagnose and quantify non-Markovianity in several system-environment settings including
those with environmental correlations and retardation effects.

I. INTRODUCTION

Quantum master equations (QMEs) are universal tools
to describe the dynamics of open quantum systems, be
it to capture undesired decoherence due to loss of in-
formation and energy to uncontrolled degrees of free-
dom or, more recently, to investigate bespoke dissipa-
tion as a resource for implementing quantum error cor-
rection. In developing effective QME descriptions, sev-
eral approximations are commonly employed in order
to obtain a tractable equation of motion for the den-
sity operator describing the reduced system(s) of inter-
est. One of the most popular QME is the GKSL (for
Gorini-Kossakowski-Sudarshan-Lindblad) master equa-
tion, frequently abbreviated as the “Lindblad QME”,
which generates a quantum dynamical semigroup for the
dynamics of the density operator. Originally proposed in
the context of quantum optical setups, its simplicity of
form and tractability, in terms of enabling closed-form,
analytical solutions, have made Lindblad QME ubiqui-
tous in the theory of open systems.

The general scheme of approximations followed to ob-
tain such a QME has a Born-Oppenheimer flavor to it:
first weak coupling, or an ‘entanglement breaking’ ansatz,
is imposed between system-bath states at all times en-
abling a perturbative expansion, followed by a separa-
tion of time scales, or ‘quasi-static bath’ ansatz, enabling
an adiabatic elimination of fast environmental degrees
of freedom [1]. Interestingly, while these may seem a
bit extreme at first, such approximations turn out to be
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well-motivated in a surprisingly large number of scenar-
ios where the environment consists of many uncorrelated
degrees of freedom. A canonical example is the famous
Caldeira-Leggett model [2, 3|, defined as a thermal bath
consisting of several harmonic oscillators, that is rou-
tinely employed in microscopic derivation of quantum
Brownian motion. Similarly, under the rotating wave
approximation, where the system samples only a narrow
density of states of the environment near its resonance,
an effective ‘white’ environmental spectral density — rem-
iniscent of that obtained for fast-evolving uncorrelated
modes — can be assumed, leading to a Markovian QME
for the system.

Any departure from the aforementioned scenarios ne-
cessitates revisiting the approximations under which such
a Markovian QME is derived. For instance, in the pres-
ence of (i) environments with structure (a.k.a. ‘col-
ored’ spectra) [4-6], correlations [7], or finite timescales
[8, 9] and (ii) retardation effects encountered in dis-
tributed quantum networks [10-12], the default evolution
is expected to be non-Markovian. In addition, many-
body non-equilibrium phenomena in several biological
[13, 14], chemical [15], and even cosmological [16-22] sys-
tems exhibit non-Markovian dynamics due to inevitable
frequency- or time-dependent couplings and/or the pres-
ence of non-local spatial correlations. Furthermore, with
the advent of practical quantum information process-
ing platforms, where strong interactions and fast time-
dependent control have become standard functionalities,
describing open quantum dynamics of even a few-qubit
systems may fall outside the purview of simple Lindblad-
type descriptions [23].

Given its pervasiveness, there have been several at-
tempts over the last two decades for understanding,
diagnosing, and quantifying non-Markovianity [24, 25].
To this end, several measures of non-Markovianity have



been proposed [26-32], the most popular being the one
proposed in Ref. [33] referred to as the “BLP non-
Markovianity,” which aims to quantify non-Markovianity
as the information backflow from environment to the sys-
tem. While most of these measures are platform-agnostic
and hence, in principle, universally applicable, their ex-
perimental implementation and theoretical computabil-
ity for practical systems remain severely limited. This
is because almost all of them require a full tomographic
reconstruction of the state of the system, which scales
unfavorably with system size and complexity, even when
they permit a more physically-motivated interpretation
such as the RHP measure [34, 35]. Additionally, BLP-like
measures require a complicated estimation of piecewise
time-integrated dynamics and an optimization procedure
over the state space that grows exponentially in system
size. This implies that their calculation requires perform-
ing state tomography with sufficiently high bandwidth in
order to resolve short-time transient features.

Owing to ongoing efforts aimed at extending quan-
tum optimal control [36, 37], quantum sensing [38, 39],
and quantum error correction [40, 41] in the presence
of spatio-temporal correlations, there is a growing need
to develop non-Markovian diagnostics that can be scal-
ably and reliably deployed for use in the current NISQ-
era quantum systems. In this work, we propose such a
measure of non-Markovianity that relies solely on steady-
state, spectroscopic measurements making it amenable to
implementation in a wide variety of systems. It is worth-
while to note that our viewpoint adopted here is quite
complementary to other measures proposed in the past:
our aim is to quantify the absence of Markovianity by
looking for deviations from typical spectra obtained for
a strictly Markovian evolution, instead of demanding the
presence of a dynamical signature of non-Markovianity
as privileged by BLP-like measures. Crucially, avoid-
ing a restrictive definition as a positive proof for non-
Markovianity allows the proposed measure to not only
identify non-Markovianity in regimes usually missed by
BLP but also helps it avoid the pitfall of misdiagnos-
ing non-Markovianity where there is none! Inspired by
the spectral measure, we develop a time-non-local master
equation in the frequency domain that retains full system
memory unlike Born-Redfield QME. In this sense, the
accuracy of the frequency-domain QME is the same as
Nakajima-Zwanzig (NZ) equation in time, derived using
projection operators. Unlike NZ description, however,
we show how the proposed QME enables a direct cal-
culation of the reduced system spectrum without going
through the calculation of any two-point correlator in the
time domain.

This paper is organized as follows: In Sec. II, we
first derive the frequency-domain master equation and
detail the spectrum calculation for an arbitrary quan-
tum system. Next, we motivate how the non-Markovian
vs. Markovian evolution manifests in the corresponding
frequency-domain propagator and hence the spectrum,
and quantify this change by proposing the spectral mea-

sure of non-Markovianity. In Sec. III, we apply these
constructions to a typical cavity/circuit-QED system and
present analytical expressions of the system (qubit) spec-
tra for two cases: thermal (‘hot’ cavity) and correlated
(‘squeezed’ cavity) environment. We also discuss the ad-
vantages of the spectral measure, both in terms of de-
tecting false negatives and avoiding false positives, by ex-
plicitly comparing it to BLP non-Markovianity for these
cases. In Sec. IV, we calculate the proposed measure
for a waveguide-QED system using the spectrum of the
propagating field modes. We conclude with a summary
of our main results and comment on potential extensions
of the research presented here in Sec. V. Additional cal-
culational and technical details are presented in Appen-
dices A, B and C.

II. FREQUENCY-DOMAIN MASTER
EQUATION

We consider a composite quantum system defined on
the joint Hilbert space, Hs®H g, where Hg and H g span
system and environment degrees of freedom, respectively.
In the Schrédinger picture, the full density matrix, x(¢),
evolves according to the equation of motion,

Ox(t) = (Ls + Ly +V)x(1), (1)

where we have defined superoperators [see Appendix A]
Ls = —i[Hs, ], (2a)

Lrp=—i[Hg, |+ Dg, (2b)

Here Hs and Hp govern the free evolution of the sys-
tem and environment, respectively, while V = Og ® Op
denotes the system-environment interaction, all of which
are assumed to be time-independent. In addition, we
consider a Markovian dissipation on the environment de-
scribed by the superoperator, D, which models some
pre-coarse grained environmental degrees of freedom.
While here we consider a system with strictly unitary
evolution, this derivation can be easily adapted to in-
clude some local decay, Dg, on the system too [42]. We
now move into the interaction picture with respect to the
free Liouvillian, £y = Lg + Lg, transforming Eq. (1) to

Orxr(t) = Vi(t)xs (1), 3)

with the interaction-frame density matrix and superop-
erator defined via the following non-unitary transforma-
tions,

xr(t) = e (), (4a)
Vi(t) = e Fotyekol, (4b)

When formally integrated and substituted back into
Eq. (3), we obtain an integro-differential equation for the
joint density matrix,

dexr1(t) ZVI(t)XI(0)+/O dsVi(t)Vr(s)xi(s). (5)



As per standard adiabatic elimination methods for deriv-
ing the master equation, we now make the ‘quasi-static
bath approximation,” wherein we assume that x(¢) fac-
torizes at all times, x7(t) =~ pr(t)p%, and that the en-
vironment remains in its steady-state, Lgp} = 0. This
allows us to perform a partial trace over the environmen-
tal degrees of freedom leading to the following master
equation for the system,

Dupi (1) = / ds Trp[ Vi(t)Vi(s)pr(s)o]. (6)

Here we have assumed, without loss of generality, that
Tr[Vp3] = —i(Og),[Os, <] = 0, which effectively
normal-orders Og. This ‘centered bath approximation’
ensures that only the integral term remains following the
partial trace. Solving Eq. (6) is typically non-trivial due
to its time-non-local nature. To alleviate this issue, the
substitution pr(s) — pr(t) is often made, resulting in the
Born-Redfield master equation. This is a standard tool
for studying non-Markovian effects in the time domain
[see Appendix B].

In this work, our aim is retain the full time-non-locality
including the history in the system state. To this end, we
develop a frequency-domain master equation as described
next. We first transform Eq. (6) back to the lab frame,

dip(t) = Lsp(t)
+ / ds Trg[ VWi (s — t)e“° =) p(s)p3]. (7)
0

For convenience, we then recast our master equation in
terms of the vectorized density matrix, p(t) — [p(t)),
where |...)) denotes the column-vectorization of the op-
erator inside [see Appendix A]. Expressing Eq. (7) in this
notation, we have

t
ololt)) = £1p(0) + [ ds KOt =3) () . 8)
where we have defined the zeroth-order Liouvillian de-
scribing free evolution as £ = Lg, and the second-
order memory kernel describing interaction-induced dy-
namics as K2 (t) = Trg [V (—t)pi]erst. Due to the
non-local form of Eq. (8), the evolution at any point
in time is dictated by the entire history of the sys-
tem. Taking a (unilateral) Fourier transform we obtain
a frequency-local equation,

iw|pw]) = 1p(0)) = LO[plwl) + LD [w] |plw]) . (9)
with the transformation and its inverse defined explicitly
as

FAM)Y = Alw] = /0 T dtet A (10a)

FrUAR]) = A(t) = — /OO_% dew ! Afw]. (10b)

T o

—00—1€

Note that we have not set ¢ — oo in the upper limit of
the integral in Eq. (8), but used the convolution theorem

gl =7{ | Cas £t See)f.

Here we distinguish functions in frequency domain by use
of square brackets for their arguments. It is important to
note that throughout this paper, we use the convention

Allw] = FL {AT(t)}
Al = (Fr{Am})' = Af[-w].

(12a)
(12b)

Eq. (9) is a strictly algebraic matrix equation, easily
solved for a given initial state,

plw]) = Ulw]]p(0)) (13)

where we define the frequency-domain propagator,
—1
U] = (iwﬂ — O _ @ M) . (14)

Notice that in the frequency domain, density matrices are
not positive semi-definite or even Hermitian, and have
trace Tr[p[w]] = (iw)~! [see Eq. (A13)].

Similarly, we write a frequency-domain adjoint mas-
ter equation describing the evolution of operators in the
Heisenberg picture [44],

Onlw]) = U'[w]|Os) - (15)

While it is not tractable, in general, to transform Egs.
(13) and (15) back to the time domain, this is not nec-
essarily a limitation for describing non-Markovian evo-
lution. In the next sections, we describe how to lever-
age this frequency-local description of quantum states to
directly calculate and diagnose non-Markovian spectral
signatures.

A. Spectra from correlators in frequency domain

The steady state spectrum of a system is calculated by
taking the bilateral Fourier transform of the relevant two-
time correlator in the steady state <OT(T)O(0)>SS [45],

SOO[W]:[O dre T (O (1)0(0)),, . (16)

In Markovian systems, this is usually a simple task and
results in a superposition of Lorentzian distributions. In
non-Markovian systems, however, this is typically not
the case and previous works have reported deviations
from predictions of the quantum regression theorem [46],
which is the standard means to calculate the time evolu-
tion of multi-time correlators. Even for a simple two-level
system undergoing non-Markovian evolution, analytical
calculations of these correlators can be quite cumbersome
[see Appendix B]. Since Eq. (13) already presents a so-
lution for the state in the frequency domain, it allows



us to bypass the calculation in time-domain entirely and
obtain the spectrum directly.

To this end, we first calculate the steady-state system
density matrix from the frequency-domain solution using
the final value theorem [43],

pu) = Jim o) = i iwlolel) . (17

Using this we calculate the correlator,
(O[-w]|0(0)pss) = Tr[O[-w]TO(0)pss]
- / dr e~ (O1()0(0)) ., (18)
0

where we have defined the adjoint, (O] = |0)', im-
plying (A|B)) = Tr[ATB]. Though this resembles
Eq. (16), it captures only the time-ordered part. We
can calculate the anti-time-ordered part using the iden-

tity (OT(—=7)0(0)) = <OT(7')O(O)>:S From this one
can show,

SS

(O1-llo©)p.c)” = [ dre(01(r)0(0)

— 00

(19)

Adding Egs. (18) and (19), we obtain the final expression
for the steady-state spectrum,

Soolw] = (O[-w]|O(0)pss)) + {O[-w]|O(0)pss )
= 2Re (O|U[w][0(0)pss)) - (20)

In Appendix B, we show how the spectrum calculated
using Eq. (20) captures the non-Markovian features more
accurately than the time-local Born-Redfield calculation.

B. Spectral measure of non-Markovianity

It is instructive to compare the form of the frequency-
domain propagator U[w] for Markovian vs.  non-
Markovian evolution. Transforming a Markovian master
equation to frequency domain yields a solution similar
to Eq. (13) but, instead of a frequency-dependent kernel
K®w], it has a constant, second-order Liouvillian,

1
Uw] — (iw]l G 6(2)> , (21)

where £(2) is obtained by setting the upper limit of the
integral to infinity in Eq. (B3). This form immediately
suggests a spectral form given by a sum of Lorentzian
peaks, with the respective center frequencies (widths)
set by imaginary (real) part of the eigenvalues of the
full Liouvillian of the system, £ + £3). Crucially,
the interaction-induced dynamics only lead to constant
shifts to widths and positions of the peaks. In the non-
Markovian case, however, the additional frequency de-
pendence can qualitatively alter the shape of the spec-
trum, for instance, imprinting bath spectral features on
the system spectrum.

This suggests that the steady state spectrum in
Eq. (20) can provide a simple and robust means to dis-
cern the effects of non-Markovian evolution. To define
a spectral measure for non-Markovianity, we normalize
the spectrum to unit area, representing the probability
density of the system emitting an excitation at a given
frequency. We then quantify the difference between the
Markovian and non-Markovian spectra using the relative
entropy, or Kullback-Leibler divergence,

meMwmw=/

— 00

= Slwl

dw S[w] log, Si]’ (22)
which represents an absolute ‘distance’ between the two
spectra [47]. With an emphasis on an observable signa-
ture, we take a ratio of this relative entropy to the charac-
teristic bandwidth of the Markovian spectrum Q. Do-
ing so privileges sharp, persistent spectral signatures over
broad, transient ones. This leads us to the key result of
this work: our definition of the spectral measure of non-
Markovianity given by

o = Drr(SllSmlw])
5=
Qm

The above measure enjoys a clear, information-theoretic
interpretation: it is the information cost per unit band-
width of making the Markov approximation. Also notice
as Slw] = Spmw], we find Mg — 0 identically. We also
stress that this is not a measure of information backflow,
but rather a measure of distinguishability from Marko-
vian dynamics. While information backflow is indeed a
valuable witness, it is not a necessary condition for non-
Markovianity [26, 32, 48].

. (23)

IIT. EXAMPLE: JAYNES-CUMMINGS
INTERACTION

We now present an example of constructing the
frequency-domain master equation for an archetypal
light-matter interaction: a single qubit interacting with
a lossy cavity via an interaction Hamiltonian of the form

V= g(UJra—i—U,aT), (24)

where o and o_ (a and a) are the qubit (cavity) rais-
ing and lowering operators. The lossy cavity, with a fi-
nite energy relaxation rate, presents an engineered non-
Markovian bath to the qubit. Using strong coupling to
such ancilla systems, subject to Markovian decay, has
been explored earlier to emulate strong non-Markovian
effects [49].

In the following sections we look at two fundamentally
distinct examples of Gaussian environment: (i) a semi-
classical environment characterized by a thermal state,
which lacks any coherence in the steady-state (diagonal
p3), and (ii) a truly quantum bath characterized by a
squeezed thermal state which exhibits coherences in the
steady-state (non-zero off-diagonal elements in p%). In
both cases, we use Ng defined in Eq. (23) to quantify
non-Markovianity.



A. Thermal bath

The unitary evolution of the (system) qubit and (en-
gineered bath) cavity are described by Hg = —(w,/2)0,
and Hg = w.ata. To stabilize the cavity in a thermal
state, {afa),, = N and (a?),, = 0, we subject it to
heating and cooling Lindbladian dissipators,

Dy = k(N +1)Dla]s + kNDla']., (25)

where k is the zero-temperature cavity linewidth. The
superoperators acting on the qubit in Eq. (8) can be
represented as 4 X 4 non-Hermitian matrices, with free
evolution described by

0
L= " , (26)
— iy
0
and interaction-induced memory kernel given by
K11(t) —Kaa(t)
Ka2(t)
K@ () = 22 . 27
(t) K (1) (27)
—Kq1(t) Kaa(t)
Here
K11(t) = —2Ng%e™"" cos(At), (28a)
Kaa(t) = —=2(N + 1) g°e " cos(At), (28Db)
]C22(t) = _(QN 4 1)926—(r€—iwC)t7 (28C)

with A = w; — w. denoting the qubit-cavity detuning.
Here the K11 (t) and K44(t) terms correspond to the heat-
ing and cooling rates, respectively, while the imaginary
part of Kaa(t) corresponds to the effective shift of the
qubit frequency [see Eq. (C17)].

Taking the Fourier transform and expressing in terms
of the detuning from the bare qubit frequency, § = w—wy,
we obtain,

o 2N g2 (k +i(8 + wy)) N
Kuldl = (K +i(0 + wy))? 4+ A2’ (292)
Kaald] = 72(N + 1.)92(f€ + 12(6 + wq))’ (20D)

('j +i(6 +wq))” + A2
Ka2[d] = —%. (29¢)

Following the procedure in Sec. ITA, we use Eq. (17)
to find, for an arbitrary |p(0))), the steady-state density
matrix,

N N T
N+1 N
|pss>> = (2]\711 00 2N+1> ’ (30)

which is exactly as that expected for a qubit coupled to a
thermal bath. Now applying Eq. (20) with O = o_, the

non-Markov.

FIG. 1. Steady-state emission spectrum of a qubit interact-
ing with a thermal bath for different values of qubit-cavity
detuning. At small A/k, the spectrum resembles a single
Lorentzian at 6 = 0. As detuning increases, an asymmetric
second order resonance arises at § = —A, becoming more re-
solved for larger A/k. The black, dashed curve shows the
Markovian limit [Eq. (32)] for zero detuning. Parameters:
we/g =2x10°, k/g =10, N = 0.1.

normalized steady-state qubit emission spectrum can be

written in terms of matrix elements of the kernel as,

st =L e
™ ((5 — Im ICQQ[(S]) -+ (Re ICQQ [(5])

(31)

Interestingly, the overall form of the spectrum can be
thought of as a ‘nested’ Lorentzian where the width
(Re K22[d]) and the center frequency (Ima2[d]) them-
selves are Lorentzian and Fano functions of the qubit
detuning, respectively. A plot of the resulting spectral
profile shown in Fig. 1, shows a second order resonance
near the cavity frequency, 6 ~ —A, with width given by
the cavity decay rate, . This also indicates that while
non-Markovianity can be considered as a time-dependent
modulation of the system response, which renders the
system non-static even when analyzed in its own inter-
action frame, this is not a simple sideband modulation
of system frequency at system-bath detuning since that
would have created an image of bare system resonance
with width . at 6 & —A. Instead this resonance corre-
sponds to the emission spectrum of the cavity observed
through that of the system; in fact, the isolated bath
correlator, (a'[fla) = Kaa[6].

We can gain some insight by comparing the form of
Eq. (31) to the well known Markovian spectrum, Spq[d]
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(a) Spectral measure of non-Markovianity plotted as a function of qubit-cavity detuning and cavity linewidth. (b)

Cross-section of A and varying » shown in orange. Plotted against a logarithmic scale, we see Ns  (r/g)~* for large x/g. (c)
Cross-section of constant decay rate with varying detuning shown in purple. The measure increases monotonically, but scales
as Ns o< log(A/g) for large A/g. Parameters: w,/g =2 x 10°, N = 0.1.

obtained from the Born-Markov master equation,

1 Veff

Smld] = ———7-——, 32
o o .
with Lamb shift and induced decay rate given by
(2N +1)g2A
det = Im Kg2[0] = AT 2 (33a)
(2N +1)¢°k
Yeff = — Re ]CQQ[O] = AQ——FK,2, (33b)

respectively. Interestingly, we see that the Markovian
limit may be recovered by simply evaluating the kernel
at the qubit frequency in Eq. (31).

We also note that the asymptotic behavior is differ-
ent from the Markovian case. For the Lorentzian profile,
Saml[d) oc 672 in the limit of § — 400, however in the non-
Markovian spectrum we find S[6] oc 4. Since the two
spectra are normalized to unit-area, the different end be-
havior accounts for the extra area beneath the side peak
at 6 = —A in Fig. 1.

It is already clear from the qualitative behavior of the
spectra shown in Fig. 1 that the distinguishing spec-
tral feature of non-Markovian evolution is an additional
peak appearing near the cavity frequency. As A/k de-
creases the side peak becomes less distinguishable from
the central Lorentzian described by Eq. (32), leading to
suppressed non-Markovianity. We now apply our spec-
tral measure defined in Eq. (23) to provide a quantitative
estimate of this change in non-Markovianity. Fig. 2(a)
summarizes our results showing an increase in N, with
decreasing cavity linewidth and increased qubit-cavity
detuning. Given that the Markov approximation is justi-
fied for a fast decay of bath correlators, a rapid decrease
of Ng towards zero for increasing linewidth is consistent
with this expectation. Fig. 2(b) shows this monotonic
decrease on a log scale with Ng oc k1.

Fig. 2(c) shows a monotonic increase in Ng with qubit-
cavity detuning since the side peak is more distinct for
higher detunings. However, this increase with system-
bath detuning slows at large detunings, since as the side

peak moves farther away from zero (qubit) frequency, it
also shrinks in height.

It is worthwhile to note that the calculation of Ny is
not limited to using the frequency-domain master equa-
tion. In fact, it can be evaluated for non-Markovian spec-
trum obtained using any means such as the one obtained
using Born-Redfield master equation. However, as shown
in Appendix B, not only is it more cumbersome to cal-
culate the Fourier transform at the level of the two-time
correlator, the resultant spectrum miscalculates the po-
sition of the non-Markovian side peak [see Fig. 7].

B. Squeezed bath

As a second example, we study the same two-level sys-
tem interacting with a more general bath. Rather than
a purely diagonal environment state, we introduce quan-
tum correlations in the steady state of the bath while still
maintaining its Gaussianity by introducing a two-photon
drive on the cavity with pump frequency, w, ~ 2w.. Mov-
ing to a frame rotating at w,/2, the Hamiltonians take
the form [50]

A
HS:_TqO'm (34&)
Hp = Acala+ 2 (a* +a'?), (34b)

with detunings A; = w; — wp/2. This particular form
is chosen because it is applicable in several architec-
tures, namely SQUID-based superconducting circuit res-
onators, where the squeezing strength, r, can even be
made in-situ tunable. Without loss of generality, here
we assume r € R* with r < |A,.|. For mathematical sim-
plicity, further we perform a Bogoliubov transformation
to diagonalize the environment Hamiltonian [Eq. (C2)],

Hp = Aala. (35)

Consequently, the interaction Hamiltonian transforms to,

V=gi(ora+o_al)+g(ora’ +o_a), (36)
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(a) Steady-state emission spectrum of a qubit interacting with a squeezed cavity for different values of the squeezing

parameter. As r increases, the side peak moves with the effective detuning, E, leading to a squeezing-induced resonance. This
is evidenced by the single peak of the blue curve at r/A. ~ 0.78. (b) Spectral measure of non-Markovianity as a function of A.
This is done in two ways: (solid, purple) increasing the squeezing parameter while maintaining a constant bare detuning, and
(dashed, orange) varying the bare detuning while maintaining zero squeezing. The inset shows the corresponding values of r

for the given values of effective detuning, A. (c) The spectra resulting from these two different means of varying the effective
detuning with A/k = 10. Parameters: A,/g = 200, A./g = 320, /g = 10.

with modified detuning and coupling strengths,

A, = /A2 -2 (37a)
=49 UA~C+1 (37D)
g4 / 2A (37¢)

Even with only a cooling dissipator on the cavity, Dp =
kDlale, the two-photon drive ensures non-zero steady-
state population in the cavity which is essentially the
noise photons associated with a squeezed thermal state.
The corresponding dissipator in the Bogoliubov frame
can be written as,

Dp = k((N +1)Dlal. + ND[a']. )
—(n+ibe) M (Slae + ST ), (39)

where have defined the steady-state correlators,
(ata),, = N and (a%),, = M. In addition to the
conventional heating and cooling Lindbladian dissipa-
tors, we have two additional dissipators of the form
S[0]s =20+.0 — 0%« —+0?, which we call the ‘squeezing’
dissipators. Rather than directly damping excitations or

coherences, these couple the off-diagonal elements of the
density matrix.

Having already studied the effects of cavity decay rate
and detuning in the previous section, here we focus on the
effect of squeezing-induced bath correlations on system
non-Markovianity. Following the same procedure as in
the previous section, we obtain the steady-state qubit
emission spectrum. As in Eq. (31), the spectral form is
that of a nested Lorentzian except with a modified form
of ’CQQ [(5],

2919:M + gf(2N +1)
Iﬂl"‘i(é"‘&)
+29192M* +95(2N +1)
m+i((5+§)

Kao[d] =

; (39)

now with 6 = w—2A,. Note that squeezing leads to a gen-

erally complex, non-zero M and a tunable A= A, —A,.

This, in turn, corresponds to two Lorentzians and two
Fano resonances (proportional to the Im[A]) near the
difference and sum frequencies of the qubit and the cav-
ity respectively. In addition, the bath correlations lead
to non-zero Ks33[d], which couple the evolution of the off-
diagonal elements pge, peg Of the qubit density matrix.
While these lead to a much more complicated expression



for the spectrum as shown by the detailed derivation pre-
sented in Appendix C, the effect of these terms in the
spectrum appears at O(g*) and is, therefore, muted.

Unsurprisingly, the form of the spectral profile in
Fig. 3(a) looks very similar to that obtained for the ther-
mal case since the spectral weights of the additional con-
tributions at the sum frequency are damped due to higher
detuning from the central Lorentzian. There is a crucial
difference though: Eq. (37) tells us that the squeezing
strength r determines the effective bath frequency, thus
varying r allows changing the position of the side peak.
The squeezing parameter also determines the effective
coupling strength and bath correlators, but neither have
as striking an effect on the spectrum as the squeezing-
dependent effective system-bath detuning. From this we
expect similar effect on non-Markovianity, whether we
vary the bare detuning, A, or A, by tuning 7.

This is confirmed by the spectral measure calculated
for these two means of varying A, as shown in Fig.
3(b). For large squeezing strengths, near A/x = 10,
we do find deviations between the two cases. This is
due to effective couplings increasing exponentially with
squeezing strength, which should lead to enhanced non-
Markovianity: this, in fact, manifests in the increasing
spectral weight of the side peak. A key result of this
study is that both curves have a minimum when A = 0,
indicating that memory effects could be diminished by
tuning bath coherences only. We note, however, that A
increases monotonically with 7, so this squeezing-induced
resonance can only occur if originally the qubit is parked
below the cavity, i.e. A, > A,.

Further, it is well known that the Born-Redfield QME
does not, in general, preserve positivity of the system
density matrix for all times [51]. This violation of posi-
tivity occurs in the presence of squeezed correlations for
certain choice of parameters and initial state, when using
the Born-Redfield QME [Eq. (C24)] derived in Appendix
C. Remarkably, the frequency-domain description, on the
other hand, preserves positivity at all times for the same
choice of parameters (see Fig. 8). While a full investiga-
tion of this issue is beyond the scope of the current work,
our results indicate the role played by the Markov ap-
proximation in positivity violation of the reduced system
state.

C. Comparison to BLP non-Markovianity

In this section, we compare the spectral measure
N, proposed in this work against a time-domain mea-
sure for non-Markovian dynamics. For the latter,
perhaps the most widely regarded measure for non-
Markovianity is the trace distance-based BLP measure
[33, 52], which relates the resurgence of information to
the non-contractivity of the dynamical map, U(t), in our
language. If a map is a quantum Markov semigroup then
it must be purely contractive, and thus any two initial

states will become less distinguishable at all times dur-
ing their evolution. The BLP non-Markovianity quanti-
fies this using the trace distance,

1
Dri(p1, p2) = 3 Tr |p1 — p2l, (40)

where |A| = VATA. Defining p12(t) = U(t)p1,2(0), for
two different initial states, one will find

d

P (p1(), p2(t)) <0, (41)
for a Markovian process. The degree to which this
condition is broken can then be used to quantify the
non-contractivity, and thus the BLP measure of non-
Markovianity is defined as

d
NpLp = max dt —Dr1e(p1(t), p2(t)).  (42)
p12(0) Jso  dt

Here the region of integration comprises all times in
which the integrand is positive, that is, whenever the
trace distance is increasing. A maximization is then per-
formed over all combinations of initial states, both pure
and mixed. While extremely generic and independent
of any specific representation of open system dynam-
ics, there are some critical disadvantages in applying this
measure. Given the nontrivial nature of the integral, typ-
ically its calculation is analytically intractable and must
be performed numerically. Similarly, the maximization
over arbitrary initial states is cumbersome and computa-
tionally expensive especially when studying large systems
since the state space grows as ~ d*, where d = dim(Hg).
Moreover, the measure is explicitly tomographic in na-
ture, making it impractical for implementation in exper-
iments.

We now explicitly compare Nprp with Ng for the
Jaynes-Cummings interaction for the two cases of ther-
mal and squeezed cavity studied in this section. We
calculate Mprp from the time-domain solution to the
Born-Redfield master equation, Eq. (B2). We perform an
abridged calculation by skipping the maximization and
simply using the o, eigenstates, well known to maximize
the integral in Eq. (42) [33, 52], and compare it to Ng
calculated using the spectra in Eqgs. (31) and (32) [53].
A direct comparison of magnitudes of the two measures
is not instructive since they are fundamentally different
quantities; however, we plot them on a logarithmic scale
to compare the qualitative behavior as a function of A/k
in Fig. 4. As evident, Mprp shows a non-monotonic
behavior, reaching a maximum value at A = 8.5k; on
the other hand, Ng shows a monotonic increase, which
is a result of the emphasis on distinguishability in its
definition. For small A/k, both the metrics predict a
low value of non-Markovianity; it is worth noting, how-
ever, that Mppp is identically zero in this regime whereas,
by definition, the spectral measure cannot vanish com-
pletely unless the non-Markovian and Markovian spectra
are identical. This suggests that the regime of small de-
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FIG. 4. (a) BLP non-Markovianity for a qubit interacting
with a thermal bath as a function of qubit-cavity. Qubit dy-
namics are calculated from the Born-Redfield master equa-
tion shown in Appendix B. (b) Spectral measure of non-
Markovianity as a function of qubit-cavity detuning. Param-
eters: wy/g=2x 10°, k/g =20, N = 0.1.

tuning, A/k < “few”, represents non-Markovianity with-
out information backflow detectable using the spectral
measure proposed here.

Making a similar comparison for the case of a squeezed
cavity highlights another serious issue with Nprp. We
calculate p(t) for a qubit coupled to a squeezed thermal
bath, described by a Born-Markov master equation with
a structure similar to Eq. (38), with a — o_,a" — 0.
In this case there is manifestly no dependence on his-
tory or reference to an initial time, making it standard
Markovian evolution.

To calculate Ngrp, we first note that unlike the case
of a thermal bath, the system initial states which max-
imize the integrand in Eq. (42) are generally not given
by o, eigenstates in the presence of squeezing. While
it is not straightforward to find an exact expression for
these states for arbitrary values of r, we find o, eigen-
states to be a good choice for sufficiently large squeezing
strengths. Due to the symmetry of the problem, in fact
any pair of orthogonal states lying in the equatorial plane
of the Bloch sphere gives a similar result.

The results of this calculation are shown in Fig. 5. Sur-
prisingly, Mprp turns out to be non-zero for this case,
misdiagnosing the evolution to be non-Markovian. This
is a result of the action of squeezing dissipators, S[o4]s,
which decohere the state along one axis and purify it
along the orthogonal axis. As the states precess around
the z-axis due to the qubit free Hamiltonian, the net ef-
fect is an oscillation in the length of the Bloch vector
leading to an artificial ‘information backflow’-like effect.

12, ==
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FIG. 5. The integral from the BLP non-Markovianity with
initial states given by the o, eigenstates evolved according
to the Born-Markov master equation. Insets show the cor-
responding spectra calculated in each of the three regimes,
each exhibiting only a central Lorentzian and lacking any non-
Markovian features. Parameters: Ag/g = 200, A.;/g = 320,
k/g = 10.

Further, the contribution of these squeezing-induced os-
cillations of state purity dominate the integral in Eq. (42)
making it hard to deconvolve from the backflow induced
due to truly non-Markovian evolution.

Interestingly, as shown in Fig. 5, the spectra cal-
culated for a squeezing-type Markovian dissipation on
qubit remain simple Lorentzians and thus Mg = 0 cor-
rectly diagnoses this evolution to be Markovian for any
value of A/k. Finally, while we have chosen BLP non-
Markovianity as a benchmark against spectral measure,
many of the other measures which rely on detecting non-
Markovianity via a recurrence in system dynamics can
exhibit problems similar to those elucidated by this com-
parison [54].

IV. EXAMPLE: SPATIALLY-SEPARATED
QUBITS

Non-Markovianity also manifests in systems with some
form of delayed feedback [10, 55]. That is, systems which
interact with some traced out degree of freedom charac-
terized by a finite delay time, 75. Such systems display
their non-Markovianity clearly, with the evolution of the
system at time ¢ depending directly on the state at time
t— B.-

We look at an example of this type, namely two
spatially-separated qubits coupled to a waveguide. The
system Hamiltonian is simply given by the sum of the
free Hamiltonians of the two qubits,

Hs= Y %a;. (43)

m=1,2

The Hamiltonian for the field modes within the waveg-
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(w —wo) /7 U

FIG. 6. (a) Steady-state spectrum of photons emitted into the waveguide by the qubits initialized in the symmetric state
for different separations. (Blue) corresponds to zero separation and shows a Lorentzian of width 2v. (Red) corresponds to a
considerable separation and shows repeating Fano-like peaks. (Light red) corresponds to a large separation and shows Fano
resonances which repeat several times within the width of the Lorentzian. (b) Spectral measure of non-Markovianity as as
function of qubit separation. The metric maximizes at 77 = Nmax then decreases and saturates at N'§°. The separation is always

chosen such that nwo/y = 27n, n € Z3. Parameters: wo/y = 500, 8 = 0.95.

uide is given by

Hgp = / dw (aT [w]alw] + b [w]b[w]), (44)
0

where alw] (blw]) is the lowering operator of the right

(left)-propagating field. The interaction Hamiltonian,

expressed in the interaction picture, is given by

V= 3 [ dw (glaleositon (oot

m=1,2

+e*i“’$’"/”b[w]) + Hc) (45)

which shows how the interaction explicitly depends on
the positions of the qubits, z,,. Here o}, is the raising
operator for the mth qubit. Since field modes propagate
with a finite velocity, v, in the waveguide, this leads to
a delay, 15 = |¥; — x2]/v, in excitation exchange be-
tween the two qubits. We refer the reader to Ref. [11] for
a detailed solution of time-dependent qubit populations
and field amplitudes in the presence of such retardation

effects. The expression for the latter in the frequency

domain is given by,
/2B nw
b COS (H)

w—wo — Psin(22) +3(1+ Beos(22))
(46)

Cab|w] =

where vy denotes the qubit decay rate and /3 represents the
waveguide coupling efficiency. As discussed in Ref. [11],
different regimes of non-Markovianity can be character-
ized using the parameter n = ~75. Here, we will de-
ploy the spectral measure, Ng, introduced in our work
to quantify the non-Markovianity as a function of 7.

Assuming a symmetric initial state, |c,[w]|? represents
the joint probability distribution describing the likeli-
hood of detecting a photon of frequency w emitted in
the right propagating mode, P(w,a). The spectrum we
are interested in is the conditional probability distribu-
tion, S[w] = P(w|a), corresponding to the probability
of a photon emitted at frequency w. We obtain this by
dividing |, [w]|? by the marginal probability, P(a),

|ca[w]]?

Sl = Tt a2

(47)
Note that the probability distributions P(w,a), P(a) do
not sum to unity due to finite probability associated with
emission into left-propagating field modes and 8 < 1.
Nonetheless, in accordance with the properties of a con-
ditional distribution, S[w| is a normalized spectrum as
desired per the prescription presented in Sec. 11 B.

In order to calculate Ng, we first calculate the Marko-
vian spectrum Spyqlw] given by n = 0 and correspond-
ing to no delay in the qubit-qubit interaction. In this
limit, the spectrum is a single Lorentzian of width 2+.
As shown in Fig. 6(a), with increase in the separation
between the qubits, extra resonances appear in the form
of repeating Fano line shapes that become more frequent
with larger separation.

The resultant Ng as a function of 7 is shown in Fig.
6(b). Near n = 0, corresponding to small separation
between the atoms, the cooperative decay enhances the
central peak width leading to small Ng. More interest-
ingly, while increase in 7 increases Ng, we see that Ng
maximizes at some 7,,x, and then saturates to a lower
value, N&°. Crucially, max corresponds to the situa-
tion where the position of the second Fano resonance
coincides with the width of the Markovian Lorentzian,
~. This leads to drastic changes within the central lobe



of the spectrum, leading to strong deviations from Sp
and largest value of As. On the other hand, for very
large n, the spectrum becomes a dense frequency comb
whose average deviation per unit bandwidth from the
Markovian spectrum saturates to a constant value. It is
worthwhile to note that the proposed spectral measure
is able to demarcate the crossover from the regime of
monotonically-increasing non-Markovianity (1 < 7max)
to large constant non-Markovianity (1 >> Nmax)-

V. CONCLUSIONS

In summary, we have proposed a measure for non-
Markovianity relying solely on spectroscopic measure-
ments that allows quantifying non-Markovian effects in
open quantum systems at late times. We also present
a second-order frequency-local master equation that cir-
cumvents the need for making any Markov approximation
and enables direct calculation of the steady-state system
spectrum. The spectral measure of non-Markovianity
provides several insights both about the rates entering
master equations as well as the regimes of pronounced
non-Markovianity in all the examples discussed here. For
instance, in the presence of a squeezed environment, it
is able to delineate the regime where the system can ex-
hibit correlation-induced Markovianity for specific values
of squeezing strength, while in waveguide-QED systems
it exhibits a non-monotonic behavior with emitter sep-
aration showing that non-Markovianity is not necessar-
ily maximized by increasing the time-delay due to finite-
velocity propagation.

Crucially, using the proposed measure we identify
regimes where measures privileging recurrences in system
dynamics fail to diagnose deviations from Markovianity.
A more stark failure of time-domain detection manifests
in the case of a qubit subject to squeezing-type Marko-
vian dissipation where the dynamical oscillation of Bloch
vector length is misdiagnosed as non-Markovianity by dy-
namical measures. Spectroscopic measurements are also
more appealing for adoption in practical quantum devices
[56, 57], as they eliminate the need for fast, time-resolved
measurements required to capture small transient fea-
tures, and do not incur significant hardware overhead
for extensions to multipartite systems unlike other tomo-
graphic measures of non-Markovianity [26-30, 32, 33]. A
natural and compelling application of frequency-domain
correlation diagnosis presented here can be in quantum
many-body [58, 59] and field-theoretic [9, 60-66] systems
where state tomography, even in principle, is inaccessible.

The frequency-domain master equation developed here
can be a powerful analytical and simulation tool in and
of itself. It is known that both the simulation time and
size of the propagator grow exponentially with memory
length, making it challenging to recover long-time dy-
namics in the time domain [8]. Leveraging extensive tools
developed for Fourier analysis, simulating the frequency-
domain propagator for principal frequency components
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can be significantly more efficient in terms of computa-
tional time and resources.

Interestingly, our results also provide a means to gauge
the effect of erasing state memory as manifested in the
positions of the non-Markovian spectral features calcu-
lated using frequency-domain and Born-Redfield QMEs.
For a system coupled to an environment with squeezed
correlations, we find that the frequency-domain mas-
ter equation preserves positivity of the state, unlike the
Born-Redfield description. While our findings are empir-
ical at this stage, both these aspects could be tantaliz-
ing indicators of a mechanism for positivity restoration
by introducing corrections in the unitary sector of the
master equation [67, 68] but now guided by the spec-
tral diagnostic. It will also be interesting to generalize
frequency-domain open system descriptions to situations
where multi-time and even out-of-time ordered [69], and
not just two-time, correlations are important.
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Appendix A: Superoperator notation and algebra

The standard evolution of state-vectors, subject to
a time-dependent Hamiltonian, is described by the
Schrodinger equation,

O (b)) = —iH (t) [¢(1)) , (Ala)
resulting in a general solution given by,
(1)) = Tem ot 4 0)). (A1b)

For this same Hamiltonian, the density matrix evolution
is described by the Liouville von-Neumann equation,

Opp(t) = —ilH(t), p(t)]-

In order to recast a solution in a form similar to that in
Eq. (Alb), we can define a higher rank object which acts
on operators: a ‘superoperator.” Throughout this paper,
superoperators are denoted by capital, script characters.
How they act on an operator is often indicated by a ‘dot’.
For example, introducing the Liouvillian superoperator

(A2)

L(t) = —i[H(t), o], (A3)

allows us to rewrite Eq. (A2) as
duplt) = L()p(t) (Ada)
— p(t) = Telo 3£ p(0), (Adb)



Superoperators can act on each other, and much like op-
erators, do not generally commute [70],

(A« B)(C+C) = AC.CB
(C+C)(AeB) = CA.BC

(Aba)
(A5Db)

Note that, unlike closed systems, superoperators can de-
scribe the more general, non-unitary evolution that arises
in open quantum systems as well as describe the evolu-
tion of general quantum states such as mixed states. For
example, the most common superoperator to appear in
quantum master equations is the Lindblad-form super-
operator, given by
D[0]s =20.0" — 0T0. —.0"0. (A6)
We now generalize the notion of rotating frames in
terms of superoperators. Starting with Eq. (Ada), we
then calculate the evolution of p(t), in a frame rotating
with respect to —Lg,

Oy [efﬁotp(t)] = e Lotgp(t) — Loe Fotp(t)

= e FolLp(t) — Loe F0lp(t).  (AT)
Then defining
pi1(t) = e %' p(t) (A8a)
Lr(t) = e FotLelot, (A8D)
we find
Oepr(t) = (L1(t) = Lo)pr(t). (A9)

Notice that this is exactly analogous to unitary evolution
for a state vector in a rotating frame. If we then break the
full Liouvillian into free and interaction parts, £ = Lo +
V, we find the superoperator equivalent of the interaction
picture,
pr(t) =Vi(t)pr(t). (A10)
Operators on an N-dimensional Hilbert space are rep-
resented as N x N square matrices. Similarly, superoper-
ators can be represented as N2 x N2 matrices acting on
an N2-dimensional Liouvillian space. In this space, op-
erators and density matrices are expressed as N2-vectors
in a straightforward way,
|O>> = (011 e OlN 021 e ONN)T. (A].].)
Likewise, we may define the dual vector corresponding to
an operator, (O] = [0)T,

(0l= (01 - . Oi).

which leads naturally to the Hilbert-Schmidt inner prod-
uct in Liouvillian space,

Oin O3 (A12)

(AIB) = Te[4TB]. (A13)
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Appendix B: System dynamics from Born-Redfield
master equation

It is instructive to compare the spectrum derived using
the frequency-domain master equation to that obtained
using the widely used Born-Redfield master equation [44],
which is a non-Markovian but time-local map. We derive
it by starting from Eq. (6) and making one further ap-
proximation: we assume that bath correlation timescales
are much shorter than system timescales. Doing so, justi-
fies the replacement pg ;(s) — ps.r(t), leading to a time-
local equation for p;(t),

oi(t) = [ asTep ViV i) (B1)

This is commonly done in tandem with a substitution
of s — t — 7 and changing the bounds of integra-
tion to [0,00). This step is equivalent to assuming a
delta-correlated bath, as opposed to simply a ‘fast’ one,
and yields the well-known Born-Markov master equation.
Transforming Eq. (B1) back to the lab frame we find

uolt) = Lsp(t)+ [ dsTon V(s = Dp(o)ri)

= (ﬂs + Eg%(t))p(t) (B2)

Notice the relationship between this second-order Liou-
villian and the memory kernel from Eq. (8). It may be
expressed concisely as

t
cg;(t): /0 ds K@) (t — s)e=£st=9), (B3)

Having already calculated the kernel in Eq. (27), we sim-
ply evaluate the above integral and obtain,
LY () = —idea(®)[(N +1)oy0_ — No_oy, o]
et (t) (N +1)Dlo-]+ + ND[o1]+), (B4)
where we have defined the effective frequency shift and

decay rate of the qubit,
2

Oett(t) = Azgi_,_ﬁz (A(1—e " cos At) — ke "' sin At),
(B5a)
2
Vest (t) = A297+1£2 (k(1—e " cos At) + Ae™ " sin At).

(B5b)

We now use the Born-Redfield master equation to cal-
culate the two-time correlator, (o4 (7)o_),,. Normalized
by the excited state population, we find

o {oslt 710 0)
G(r) = Jlim (o4 (t)o_(t))

<_ (2N + 1)g?r
=exp | iwgT — ——

(k+1iA)

LN +1)g*(1 - 6‘(“+iA)T)>. (B6)

(K + iA)?
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FIG. 7. Steady state emission spectrum of a qubit interacting
with a thermal bath. (Red) is given by time-non-local solution
in Eq. (31). (Orange) is given by the time-local solution in
Eq. (B7). The inset shows that the location of the side peak
differs between the two solutions, appearing on opposite sides
of the cavity frequency. Parameters: w,/g = 2 x 10°, A/g =
10, k/g = 0.5, N = 1.0.

The spectrum is obtained by Fourier transforming G(7);
however, the nested exponential makes this difficult. In-
stead, we obtain an approximate solution by expanding
the outer exponent to first order in g2. Transforming this
to the frequency domain, we find

1 Veft
SBR il ——m-
o oy + 7%
+l Oeff A — Vet Veff + K
T APHRE (6= b+ A) + (Yert + )
+l 24/ 0ctt Aotk 0 — bt + A
™ A2 +K2 (5*50H+A)2 +("chf+/$)2.

(B7)

As in Sec. III, we see a central Lorentzian, given by
the first-order term, and a side peak near the cavity fre-
quency, given by the second-order term. Notice in Fig.
7, the position of the side peak differs between the two
curves. From Eq. (B7) it is clear that the central and side
peak are separated by A. If the spectrum is calculated
using the method described in Sec. IT A, we instead see a
separation of roughly A + 2d.¢, which is consistent with
simulations of the full system.

Appendix C: System spectrum with squeezed bath
Consider the full Hamiltonian given in Eq. (34),
Bq ta+ (a2 4 qf? t
H= —?az+Aca a+ 5(& +a)+g(o_a' +0,a)

—_———
N——" v
Hgs Hpg

(C1)

It is shown in [50] how a circuit QED system may be en-
gineered to have a Hamiltonian of this form. The cavity
is also subject to Markovian loss modeled by a Lindblad
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dissipator Dg = kD[als. In order to express the interac-
tion Liouvillian, V = —i[V, ], in the interaction picture
defined with respect to Lo = —i[Hgs + Hg, «| + Dg, it
is useful to first move to the eigenbasis of Hg. To this
end, we apply a Bogoliubov transformation to the cavity
operators,

@ =acosh( 4+ a'sinh(, (C2)
leading to
Hp = Aafa, (C3)
where
¢ ==tanh™! (T>, (C4a)
Ao = /A2 =2 (C4b)

In the Bogoliubov basis, the interaction Hamiltonian
reads

V=g (o_a+o4a)+ga(o_a+oysa’), (C5)

where, for simplicity and generality, we define two
independent effective couplings g1 = gcosh(¢) and
g2 = —gsinh(().

Finally, we express the dissipator, Dg, in the Bogoli-
ubov basis using the definition of D[O]. and Eq. (C2),

Dy = n(coshQ(C)D[&}. + sinh2(¢)D[al]
—% sinh(2¢) (S[al. +S[af].)), (C6)

where we define S[O]e = 20.0 — 0%« — +0?. The form
of dissipator in Eq. (C6) shows that a squeezed cavity
subject to loss due to vacuum fluctuations can be equiv-
alently represented as an unsqueezed cavity subject to
dissipation due to squeezed thermal fluctuations, with
the effective temperature of the fluctuations determined
by the squeezing strength. We now express the cavity
dissipator entirely in terms of steady-state correlators as

D = w((N + 1)Dla). + ND[a'].)

—(k +iA)M(S[als + S[a']s).  (C7)
where
N = <&T&>ss = sinh?((), (C8a)
- k sinh(2¢)
M= {(a%) =20, C8b
< >ss 9 (H n Z£c> ( )

For ease of calculation, next we express the interaction

Liouvillian in terms of a matrix product,
YV =—iXTGA = —iATGY, (C9)

where we have defined the following vectors of superop-
erators,

((o4e) (

> (
A=((@) @) (af
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and the coupling matrix, where
g1 92
G=|9% 9 . OAL(t) = —[Lp,Ar(t)], (Clla)
91 92 9X(t) = —[Ls, Ty (1)) (C11b)
—92 —G1

It is important to note that these vectors are not actual  pere the commutators are evaluated element-wise on the
quantum objects; they are simply matrices with superop- vectors. Ignoring the system part for the moment, we
erator elements and follow standard matrix operations. rewrite this as a matrix equation

Whether the elements act through scalar multiplication

or superoperator action should be clear by the context.

We may write a similar expression in the interaction pic- O A[(t) = —MA(t), (C12)
ture,

Vi(t) = —iXT(t)GA(t) = —iA](t)GX(t), (C10)  where, after some tedious algebra, we find
|

iAo+ (2N + 1)k —2(k+iA)M 2k + iA)M —2Nk
2k +iA )M —iA. = (2N +1)k  2(N+ 1) —2(k + A )M (C13)
2k + iA) M ~2Nk —iA.+ (2N + 1)k —2(k+iA)M |’
2(N + 1)k —2(k +iA)M 2(k +iA )M iA.— (2N + 1)k
with the solution for cavity superoperators simply given by,
Ar(t)=eMA. (C14)

We can use the same procedure to find the evolution of qubit superoperators, ¥;(¢); however, the process is trivial
since the system has only a Hamiltonian evolution. Expressed in terms of these matrices, the memory kernel, IC(2)(t),
can then be written as
K@ (t) = Trg[VVi(—t)pi]est
— — Trg[(STGA)A](—t)GE (—t))pi]ess"
= —Trg[ETG(AATPE) (M)TCI (—t))e st (C15)
In the last line, we have exploited the fact that p}’ commutes with everything except the A vectors. The partial trace
may now be taken (element-wise), resulting in a correlator matrix,
MN+1 N M
N M* M* N+1
= Tss1—| 1Y - -
M N+1 N M

Now, we can express the memory kernel entirely in terms of system superoperators,

K@ (t) = —STGT (M) TCE (—t)erst, (C17)
which, though cumbersome, is amenable to analytical evaluation. Writing the memory kernel as a matrix, as in
Eq. (27),

K11(t) —K44(t)

2) (1) _ Kaz(t) K35(t)

K) = ( Kaalt) Kia(t) ) (C18)

7’C11(t) ]C44(t)

we find,

Ki1(t) = —e= " [glggM(e*iZt + eiit> + ¢2N cos At + g3(N + 1) cos St + c.c.} , (C19a)
Koo(t) = —e " [(29192M + gi (2N + 1))e™ + (2g1goM* + g5 (2N + 1))e™ <], (C19b)
Kaa(t) = e ™ [(26 M* + g1g2(2N + 1))e " + (295 M + g1g2(2N +1))e™], (C19¢)

Kaa(t) = —e= " [gngM(e_i& + eiit> + g2(N + 1) cos At + g2N cos St + c.c.}. (C19d)
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Here we have defined the effective qubit-cavity difference frequency, A= Ay — EC, and sum frequency, Y= Ay + A..
Note that as compared to the case of thermal cavity, Eq. (28), the additional term due to squeezed bath leads to a
KC32(t) term signifying the squeezing-induced modification of qubit coherences.

The time-dependence of functions in Eq. (C19) is comprised of simple exponentials, making it easy to transform
them into the frequency domain. Following the procedure given in Sec. ITA, we calculate the steady-state of the
system. As in the thermal case, we find it to be diagonal, but now with

(0] pss 0) =

K[(N +1)g? (KQ + §2> + Ng2 (KQ + KQ)} + 9192 [RG[M]K(QK,Q + A2 4 §2> + (i - K)

(2N + 1)n{g% (KJ2 + §2> + 93 (52 + 82)} +2g192 {Re[M]n(?nQ + A2+ §32) + (i — E) Im[M] (Ii2 + i&)} .
(C20)

T[] (2 + 54 ) |

Notice that in the absence of squeezing, M = N = 0 and g» = 0, the vacuum limit of Eq. (30) is recovered. Now
using this to calculate the steady-state emission spectrum given in Eq. (20), we find

S[0] = _% <Re Kaal0] — Re K32[0] Re Kaa[—d] — Im K32[6] (8§ + 24, + Im ’C22[—5])>

(Re Kaa[—0]) + (8 + 24, + Tm Kgo[—4])?

« | [ Re Ko [6] — Re K32[0] Re Kaa[—d] — Im K32[6] (5 + 24, + Tm Koz [—4]) 2
” (Re /sz[—5])2 + (0424, +Im 1622[_5})2

T Ky2[8] Re Koo [—] + Re Kaa[3] (5 + 22, + Im Kas[8)) | o)
(Re Kaa[—6]) 4 (8 + 24, + Tm Kaa[—6]) ’

+ <5 — Im’CQQ[(ﬂ +

where we have defined
Ksa[d] = Ksa[0]KC52(0] # [Ka2[0]]". (C22)

Note the similarity to Eq. (31) but with additional terms proportional to K32[6]. One can verify that when r — 0,
the spectrum for the thermal case in the zero temperature limit is recovered.

As done in the case of a thermal state in the cavity, we can compare the frequency-domain master equation results
for a squeezed cavity with those obtained using the Born-Redfield master equation. Using Eq. (B3), we find the
corresponding second-order Liouvillian,

. K11(8> A A —’C44(S)
) /0y e a5 Caa(s) €% C3a(s)
‘CBR(t) - /0 ds 671‘A‘75’C§2(S) 61’Aqs’c§2(8) : (023)
*Ku(s) ]C44(8)
After evaluating the integral, we may express this in [ , 1 — e—(r+id)t
terms of commutators and dissipators, V—+(t) =Re | (N + 1)gi + Mgig2) ot iA
) (C25a)
() = Re | (N + Niguga) L= "
Y+-() =Re | (Ngi + Mg1g2) ———=—
L = ~ilS—(t)oro- — -y (oo, o] N K+ il
(-4 (Do + 71— (HD[o4]1) (C25b)
o (OS[o_Je 474 (OS[o]e). (€24) () =i (1) )
- 2N +1 1 — e~ (kHid)t
_ 2
- (M92 T gng) ( k+iA )
(C25c¢)

As evident, the form is similar to that in Eq. (B4), but
with the addition of two squeezing dissipators, S[o4]s, Here we have ignored all sum-frequency terms for brevity;
with the time-dependent rates given by they may still be included in further calculations but



Purity

At

FIG. 8. Qubit purity, Tr [pQ], as a function of time cal-
culated using (a) the Born-Redfield master equation and (b)
the frequency-domain master equation. The grey region cor-
responds to purity a greater than 1 and is equivalent to a
negative eigenvalue. As shown in red, the BR-QME does
show a transient negative eigenvalue, indicating that it fails
to preserve positivity in this regime. The FD-QME, however,
remains below unit-purity at all times and therefore preserves
positivity. Parameters: A,/g = 200, A./g = 120, A, ~ 34,
k/g = 10.
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have a muted effect on the full dynamics. The commuta-
tor terms will result in time-dependent frequency shifts,
04— (t) and d_4 (¢), given by imaginary parts of v_ and
~v4_, respectively. As before, if the squeezing strength is
set to zero, 7 — 0, the results in Eq. (B5) are recovered.

It is also important to note that the Born-Redfield
master equation fails to preserve the positivity of p(t)
for large values of r. As shown in Fig. 8, the system ini-
tialized in |0, = —1), has a purity greater than one for
a short time leading to a negative eigenvalue in the sys-
tem density matrix. Upon numerically transforming the
density matrix obtained from the frequency-domain mas-
ter equation back to the time domain, however, we see
that Tr[p?] < 1 for all times and therefore it preserves
positivity.
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