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Abstract

We study the fundamental mistake bound and sample complexity in the strategic
classification, where agents can strategically manipulate their feature vector up
to an extent in order to be predicted as positive. For example, given a classifier
determining college admission, student candidates may try to take easier classes to
improve their GPA, retake SAT and change schools in an effort to fool the classifier.
Ball manipulations are a widely studied class of manipulations in the literature,
where agents can modify their feature vector within a bounded radius ball. Unlike
most prior work, our work considers manipulations to be personalized, meaning
that agents can have different levels of manipulation abilities (e.g., varying radii
for ball manipulations), and unknown to the learner.

We formalize the learning problem in an interaction model where the learner
first deploys a classifier and the agent manipulates the feature vector within their
manipulation set to game the deployed classifier. We investigate various scenarios
in terms of the information available to the learner during the interaction, such
as observing the original feature vector before or after deployment, observing the
manipulated feature vector, or not seeing either the original or the manipulated
feature vector. We begin by providing online mistake bounds and PAC sample
complexity in these scenarios for ball manipulations. We also explore non-ball
manipulations and show that, even in the simplest scenario where both the original
and the manipulated feature vectors are revealed, the mistake bounds and sample
complexity are lower bounded by Q(|#|) when the target function belongs to a
known class H.

1 Introduction

Strategic classification addresses the problem of learning a classifier robust to manipulation and
gaming by self-interested agents (Hardt et al., 2016). For example, given a classifier determining loan
approval based on credit scores, applicants could open or close credit cards and bank accounts to
increase their credit scores. In the case of a college admission classifier, students may try to take easier
classes to improve their GPA, retake the SAT or change schools in an effort to be admitted. In both
cases, such manipulations do not change their true qualifications. Recently, a collection of papers has
studied strategic classification in both the online setting where examples are chosen by an adversary
in a sequential manner (Dong et al., 2018; Chen et al., 2020; Ahmadi et al., 2021, 2023), and the
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distributional setting where the examples are drawn from an underlying data distribution (Hardt
et al., 2016; Zhang and Conitzer, 2021; Sundaram et al., 2021; Lechner and Urner, 2022). Most
existing works assume that manipulation ability is uniform across all agents or is known to the learner.
However, in reality, this may not always be the case. For instance, low-income students may have a
lower ability to manipulate the system compared to their wealthier peers due to factors such as the
high costs of retaking the SAT or enrolling in additional classes, as well as facing more barriers to
accessing information about college (Milli et al., 2019) and it is impossible for the learner to know
the highest achievable GPA or the maximum number of times a student may retake the SAT due to
external factors such as socio-economic background and personal circumstances.

We characterize the manipulation of an agent by a set of alternative feature vectors that she can modify
her original feature vector to, which we refer to as the manipulation set. Ball manipulations are a
widely studied class of manipulations in the literature, where agents can modify their feature vector
within a bounded radius ball. For example, Dong et al. (2018); Chen et al. (2020); Sundaram et al.
(2021) studied ball manipulations with distance function being some norm and Zhang and Conitzer
(2021); Lechner and Urner (2022); Ahmadi et al. (2023) studied a manipulation graph setting, which
can be viewed as ball manipulation w.r.t. the graph distance on a predefined known graph.

In the online learning setting, the strategic agents come sequentially and try to game the current
classifier. Following previous work, we model the learning process as a repeated Stackelberg
game over 7' time steps. In round ¢, the learner proposes a classifier f; and then the agent, with a
manipulation set (unknown to the learner), manipulates her feature in an effort to receive positive
prediction from f;. There are several settings based on what and when the information is revealed
about the original feature vector and the manipulated feature vector in the game. The simplest setting
for the learner is observing the original feature vector before choosing f; and the manipulated vector
after. In a slightly harder setting, the learner observes both the original and manipulated vectors after
selecting f;. An even harder setting involves observing only the manipulated feature vector after
selecting f;. The hardest and least informative scenario occurs when neither the original nor the
manipulated feature vectors are observed.

In the distributional setting, the agents are sampled from an underlying data distribution. Previous
work assumes that the learner has full knowledge of the original feature vector and the manipulation
set, and then views learning as a one-shot game and solves it by computing the Stackelberg equilibria
of it. However, when manipulations are personalized and unknown, we cannot compute an equilibrium
and study learning as a one-shot game. In this work, we extend the iterative online interaction model
from the online setting to the distributional setting, where the sequence of agents is sampled i.i.d.
from the data distribution. After repeated learning for 7" (which is equal to the sample size) rounds,
the learner has to output a strategy-robust predictor for future use.

In both online and distributional settings, examples are viewed through the lens of the current predictor
and the learner does not have the ability to inquire about the strategies the previous examples would
have adopted under a different predictor.

Related work Our work is primarily related to strategic classification in online and distributional
settings. Strategic classification was first studied in a distributional model by Hardt et al. (2016)
and subsequently by Dong et al. (2018) in an online model. Hardt et al. (2016) assumed that agents
manipulate by best response with respect to a uniform cost function known to the learner. Building
on the framework of (Hardt et al., 2016), Lechner and Urner (2022); Sundaram et al. (2021); Zhang
and Conitzer (2021); Hu et al. (2019); Milli et al. (2019) studied the distributional learning problem,
and all of them assumed that the manipulations are predefined and known to the learner, either by a
cost function or a predefined manipulation graph. For online learning, Dong et al. (2018) considered
a similar manipulation setting as in this work, where manipulations are personalized and unknown.
However, they studied linear classification with ball manipulations in the online setting and focused
on finding appropriate conditions of the cost function to achieve sub-linear Stackelberg regret. Chen
et al. (2020) also studied Stackelberg regret in linear classification with uniform ball manipulations.
Ahmadi et al. (2021) studied the mistake bound under uniform (possbily unknown) ball manipulations,
and Ahmadi et al. (2023) studied regret under a pre-defined and known manipulation. The most
relevant work is a recent concurrent study by Lechner et al. (2023), which also explores strategic
classification involving unknown personalized manipulations but with a different loss function. In
their work, a predictor incurs a loss of 0 if and only if the agent refrains from manipulation and the
predictor correctly predicts at the unmanipulated feature vector. In our work, the predictor’s loss is 0



if it correctly predicts at the manipulated feature, even when the agent manipulates. As a result, their
loss function serves as an upper bound of our loss function.

There has been a lot of research on various other issues and models in strategic classification. Beyond
sample complexity, Hu et al. (2019); Milli et al. (2019) focused on other social objectives, such as
social burden and fairness. Recent works also explored different models of agent behavior, including
proactive agents Zrnic et al. (2021), non-myopic agents (Haghtalab et al., 2022) and noisy agents (Ja-
gadeesan et al., 2021). Ahmadi et al. (2023) considers two agent models of randomized learners: a
randomized algorithm model where the agents respond to the realization, and a fractional classifier
model where agents respond to the expectation, and our model corresponds to the randomized al-
gorithm model. Additionally, there is also a line of research on agents interested in improving their
qualifications instead of gaming (Kleinberg and Raghavan, 2020; Haghtalab et al., 2020; Ahmadi
et al., 2022). Strategic interactions in the regression setting have also been studied (e.g., Bechavod
et al. (2021)).

Beyond strategic classification, there is a more general research area of learning using data from strate-
gic sources, such as a single data generation player who manipulates the data distribution (Briickner
and Scheffer, 2011; Dalvi et al., 2004). Adversarial perturbations can be viewed as another type of
strategic source (Montasser et al., 2019).

2 Model

Strategic classification Throughout this work, we consider the binary classification task. Let X’
denote the feature vector space, Y = {+1, —1} denote the label space, and H C V¥ denote the
hypothesis class. In the strategic setting, instead of an example being a pair (z, y), an example, or
agent, is a triple (x, u,y) where x € X is the original feature vector, y € ) is the label, and u C X is
the manipulation set, which is a set of feature vectors that the agent can modify their original feature
vector z to. In particular, given a hypothesis h € V¥ the agent will try to manipulate her feature
vector x to another feature vector x’ within u in order to receive a positive prediction from h. The
manipulation set u is unknown to the learner. In this work, we will be considering several settings
based on what the information is revealed to the learner, including both the original/manipulated
feature vectors, the manipulated feature vector only, or neither, and when the information is revealed.

More formally, for agent (z,u,y), given a predictor h, if h(z) = —1 and her manipulation set
overlaps the positive region by h, i.e., u N X, + # 0 with X}, 4 := {2 € X|h(z) = +1}, the agent
will manipulate z to A(z, h,u) € uN X, +! to receive positive prediction by h. Otherwise, the agent
will do nothing and maintain her feature vector at x, i.e., A(x, h,u) = x. We call A(z, h,u) the
manipulated feature vector of agent (x, u, y) under predictor h.

A general and fundamental type of manipulations is ball manipulations, where agents can manipulate
their feature within a ball of personalized radius. More specifically, given a metric d over X, the
manipulation set is a ball B(x;r) = {z'|d(x, ") < r} centered at = with radius r for some r € Rxy.
Note that we allow different agents to have different manipulation power and the radius can vary over
agents. Let () denote the set of allowed pairs (x, u), which we refer to as the feature-manipulation
set space. For ball manipulations, we have Q = {(z, B(z;r))|x € X,r € R>(} for some known
metric d over X. In the context of ball manipulations, we use (z,7,y) to represent (x, B(x;r),y)
and A(z, h,r) to represent A(x, h, B(x; r)) for notation simplicity.

For any hypothesis h, let the strategic loss " (h, (z,u,y)) of h be defined as the loss at the manip-
ulated feature, i.e., £**(h, (z,u,y)) := L(h(A(z, h,u)) # y). According to our definition of A(-),
we can write down the strategic loss explicitly as

1 ify=—1h(z)=+1

1 ify=-1,h(zx)=-landunNX) 4+ #0,
1 ify=+1h(z)=—-landunNX, =0,
0 otherwise.

e (h, (z,u,y)) = @)

For any randomized predictor p (a distribution over hypotheses), the strategic behavior depends on the
realization of the predictor and the strategic loss of p is £*"(p, (z,u, y)) := Epp [(*" (R, (z,u,y))].

"For ball manipulations, agents break ties by selecting the closest vector. When there are multiple closest
vectors, agents break ties arbitrarily. For non-ball manipulations, agents break ties in any fixed way.



Online learning We consider the task of sequential classification where the learner aims to classify
a sequence of agents (x1,u1,y1), (T2, u2,92), ..., (xr,ur,yr) € Q x Y that arrives in an online
manner. At each round, the learner feeds a predictor to the environment and then observes his
prediction 7, the true label y; and possibly along with some additional information about the
original/manipulated feature vectors. We say the learner makes a mistake at round ¢ if 3, # ¥, and
the learner’s goal is to minimize the number of mistakes on the sequence. The interaction protocol
(which repeats for ¢t = 1,...,T) is described in the following.

Protocol 1 Learner-Agent Interaction at round ¢

1: The environment picks an agent (¢, uy, y¢) and reveals some context C'(z). In the online setting,
the agent is chosen adversarially, while in the distributional setting, the agent is sampled i.i.d.

2: The learner A observes C/(z;) and picks a hypothesis f; € Y.

3: The learner A observes the true label y;, the prediction g; = f;(A;), and some feedback
F(xg, Ay), where Ay = A(xy, ft, ue) is the manipulated feature vector.

The context function C'(+) and feedback function F'(-) reveals information about the original feature
vector z; and the manipulated feature vector A;. C(-) reveals the information before the learner picks
f+ while F(+) does after. We study several different settings based on what and when information is
revealed.

* The simplest setting for the learner is observing the original feature vector z; before choosing
f+ and the manipulated vector A; after. Consider a teacher giving students a writing assignment
or take-home exam. The teacher might have a good knowledge of the students’ abilities (which
correspond to the original feature vector x;) based on their performance in class, but the grade
has to be based on how well they do the assignment. The students might manipulate by using the
help of ChatGPT / Google / WolframAlpha / their parents, etc. The teacher wants to create an
assignment that will work well even in the presence of these manipulation tools. In addition, If we
think of each example as representing a subpopulation (e.g., an organization is thinking of offering
loans to a certain group), then there might be known statistics about that population, even though
the individual classification (loan) decisions have to be made based on responses to the classifier.
This setting corresponds to C'(z;) = z; and F'(z;, A;) = A;. We denote a setting by their values
of C, F and thus, we denote this setting by (x, A).

* In a slightly harder setting, the learner observes both the original and manipulated vectors after
selecting f; and thus, f; cannot depend on the original feature vector in this case. For example, if
a high-school student takes the SAT test multiple times, most colleges promise to only consider
the highest one (or even to "superscore" the test by considering the highest score separately
in each section) but they do require the student to submit all of them. Then C(x;) =1 and
F(xy, Ay) = (x4, At), where L is a token for “no information”, and this setting is denoted by
(L, (2, A))

* An even harder setting involves observing only the manipulated feature vector after selecting f;
(which can only be revealed after f; since A; depends on f;). Then C'(x;) =L and F'(x¢, Ay) = Ay
and this setting is denoted by (L, A).

* The hardest and least informative scenario occurs when neither the original nor the manipulated
feature vectors are observed. Then C(x;) =1 and F'(z4, A;) =1 and it is denoted by (L, L).

Throughout this work, we focus on the realizable setting, where there exists a perfect classifier in H
that never makes any mistake at the sequence of strategic agents. More specifically, there exists a
hypothesis h* € H such that for any ¢ € [T], we have y; = h*(A(xs, h*, u;))? Then we define the
mistake bound as follows.

Definition 1. For any choice of (C,F), let A be an online learning algorithm un-
der Protocol 1 in the setting of (C,F). Given any realizable sequence S =
((z1,ur, R (A(zy, B 1)), - - o, (2, ur, B (A(xr, h*,ur))) € (Q x V)T, where T is any in-
teger and h* € H, let M 4(S) be the number of mistakes A makes on the sequence S. The mistake
bound of (H, Q), denoted MB¢ p, is the smallest number B € N such that there exists an algorithm
A such that M 4(S) < B over all realizable sequences S of the above form.

2It is possible that there is no hypothesis i € Y s.t. y, = h(x;) for all ¢ € [T).



According the rank of difficulty of the four settings with different choices of (C, F'), the mistake
bounds are ranked in the order of MB, A < MBL(%A) <MB, A <MB, ;.

PAC learning In the distributional setting, the agents are sampled from an underlying dis-
tribution D over Q x ). The learner’s goal is to find a hypothesis A with low popula-
tion loss LF(h) = E(guy)~p " (h, (z,u,y))]. One may think of running empirical risk
minimizer (ERM) over samples drawn from the underlying data distribution, i.e., returning
arg ming, ¢y o >oieq O(h, (@, u;, y;)), where (@1, u1,41),- - -, (Tm, U, Ym) are iid. sampled
from D. However, ERM is unimplementable because the manipulation sets u;’s are never revealed to
the algorithm, and only the partial feedback in response to the implemented classifier is provided. In
particular, in this work we consider using the same interaction protocol as in the online setting, i.e.,
Protocol 1, with agents (x¢, us, y¢) i.i.d. sampled from the data distribution D. After 7' rounds of
interaction (i.e., 7" i.i.d. agents), the learner has to output a predictor f, for future use.

Again, we focus on the realizable setting, where the sequence of sampled agents (with manipulation)
can be perfectly classified by a target function in H. Alternatively, there exists a classifier with zero
population loss, i.e., there exists a hypothesis h* € H such that L5 (h*) = 0. Then we formalize the
notion of PAC sample complexity under strategic behavior as follows.

Definition 2. For any choice of (C, F'), let A be a learning algorithm that interacts with agents using
Protocol 1 in the setting of (C, F') and outputs a predictor fous in the end. For any ¢,6 € (0,1), the
sample complexity of realizable (¢, d)-PAC learning of (H, Q), denoted SC¢ (¢, 0), is defined as
the smallest m € N for which there exists a learning algorithm A in the above form such that for any
distribution D over Q x Y where there exists a predictor h* € H with zero loss, L5 (h) = 0, with
probability at least 1 — § over (x1,u1,Y1),- -5 (Tm, Wi, Ym) p, LF (four) < e

Similar to mistake bounds, the sample complexities are ranked in the same order SC,; A <
SC1 (z,a) £SC L A <SCy ;| according to the rank of difficulty of the four settings.

3 Overview of Results

In classic (non-strategic) online learning, the Halving algorithm achieves a mistake bound of log(|#|)
by employing the majority vote and eliminating inconsistent hypotheses at each round. In classic
PAC learning, the sample complexity of (’)(%) is achievable via ERM. Both mistake bound
and sample complexity exhibit logarithmic dependency on |#|. This logarithmic dependency on ||
(when there is no further structural assumptions) is tight in both settings, i.e., there exist examples
of H with mistake bound of Q(log(|#|)) and with sample complexity of Q(%) In the setting
where manipulation is known beforehand and only A, is observed, Ahmadi et al. (2023) proved a
lower bound of Q(|#|) for the mistake bound. Since in the strategic setting we can achieve a linear
dependency on || by trying each hypothesis in H one by one and discarding it once it makes a
mistake, the question arises:

Can we achieve a logarithmic dependency on |H| in strategic classification?

In this work, we show that the dependency on || varies across different settings and that in some
settings mistake bound and PAC sample complexity can exhibit different dependencies on |H|. We
start by presenting our results for ball manipulations in the four settings.

* Setting of (x, A) (observing x; before choosing f; and observing A, after) : For online learning,
we propose an variant of the Halving algorithm, called Strategic Halving (Algorithm 1), which can
eliminate half of the remaining hypotheses when making a mistake. The algorithm depends on ob-
serving x; before choosing the predictor f;. Then by applying the standard technique of converting

mistake bound to PAC bound, we are able to achieve sample complexity of O(M).

* Setting of (L, (z, A)) (observing both z; and A; after selecting f;) : We prove that, there exists
an example of (H, Q) s.t. the mistake bound is lower bounded by Q(|#|). This implies that no
algorithm can perform significantly better than sequentially trying each hypothesis, which would
make at most || mistakes before finding the correct hypothesis. However, unlike the construction
of mistake lower bounds in classic online learning, where all mistakes can be forced to occur in the

initial rounds, we demonstrate that we require @(|’H,|2) rounds to ensure that all mistakes occur. In



the PAC setting, we first show that, any learning algorithm with proper output fou¢, i.e., fous € H,
2
needs a sample size of Q(@) We can achieve a sample complexity of O(M)

Algorithm 2, which is a randomized algorithm with improper output.

* Setting of (L, A) (observing only A; after selecting f;) : The mistake bound of Q(|#|) also holds
in this setting, as it is known to be harder than the previous setting. For the PAC learning, we show
that any conservative algorithm, which only depends on the information from the mistake rounds,

requires Q(@) samples. The optimal sample complexity is left as an open problem.
* Setting of (L, L) (observing neither x; nor A;) : Similarly, the mistake bound of 2(|#|) still holds.

For the PAC learning, we show that the sample complexity is Q(@) by reducing the problem to a
stochastic linear bandit problem.

by executing

Then we move on to non-ball manipulations. However, we show that even in the simplest setting of
observing z; before choosing f; and observing A, after, there is an example of (#, Q) such that the

sample complexity is ﬁ(@) This implies that in all four settings of different revealed information,

we will have sample complexity of ﬁ(@) and mistake bound of Q(|#|). We summarize our results
in Table 1.

setting mistake bound sample complexity
(,A) ©(log(|#])) (Thm 1) Ol ya (Thm 2), Q(&U*D))
(L (,a)) | Clmin(V/log(HIT, [7])) (Thm 4 02 (Thm 6), (20D
ball o Q(min( ik [H1)(Thm 3) screr = (I (Thm 5)
(L,A) O([#]) (implied by Thm 3) sc = () (Thm 7)
(L,1) O(|#) (implied by Thm 3) o4y, a (i) (Thm 8)
nonball all Q(|H|)(Cor 1), O(|H]) 5('?—‘) (i) (Cor 1)

* A factor of loglog(|H[) is neglected.

Table 1: The summary of results. O and Qi ignore logarithmic factors on || and 1. The superscripts
prop stands for proper learning algorithms and csv stands for conservative learnlng algorithms.
All lower bounds in the non-strategic setting also apply to the strategic setting, implying that
MBe.r > Q(log(|H])) and SCe p > Q(leel*D ‘HD) for all settings of (C, F). In all four settings, a
mistake bound of O(|H|) can be achieved by 51mp1y trying each hypothesis in . while the sample

complexity can be achieved as (’)(”:—‘) by converting the mistake bound of O(|#|) to a PAC bound

using standard techniques.

4 Ball manipulations

In ball manipulations, when B(x;r) N A} 4+ has multiple elements, the agent will always break ties
by selecting the one closest to z, i.e., A(z, h,7) = arg ming cg(;p)nx, , 42, 2'). Inround ¢, the
learner deploys predictor f;, and once he knows x; and ¥, he can calculate A; himself without
needing knowledge of r; by

A — argming ey, | d(ze,2') if g =+1,
) oy ifg, =—1.

Thus, for ball manipulations, knowing x; is equivalent to knowing both z; and A;.

4.1 Setting (x, A): Observing x; Before Choosing f;

Online learning We propose a new algorithm with mistake bound of log(|#|) in setting (z, A). To
achieve a logarithmic mistake bound, we must construct a predictor f; such that if it makes a mistake,
we can reduce a constant fraction of the remaining hypotheses. The primary challenge is that we do
not have access to the full information, and predictions of other hypotheses are hidden. To extract
the information of predictions of other hypotheses, we take advantage of ball manipulations, which



induces an ordering over all hypotheses. Specifically, for any hypothesis h and feature vector =, we
define the distance between x and h by the distance between x and the positive region by h, &3 4,
ie.,

d(z,h) := min{d(z,2")|z’ € X +}. 2)

At each round ¢, given x, the learner calculates the distance d(x¢, h) for all h in the version space
(meaning hypotheses consistent with history) and selects a hypothesis f; such that d(xy, f;) is the
median among all distances d(x, h) for h in the version space. We can show that by selecting f; in
this way, the learner can eliminate half of the version space if f; makes a mistake. We refer to this
algorithm as Strategic Halving, and provide a detailed description of it in Algorithm 1.

Theorem 1. For any feature-ball manipulation set space Q and hypothesis class H, Strategic Halving
achieves mistake bound MB, A < log(|H|).

Algorithm 1 Strategic Halving

1: Initialize the version space VS = H.

cfort=1,...,Tdo
pick an f; € VS such that d(zy, f;) is the median of {d(z, h)|h € VS}.
if@\f 7£ Yt and Y =+ then VS + VS \ {h S VS|d(It, h) > d(iEt, ft)},
elseif 3, # y; and y, = — then VS <— VS \ {h € VS|d(z, h) < d(x¢, fi)}-

end for

SANANE

To prove Theorem 1, we only need to show that each mistake reduces the version space by half.
Supposing that f; misclassifies a true positive example (4,7, +1) by negative, then we know
that d(xy, f;) > 7 while the target hypothesis h* must satisfy that d(z;, h*) < r;. Hence any h
with d(z¢, h) > d(a4, fi) cannot be h* and should be eliminated. Since d(x:, f;) is the median of
{d(z, h)|h € VS}, we can elimate half of the version space. It is similar when f; misclassifies a
true negative. The detailed proof is deferred to Appendix B.

PAC learning We can convert Strategic Halving to a PAC learner by the standard technique of

converting a mistake bound to a PAC bound (Gallant, 1986). Specifically, the learner runs Strategic

Halving until it produces a hypothesis f; that survives for é log(%) rounds and outputs this f;.

Then we have Theorem 2, and the proof is included in Appendix C.
Theorem 2. For any feature-ball manipulation set space Q and hypothesis class H, we can achieve

SCz.a(e,0) = O( log(sml) log( log((‘;m) )) by combining Strategic Halving and the standard technique
of converting a mistake bound to a PAC bound.

4.2 Setting (L, (z, A)): Observing z; After Choosing f;

When z; is not revealed before the learner choosing f;, the algorithm of Strategic Halving does not
work anymore. We demonstrate that it is impossible to reduce constant fraction of version space when
making a mistake, and prove that the mistake bound is lower bounded by Q2(|#|) by constructing a
negative example of (, Q). However, we can still achieve sample complexity with poly-logarithmic
dependency on || in the distributional setting.

4.2.1 Results in the Online Learning Model

To offer readers an intuitive understanding of the distinctions between the strategic setting and
standard online learning, we commence by presenting an example in which no deterministic learners,
including the Halving algorithm, can make fewer than || — 1 mistakes.

Example 1. Consider a star shape metric space (X ,d), where X = {0,1,...,n}, d(i,j) = 2 and
d(0,7) = 1 foralli,j € [n] withi # j. The hypothesis class is composed of singletons over [n,
ie, H = {21 — 1|i € [n]}. When the learner is deterministic, the environment can pick an agent
(¢, 74, yt) dependent on fi. If fi is all-negative, then the environment picks (x¢,r4,y:) = (0,1, +1),
and then the learner makes a mistake but no hypothesis can be eliminated. If f; predicts 0 by positive,
the environment will pick (x¢,7¢,y:) = (0,0, —1), and then the learner makes a mistake but no
hypothesis can be eliminated. If f; predicts some i € [n] by positive, the environment will pick
(@¢,7¢,9¢) = (i,0, 1), and then the learner makes a mistake with only one hypothesis 21 ;3 — 1
eliminated. Therefore, the learner will make n — 1 mistakes.



In this work, we allow the learner to be randomized. When an (x4, 7, y;) is generated by the
environment, the learner can randomly pick an f;, and the environment does not know the realization
of f; but knows the distribution where f; comes from. It turns out that randomization does not help
much. We prove that there exists an example in which any (possibly randomized) learner will incur
Q(|H|) mistakes.

Theorem 3. There exists a feature-ball manipulation set space Q and hypothesis class H s.t. the
mistake bound MB | (, Ay > |H|— 1. For any (randomized) algorithm A and any T' € N, there exists
a realizable sequence of (¢, T4, Yt )1.1 such that with probability at least 1 — 0 (over randomness of
A), A makes at least min(m7 |H| — 1) mistakes.

Essentially, we design an adversarial environment such that the learner has a probability of ﬁ of
making a mistake at each round before identifying the target function hA*. The learner only gains
information about the target function when a mistake is made. The detailed proof is deferred to

Appendix D. Theorem 3 establishes a lower bound on the mistake bound, which is || — 1. However,

achieving this bound requires a sufficiently large number of rounds, specifically T = §~2(|’H|2) This
raises the question of whether there exists a learning algorithm that can make o(7") mistakes for any
T< |’H|2 In Example 1, we observed that the adversary can force any deterministic learner to make
|#| — 1 mistakes in || — 1 rounds. Consequently, no deterministic algorithm can achieve o(T")
mistakes.

To address this, we propose a randomized algorithm that closely resembles Algorithm 1, with a
modification in the selection of f;. Instead of using line 3, we choose f; randomly from VS since
we lack prior knowledge of x;. This algorithm can be viewed as a variation of the well-known
multiplicative weights method, applied exclusively during mistake rounds. For improved clarity, we
present this algorithm as Algorithm 3 in Appendix E due to space limitations.

Theorem 4. For any T € N, Algorithm 3 will make at most min(+/4 log(|H|)T, |H| — 1) mistakes
in expectation in T rounds.

Note that the T-dependent upper bound in Theorem 4 matches the lower bound in Theorem 3 up
to a logarithmic factor when 7' = |#|?. This implies that approximately |#|” rounds are needed to
achieve |H| — 1 mistakes, which is a tight bound up to a logarithmic factor. Proof of Theorem 4 is
included in Appendix E.

4.2.2 Results in the PAC Learning Model

In the PAC setting, the goal of the learner is to output a predictor f,; after the repeated interactions.
A common class of learning algorithms, which outputs a hypothesis f,ut € H, is called proper.
Proper learning algorithms are a common starting point when designing algorithms for new learning
problems due to their natural appeal and ability to achieve good performance, such as ERM in classic
PAC learning. However, in the current setting, we show that proper learning algorithms do not work
well and require a sample size linear in |?|. The formal theorem is stated as follows and the proof is
deferred to Appendix F.

Theorem 5. There exists a feature-ball manipulation set space Q and hypothesis class H s.t.
SCTA(e, §) = Q(@) where SC'" (¢,0) is the (g,0)-PAC sample complexity achievable by
proper algorithms.

Theorem 5 implies that any algorithm capable of achieving sample complexity sub-linear in |#| must
be improper. As a result, we are inspired to devise an improper learning algorithm. Before presenting
the algorithm, we introduce some notations. For two hypotheses hi, ho, let hy VV ho denote the union
of them, i.e., (h1 V ha)(z) = +1iff. hy(z) = +1 or ha(x) = +1. Similarly, we can define the union
of more than two hypotheses. Then for any union of k hypotheses, f = V¥_, h;, the positive region of
[ is the union of positive regions of the k hypotheses and thus, we have d(x, f) = min;cpy) d(z, hy).
Therefore, we can decrease the distance between f and any feature vector x by increasing k. Based
on this, we devise a new randomized algorithm with improper output, described in Algorithm 2.

Theorem 6. For any feature-ball manipulation set space Q and hypothesis class H, we can achieve

SCL (x,0)(5,0) = O(w log(%)) by combining Algorithm 2 with a standard confi-
dence boosting technique. Note that the algorithm is improper.



Algorithm 2

Initialize the version space VSy = H.

fort=1,...,Tdo
randomly pick k; ~ Unif({1,2,22,...,2U°e()=111) where n;, = [VS;_1;
sample k; hypotheses hq, .. ., hg, independently and uniformly at random from VS;_1;
let f; = VI b,
lf@\t 7& Yt and Yt = + then VSt = VSt_l \ {h S VSt_1|d(.’Et, h) > d(.Tt, ft)};
else if gt 7£ Yt and Yy = — then VSt = Vst,1 \ {h, € VSt,1|d(xt, h,) < d(.’Et, ft)},
else VSt = VSt_l.

end for

randomly pick 7 from [T'] and randomly sample k1, hg from VS, _; with replacement.

output i1 V ho

TP AR

—_—

Now we outline the high-level ideas behind Algorithm 2. In correct rounds where f; makes no
mistake, the predictions of all hypotheses are either correct or unknown, and thus, it is hard to
determine how to make updates. In mistake rounds, we can always update the version space similar
to what was done in Strategic Halving. To achieve a poly-logarithmic dependency on ||, we aim to
reduce a significant number of misclassifying hypotheses in mistake rounds. The maximum number
we can hope to reduce is a constant fraction of the misclassifying hypotheses. We achieve this by
randomly sampling a f; (lines 3-5) s.t. f; makes a mistake, and d(z;, f;) is greater (smaller) than the
median of d(z¢, h) for all misclassifying hypotheses h for true negative (positive) examples. However,
due to the asymmetric nature of manipulation, which aims to be predicted as positive, the rate of
decreasing misclassifications over true positives is slower than over true negatives. To compensate
for this asymmetry, we output a fo; = hy V hg with two selected hypotheses h1, ho (lines 10-11)
instead of a single one to increase the chance of positive prediction.

We prove that Algorithm 2 can achieve small strategic loss in expectation as described in Lemma 1.
Then we can achieve the sample complexity in Theorem 6 by boosting Algorithm 2 to a strong learner.
This is accomplished by running Algorithm 2 multiple times until we obtain a good predictor. The
proofs of Lemma 1 and Theorem 6 are deferred to Appendix G.

Lemma 1. Let S = (x4, 7¢,y;) 11 ~ DT denote the i.i.d. sampled agents in T rounds and let A(S)
denote the output of Algorithm 2 interacting with S. For any feature-ball manipulation set space Q

and hypothesis class H, when T > w, we have E 4 g [L*(A(S))] < e.

4.3 Settings (L,A)and (L, 1)

Online learning As mentioned in Section 2, both the settings of (L, A) and (L, L) are harder than
the setting of (L, (x, A)), all lower bounds in the setting of (L, (x, A)) also hold in the former two
settings. Therefore, by Theorem 3, we have MB, | > MBy A > MB, (5 a) = [H| - 1.

PAC learning In the setting of (1, A), Algorithm 2 is not applicable anymore since the learner
lacks observation of z;, making it impossible to replicate the version space update steps in lines
6-7. It is worth noting that both PAC learning algorithms we have discussed so far fall under a
general category called conservative algorithms, depend only on information from the mistake rounds.
Specifically, an algorithm is said to be conservative if for any ¢, the predictor f; only depends on
the history of mistake rounds up to ¢, i.e., 7 < t with ¢, # y,, and the output f,,; only depends
on the history of mistake rounds, i.e., (f;, Vs, ¥, At)t:5,4y,- Any algorithm that goes beyond this
category would need to utilize the information in correct rounds. As mentioned earlier, in correct
rounds, the predictions of all hypotheses are either correct or unknown, which makes it challenging to
determine how to make updates. For conservative algorithms, we present a lower bound on the sample
complexity in the following theorem, which is Q(@), and its proof is included in Appendix H. The
optimal sample complexity in the setting (L, A) is left as an open problem.

Theorem 7. There exists a feature-ball manipulation set space Q and hypothesis class H s.t.

SCAle, 1) = ()(@), where SCT"x (€,0) is (g,0)-PAC the sample complexity achievable by

conservative algorithms.



In the setting of (L, L), our problem reduces to a best arm identification problem in stochastic bandits.

We prove a lower bound on the sample complexity of ﬁ( |7:—‘) in Theorem 8 by reduction to stochastic
linear bandits and applying the tools from information theory. The proof is deferred to Appendix I.

Theorem 8. There exists a feature-ball manipulation set space Q and hypothesis class H s.t.
SC11(e, 1) = (2.

5 Non-ball Manipulations

In this section, we move on to non-ball manipulations. In ball manipulations, for any feature vector
x, we have an ordering of hypotheses according to their distances to x, which helps to infer the
predictions of some hypotheses without implementing them. However, in non-ball manipulations, we
don’t have such structure anymore. Therefore, even in the simplest setting of observing x; before f;

and A4, we have the PAC sample complexity lower bounded by ﬁ(@)

Theorem 9. There exists a feature-manipulation set space Q and hypothesis class H s.t.
SCr (e, T) =0,

The proof is deferred to Appendix J. It is worth noting that in the construction of the proof, we let
all agents to have their original feature vector z; = 0 such that z; does not provide any information.
Since (z, A) is the simplest setting and any mistake bound can be converted to a PAC bound via
standard techniques (see Section A.2 for more details), we have the following corollary.

Corollary 1. There exists a feature-manipulation set space Q and hypothesis class H s.t. for all
choices of (C, F), SCc,p(e, £) = ‘Hl) and MBc r = Q(|H]).

6 Discussion and Open Problems

In this work, we investigate the mistake bound and sample complexity of strategic classification across
multiple settings. Unlike prior work, we assume that the manipulation is personalized and unknown
to the learner, which makes the strategic classification problem more challenging. In the case of
ball manipulations, when the original feature vector x; is revealed prior to choosing f;, the problem
exhibits a similar level of difficulty as the non-strategic setting (see Table 1 for details). However,
when the original feature vector z; is not revealed beforehand, the problem becomes significantly
more challenging. Specifically, any learner will experience a mistake bound that scales linearly with
|#], and any proper learner will face sample complexity that also scales linearly with |#|. In the case
of non-ball manipulations, the situation worsens. Even in the simplest setting, where the original
feature is observed before choosing f; and the manipulated feature is observed afterward, any learner
will encounter a linear mistake bound and sample complexity.

Besides the question of optimal sample complexity in the setting of (L, A) as mentioned in Sec 4.3,
there are some other fundamental open questions.

Combinatorial measure Throughout this work, our main focus is on analyzing the dependency
on the size of the hypothesis class || without assuming any specific structure of #. Just as VC
dimension provides tight characterization for PAC learnability and Littlestone dimension characterizes
online learnability, we are curious if there exists a combinatorial measure that captures the essence
of strategic classification in this context. In the proofs of the most lower bounds in this work, we
consider hypothesis class to be singletons, in which both the VC dimension and Littlestone dimension
are 1. Therefore, they cannot be candidates to characterize learnability in the strategic setting.

Agnostic setting We primarily concentrate on the realizable setting in this work. However, inves-

tigating the sample complexity and regret bounds in the agnostic setting would be an interesting
avenue for future research.
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A Technical Lemmas

A.1 Boosting expected guarantee to high probability guarantee

Consider any (possibly randomized) PAC learning algorithm A in strategic setting, which can output
a predictor A(S) after T steps of interaction with i.i.d. agents S ~ DT s.t. E[L(A(9))] < &,
where the expectation is taken over both the randomness of S and the randomness of algorithm. One
standard way in classic PAC learning of boosting the expected loss guarantee to high probability loss
guarantee is: running .4 on new data S and verifying the loss of A(.S) on a validation data set; if the
validation loss is low, outputting the current .A(.S), and repeating this process otherwise.

We will adopt this method to boost the confidence as well. The only difference in our strategic setting
is that we can not re-use validation data set as we are only allowed to interact with the data through
the interaction protocol. Our boosting scheme is described in the following.

e Forroundr =1,..., R,

— Run A for T steps of interactions to obtain a predictor h,..

— Apply h, for the following m rounds to obtain the empirical strategic loss on my,
denoted as I, = m%) Zizﬁ_"l 0% (hy, (24,71, ), where t,. + 1 is the starting time of
these my rounds.

— Break and output A, if lA7 < 4e.

o If forall r € [R], 1, > 4e, output an arbitrary hypothesis.

Lemma 2. Given an algorithm A, which can output a predictor A(S) after T steps of interaction with

iid. agents S ~ DT s.t. the expected loss satisfies E L (A(S))] < e. Let h 4 denote the output of
the above boosting scheme given algorithm A as input. By setting R = log % and my = w

we have L (h 4) < 8¢ with probability 1 — 8. The total sample size is R(T +mq) = O(log(3)(T +
log(1/9) ).

€

Proof. Forallr =1,..., R, we have E [£L*(h,.)] < . By Markov’s inequality, we have

. 1
Pr(L(hy) > 22) < 5.

For any fixed h,., if £L(h,.) > 8¢, we will have lA7 < 4e with probability < e~™0¢; if £L5(h,.) < 2,
we will have [, < 4e with probability > 1 — e~2"0¢/3 by Chernoff bound.

Let E denote the event of {3r € [R], £ (h,) < 2} and F denote the event of {1, > 4 for all
r € [R]}. When F does not hold, our boosting will output h,. for some r € [R].

Pr(L%(ha) > 8¢)
<Pr(E,~F)Pr(L"(ha) > 8¢|E, ~F) + Pr(E, F) + Pr(=E)

R
<> Pr(ha = hp, LY (hy) > 8|E, ~F) + Pr(E, F) + Pr(=E)
r=1
< Re~™0¢ —2moe/3 1
<Rre +e + oR
<d,
by setting R = log% and mg = w. O

A.2 Converting mistake bound to PAC bound

In any setting of (C, F), if there is an algorithm A that can achieve the mistake bound of B, then we
can convert .4 to a conservative algorithm by not updating at correct rounds. The new algorithm can
still achieve mistake bound of B as A still sees a legal sequence of examples. Given any conservative
online algorithm, we can convert it to a PAC learning algorithm using the standard longest survivor
technique (Gallant, 1986).
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Lemma 3. In any setting of (C, F'), given any conservative algorithm A with mistake bound B, let
algorithm A’ run A and output the first f; which survives over log(%) examples. A’ can achieve
sample complexity of O(£ log(£)).

Proof of Lemma 3. When the sample size m > g log(%), the algorithm A will produce at most B

different hypotheses and there must exist one surviving for % 1og(%) rounds since A is a conservative
algorithm with at most B mistakes. Let h, ..., hp denote these hypotheses and let ¢y, . . ., tp denote
the time step they are produced. Then we have

Pr(fout = hi and Lm(h‘i) > 5) =E [Pr(fout = hz and ‘Csw(hi) > €|tia Zl:ti—l)]
6

<[ -qteeh] = L.

By union bound, we have

Pr(L"(fou) > €) o (four = hi and L(h;) > €) < 6.

H'Mm

We are done. O

A.3 Smooth the distribution

Lemma 4. For any two data distribution D1 and Ds, let D3 = (1 — p)Dy + pDsy be the
mixture of them. For any setting of (C,F) and any algorithm, let Pp be the dynamics of
(C(x1), f1, 01,01, F(x1,A1),...,C(z7), fT, Y7, Y1, F (2T, AT)) under the data distribution D.
Then for any event A, we have |Pp,(A) — Pp, (4)| < 2pT.

Proof. Let B denote the event of all (x4, us, y;)L_; being sampled from D;. Then Pp, (—B) < pT.
Then

Pp,(A) = Pp,(A|B)Pp,(B) + Pp,(A|=B)Pp,(—B)
= PDl (A)PDs (B) + P'Dg (A|_'B)PD3 (_'B)
= Pp, (4)(1 — Pp,(=B)) + Pp,(A|=B)Pp,(—B).

By re-arranging terms, we have

‘P'Dl (A) - PDs (A)| = |PD1 (A)PD3 (ﬁB) - PD3 (A|ﬁB)PD3 (ﬁB)| <2pT.

B Proof of Theorem 1

Proof. When a mistake occurs, there are two cases.

* If f; misclassifies a true positive example (z¢, ¢, +1) by negative, we know that d(xy, f;) >
r; while the target hypothesis h* must satisfy that d(xz¢, h*) < r;. Then any h € VS with
d(z¢, h) > d(x, fr) cannot be h* and are eliminated. Since d(xy, f) is the median of
{d(z¢, h)|h € VS}, we can eliminate half of the version space.

* If f; misclassifies a true negative example (z, ¢, —1) by positive, we know that d(x;, fi) <
r; while the target hypothesis A* must satisfy that d(xz¢, h*) > r;. Then any h € VS with
d(x¢,h) < d(wy, f) cannot be h* and are eliminated. Since d(x, f;) is the median of
{d(z¢, h)|h € VS}, we can eliminate half of the version space.

Each mistake reduces the version space by half and thus, the algorithm of Strategic Halving suffers at
most log, (|7{|) mistakes. O
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C Proof of Theorem 2

Proof. In online learning setting, an algorithm is conservative if it updates it’s current predictor
only when making a mistake. It is straightforward to check that Strategic Halving is conservative.
Combined with the technique of converting mistake bound to PAC bound in Lemma 3, we prove
Theorem 2. O

D Proof of Theorem 3

Proof. Consider the feature space X = {0, e1,...,e,,0.9e;,...,0.9e,}, where e;’s are standard
basis vectors in R” and metric d(x,z’) = ||z — 2’|, for all z, 2" € X. Let the hypothesis class be a
set of singletons over {e;|i € [n]},i.e., H = {21 (¢} — 1]i € [n]}. We divide all possible hypotheses
(not necessarily in ‘H) into three categories:

* The hypothesis 213 — 1, which predicts all negative.

* Foreachz € {0,0.9e4,...,0.9e,}, let F, ; denote the class of hypotheses h predicting =
as positive.

* For each i € [n], let F; denote the class of hypotheses h satisfying h(x) = —1 for all
r € {0,0.9ey,...,0.9e,} and h(e;) = +1. And let F\, = U,¢[, F; denote the union of
them.

Note that all hypotheses over X fall into one of the three categories.

Now we consider a set of adversaries E1, ..., F,, such that the target function in the adversarial
environment F; is 2Mfe;y — 1. We allow the learners to be randomized and thus, at round ¢, the
learner draws an f; from a distribution D( f;) over hypotheses. The adversary, who only knows the
distribution D( f;) but not the realization f, picks an agent (x, 7, y;) in the following way.

* Case 1: If there exists x € {0,0.9ey, ...,0.9e, } such that Pry, .p(s,(ft € Fy 1) > cfor
some ¢ > 0, then for all j € [n], the adversary E; picks (z¢,74,y:) = (2,0, —1). Let Bf ,
denote the event of f; € F, .

— In this case, the learner will make a mistake with probability c. Since for all h € H,
h(A(z, h,0)) = h(z) = —1, they are all consistent with (x,0, —1).

* Case 2: If Pry, .p(s,)(ft = 21y — 1) > ¢, then for all j € [n], the adversary E; picks
(w4, 7¢,9:) = (0,1, +1). Let B} denote the event of f; = 21 — 1.

— In this case, with probability c, the learner will sample a f; = 21y — 1 and misclassify
(0,1,41). Since for all h € H, h(A(0,h,1)) = +1, they are all consistent with
(0,1,41).

* Case 3: If the above two cases do not hold, let i; = arg max;¢p,) Pr(fi(e;) = 1|f; € F),
x¢ = 0.9e;,. For radius and label, different adversaries set them differently. Adversary E;,
will set (r,y;) = (0, —1) while other E; for j # i, will set (r;,y;) = (0.1, —1). Since
Cases 1 and 2 do not hold, we have Pry, .p(s,)(f: € Fi) > 1 — (n + 2)c. Let B denote
the event of f; € F, and B:t,,,i denote the event of f; € F;.

(a) With probability Pr(Bj, ) > L Pr(B}) > % the learner samples a f; €
F;,, and thus misclassifies (0.9e;,,0.1,—1) in E; for j # i, but correctly classifies
(0.9e;,,0, —1). In this case, the learner observes the same feedback in all E; for j # i,
and identifies the target function 2L (e, } — 1in E;,.

(b) If the learner samples a f; with f:(e;,) = f:(0.9e;,) = —1, then the learner observes
z; = 0.9e;,, ¥y = —1 and y; = —1inall E; for j € [n]. Therefore the learner cannot
distinguish between adversaries in this case.

(c) If the learner samples a f; with f:(0.9e;,) = +1, then the learner observes x; = 0.9¢;,,
ys = —land y; = +1inall E; for j € [n]. Again, since the feedback are identical in
all E; and the learner cannot distinguish between adversaries in this case.
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For any learning algorithm A, his predictions are identical in all of adversarial environments { E;|j €
[n]} before he makes a mistake in Case 3(a) in one environment F;,. His predictions in the following
rounds are identical in all of adversarial environments {F;|j € [n]} \ {E;,} before he makes
another mistake in Case 3(a). Suppose that we run A in all adversarial environment of {E;|j € [n]}
simultaneously. Note that once we make a mistake, the mistake must occur simultaneously in at
least n — 1 environments. Specifically, if we make a mistake in Case 1, 2 or 3(c), such a mistake
simultaneously occur in all n environments. If we make a mistake in Case 3(a), such a mistake
simultaneously occur in all n environments except E;,. Since we will make a mistake with probability
. 1—(n+2)c
at least min(c, ———)
will make n — 1 mistakes.

at each round, there exists one environment in {E;|j € [n]} in which A

Now we lower bound the number of mistakes dependent on 7. Let ¢1, ¢, . . . denote the time steps in
which we makes a mistake. Let ty = 0 for convenience. Now we prove that

ti—1+k
Pr(t; > tio1 + klti—1) = H Pr(we don’t make a mistake in round )
T=ti—1+1
e 1—(n+2)
< H (1(Case 3 atround 7)(1 — 76) + 1(Case 1 or 2 at round 7)(1 — ¢))
T=ti—1+1
L l=(+2)c 1 &
<(1 — min(—- 2 <(l--—
<0 = min( =2 ) < (1 - gt
by setting ¢ = m Then by letting k£ = 2(n + 2) In(n/d), we have

Pr(ti >t + k‘tifl) < 5/%
For any T,

Pr

—~

T
# of mistak in(——,n—1
of mista es<mm(k+1,n )
=<Pr Hie[nfl],tifti,1>k)

< PI’(tZ —ti_1 > k) <94.
1

—~

|
—

9

Therefore, we have proved that for any 7', with probability at least 1 — §, we will make at least
min(m7 n — 1) mistakes. O

E Proof of Theorem 4

Algorithm 3 MWMR (Multiplicative Weights on Mistake Rounds)
1: Initialize the version space VS = H.
2: fort=1,...,T do
3:  Pick one hypotheses f; from VS uniformly at random.
if @\t # Yt and Yy = + then
else if 7; # y; and y, = — then
VS <+ VS\ {h € VS|d(x¢, h) < d(zy, f1)}-
end if
end for

R A

Proof. First, when the algorithm makes a mistake at round ¢, he can at least eliminate f;. Therefore,
the total number of mistakes will be upper bounded by |H| — 1.

Let p; denote the fraction of hypotheses misclassifying x;. We say a hypothesis f is inconsistent
with (w4, fi, ye, Ue) iff (d(we, h) > d(ze, fr) AU = — ANye = +) or (d(xg, h) < d(we, fr) ANYr =
+ Ay = —). Then we define the following events.
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* E; denotes the event that MWMR makes a mistake at round ¢t. We have Pr(E;) = p;.
* B; denotes the event that at least £t fraction of hypotheses are inconsistent with

(I’t,ft,yt,@\t). We have Pr(Bt|Et) > %

Let n = |H| denote the cardinality of hypothesis class and n; denote the number of hypotheses in
VS after round ¢. Then we have

T
nH t))

t=1

By taking logarithm of both sides, we have

1(E

Mﬂ

0 <In(nr) =1In(n) + Zln (1—-1(E) (Bt) ) <In(n

t=1

where the last inequality adopts In(1 — z) < —z for z € [0, 1). Then by taking expectation of both
sides, we have

T
0<ln Z Et/\Bt

Since Pr(E;) = p; and Pr(B,|E;) > 1, then we have

1 X
1 ZP? < In(n)
t=1

Then we have the expected number of mistakes E [Myrwmr (T')] as

T T
E [Mywmr(T)] = Zpt < ZP% VT < \/Aln(n)T,

where the first inequality applies Cauchy-Schwarz inequality. O

F Proof of Theorem 5

Proof. Construction of Q, 7 and a set of realizable distributions

* Let feature space X = {0, eq,...,e,} U Xg, where Xy = {th € S, } with

= 7W for some small = 0.1. Here S, is the set of all permutations
over n elements. So Xy is the set of points whose coordinates are a permutation of
{0,1/z,...,(n —1)/z} and all points in X have the ¢5 norm equal to «. Define a metric
d by letting d(z1,z2) = ||z1 — 22|, for all 1,22 € X. Then for any x € X, and

i € [n. d(w,e)) = o —eill, = @i =12+, .22 = \/1+ X7 22— 20, =
V14 a? — 2z;. Note that we consider space (X, d) rather than (R", ||-||5).

* Let the hypothesis class be a set of singletons over {e;|i € [n]},ie., H = {21 e,y — 1]i €
[n]}.

* We now define a collection of distributions {D;|i € [n]} in which D; is realized by 21 .3 —1.
For any ¢ € [n], D; puts probability mass 1 — 3ne on (0,0, —1). For the remaining 3ne
probability mass, D; picks x uniformly at random from X and label it as positive. If x; = 0,
set radius r(z) = r, := V1 + a?; otherwise, set radius r(z) = r; := /1 + a2 —2- 1),
Hence, X are all labeled as positive. For j # 4, h; = 21 (¢ } — 1 labels {z € X¢|x; = 0}
negative since r(z) = ry and d(z, h;) = r,, > r(x). Therefore, L57(h;) = 1 - 3ne = 3e.
To output f,,+ € H, we must identify the true target function.
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Information gain from different choices of f; Let h* = 21 ..} — 1 denote the target function.
Since (0,0, —1) is realized by all hypotheses, we can only gain information about the target function
when x; € X,. For any x; € X, if d(x4, fi) < ry or d(xy, ft) > 74, we cannot learn anything about

the target function. In particular, if d(x:, f;) < ry, the learner will observe x; ~ Unif(Xy), y: = +1,
yf = +1inall {D;|i € [n]}. If d(x4, ft) > T4, the learner will observe z; ~ Unif(Xy), yr = +1,
Yy = —1inall {D;|i € [n]}. Therefore, we cannot obtain any information about the target function.

Now for any z; € X, with the 7;-th coordinate being 0, we enumerate the distance between x and z’
forall 2’ € X.

o Forall 2’ € Xy, d(z,2") <||z| + ||2'] <2« <713

» Forall j # iy, d(x,ej) = \/1+ a2 —2z; <1
s d(w,ei,) =ru;

e d(z,0) =a <.

Only f; = 21y, ; — 1 satisfies that r; < d(x¢, f+) < ry, and thus, we can only obtain information
when f; = 2]l{eit} — 1. And the only information we learn is whether i; = i* because if i; # ¢*, no
matter which ¢* is, our observation is identical. If i; # ¢*, we can eliminate 2]1{e1:t} -1

Sample size analysis For any algorithm .4, his predictions are identical in all environments {D;|i €
[n]} before a round ¢ in which f; = 21 (¢, j — 1. Then either he learns i; in D;, or he eliminates
21,3 — 1 and continues to perform the same in the other environments {D;|i # i;}. Suppose

that we run A in all stochastic environments {D;|i € [n]} simultaneously. When we identify 7 in
environment D“, we terminate A in D;,. Consider a good algorithm A which can identify i in D;

with probablhty £ after T' rounds of interaction for each ¢ € [n], that is,
Pr (jou: #1) < %,W € n]. 3)
Therefore, we have
> Prlion #9) < ¢ @)

Let ny denote the number of environments that have been terminated by the end of round 7. Let
B, denote the event of x; being in X and C; denote the event of f; = 2]1{%} — 1. Then we have
Pr(B;) = 3ne and Pr(Cy|B;) = 1, and thus Pr(B; A C;) = 3ne - . Since at each round, we can
eliminate one environment only when B; A C} is true, then we have

T
1
Ens] <E lZ]l(Bt/\Ct) =T 3ne-— = 3T

Therefore, by setting T' = L%J ! and Markov’s inequality, we have
3eT 1
Prnr = |7 -1y ST L

2 312

When there are [%] + 1 environments remaining, the algorithm has to pick one %4, which fails in at
least [%1 of the environments. Then we have

n n
5 o 20> 5]t < [3] -2
i€[n]
which conflicts with Eq (4). Therefore, for any algorithm A, to achieve Eq (3), it requires T >

2|-1
2] 0
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G Proof of Theorem 6

Given Lemma 1, we can upper bound the expected strategic loss, then we can boost the confidence of
the algorithm through the scheme in Section A.1. Theorem 6 follows by combining Lemma 1 and
Lemma 2. Now we only need to prove Lemma 1.

Proof of Lemma 1. For any set of hypotheses H, for every z = (z, r,y), we define

_ [Hh e HMA(z, h,r)) ==} ify=+,
ip(H, 2) = {O otherwise.

So k,(H, z) is the number of hypotheses mislabeling z for positive z’s and 0 for negative z’s.
Similarly, we define x,, as follows,

Ko (H, 2) = {i){h € Hh(A(z, h,r)) = +} ify=—,

otherwise.

So k., (H, 2) is the number of hypotheses mislabeling 2 for negative z’s and 0 for positive z’s.

In the following, we divide the proof into two parts. First, recall that in Algorithm 2, the output
is constructed by randomly sampling two hypotheses with replacement and taking the union of
them. We represent the loss of such a random predictor using x, (H, z) and k,,(H, z) defined above.

Then we show that whenever the algorithm makes a mistake, with some probability, we can reduce
Kp(VSi_1,2¢)

S or (VS;I :2t) hypotheses and utilize this to provide a guarantee on the loss of the final
output.

Upper bounds on the strategic loss For any hypothesis h, let fpr(h) and fur(h) denote the false
positive rate and false negative rate of h respectively. Let p, denote the probability of drawing
a positive sample from D, i.e., Pr(, ., ~p(y = +) and p_ denote the probability of drawing a
negative sample from D. Let D and D_ denote the data distribution conditional on that the label
is positive and that the label is negative respectively. Given any set of hypotheses H, we define a
random predictor R2(H) = hy V hy with hy, he randomly picked from H with replacement. For a

Kp (H,z)2
=222/ Then we can find that the false

true positive z, R2(H) will misclassify it with probability Eik

negative rate of R2(H) is

kp(H, 2)?
fHI'(RQ(H)) = E2=($77’1+)N'D+ [PI‘(RQ(H)((L’) = —)} = Ez:(x,r,+)ND+ W .
Similarly, for a true negative z, R2(H) will misclassify it with probability 1 — (1 — #={7:2))2 <
%. Then the false positive rate of R2(H) is

for(R2(H)) = Bar iy [P(R2(H)(@) = 4)] < Baior)op, [m} |
Hence the loss of R2(H) is

str kp(H, 2)?
LY(R2(H)) < p+E.ip, [p|(H|2)

&)

= EZND

kp(H, 2)? Kn(H, 2)
|H|? 7

where the last equality holds since k,(H, z) = 0 for true negatives and «,,(H,z) = 0 for true
positives.

Loss analysis In each round, the data z; = (4, 1¢, y¢) is sampled from D. When the label y, is posi-

tive, if the drawn f; satisfying that 1) fi(A(zy, fi, 7)) = — and 2) d(x¢, fr) < median({d(x, h)|h €
VSi—1, h(A(xg, h,7)) = —1}), then we are able to remove M hypotheses from the version
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space. Let E,, ; denote the event of f; satisfying the conditions 1) and 2). With probability m,
we sample k; = 1. Then we sample an f; ~ Unif(VS;_1). With probability M the

sampled f; satisfies the two conditions. So we have
1 p(VSt_l, Zt)
~ logy(ne) 2ny .

Pr(E, ¢|zt, VSi—1) > 6)

The case of y; being negative is similar to the positive case. Let E,, ; denote the event of f; satisfying
that 1) fi(A(xy, fr, 1)) = + and 2) d(xy, fi) > medlan({d(xt, )h € VS;_q, (A(xt,h,rt)) =
+}). If 6,(VSi—1,2:) > Zt, then with probability m, we sample k; = 1. Then with
probability greater than 1 we will sample an f, satisfying that 1) f;(A(z, ft,rt)) = + and 2)
d(xt,ft) > medlan({d(xt,hﬂh S VStfl, h(A(.’Et7h,Tt)) = +}) If Kn(VStfl,Zt) < %, then
with probability m, we sampled a k; satisfying
ng Tt

— <k L — .

4/{n(VSt,1, Zt) b= QKn(VStfl, Zt)
Then we randomly sample k; hypotheses and the expected number of sampled hypotheses which

mislabel z; is k; - m*i‘lzt)

e (L 1 2} Let g; (given the above fixed k;) denote the number of

sampled hypotheses which mislabel z; and we have E [g;] € (Z’ 5]. When g; > 0, f; will misclassify

z¢ by positive. We have

- ﬁn(VStfla Zt) )kt < (1 o Hn(vstflv Zt) )m S 671/4 S 078
N N

and by Markov’s inequality, we have

E [g:]
3
Thus Pr(g; € {1,2}) > 0.05. Conditional on g, is either 1 or 2, with probability > 1, all of these

g+ hypotheses h’ satisfies d(z¢, h') > median({d(x, h)|h € VS;_1, h(A(x, h, 7)) = +}), which
implies that d(x, f;) > median({d(x, h)|h € VS;_1, h(A(x, h,r)) = +}). Therefore, we have

1
Pr(E, |2, VSy_1) > ——— .
2Bl t-1) 801ogy (1)

Pr(g; > 3) <

< - <0.17.

=

(N

Let v; denote the fraction of hypotheses we eliminated at round ¢, i.e., v; = 1 — ";L—J:l . Then we have

"{P(Vstflvzt) "in(vstflazt)

v > 1(Epy) oy +1(E, ) oy 8)
Since ny41 = ny(1 — v;), we have
T
1 <npyq an 1—vy).
t=1
By taking logarithm of both sides, we have
T T
0<lnnpry =Ilnn+ Zln(l —v) <lnn-— th,
t=1 t=1

where we use In(1 — z) < —x for z € [0, 1) in the last inequality. By re-arranging terms, we have

T

th <Inn.
t=1

Combined with Eq (8), we have

Z]l » »(VSi— 1,Zt)+1(Em)f<3n(vst—1,zt) <lun.

’I’Lt ’
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By taking expectation w.r.t. the randomness of f1.7 and dataset S = z;.7 on both sides, we have

K?p (Vstfl, Zt)
2’1'Lt

ﬁn(VStq, Zt)

+1(Eny) o,

}glnn.

T
Z Efl:T,ZLT |:]I(Ep,t)
t=1

Since the ¢-th term does not depend on f;1 1.7, 2;+1.7 and VS, _1 is determined by z7.;—1 and f1.;_1,
the ¢-th term becomes

Kp(VSi—1, 2t)
Efl:t;zlzt |:1(Epyt)p(2;tt
Kp(VSi—1, 2t)

QTLt

n(VSi-1,
“!‘Il(Ent)H ( 2715%1 Zt):|

)

kn(VSi_1, 2z
+ ]l(En,t)Wflzchl:tH
t

lip(VStfl, Zt)

:Eflzt—lyzl:t ]Eft |:]1(Ep,t)

n(VSi_1,
+ Efz []I(En,t)‘flzt—l, Z1:t] M}

:Eflzt—lyzl:t ]Eft [H(Ep,t)|f1:tflazl:t]

27’Lt Znt
9
[ 1 K2(VSi—1, 2 1 W(VS,_
>Efy o, VSn) mnlVSeona) | (10)
’ log, (1) 4n? 801og, (n4) 21

where Eq (9) holds due to that VS;_; is determined by fi.;—1, z1.+—1 and does not depend on f;

and Eq (10) holds since Pry, (Ep¢| fre—1,21:4) = Pry, (Bpa[VS; 1, 20) > oty 205220 by

Eq (6) and Pry, (B, ¢|f1:0—1,21:¢) = Pry, (Ent[VSi—1, 21) > m by Eq (7). Thus, we have

T 2

1 k2(VSi_1, 2 1 n(VSi_1,
Z]Efl-t—l Z1:t p( t21 t) + r ( i1 Zt) S Inn.
t=1 T | Togy () 4ng 801logy () 2ny

Since z; ~ D and z; is independent of 21,1 and fi.;—1, thus, we have the ¢-th term on the LHS
being

E 1 Hg(vst—lvzt) 1 kn(VSi—1, 2¢)
e logy(n)— dn? 80logy(ny)  2m
1 ka(VSi—1, ) 1 kn(VSi—1, 2t)
:Efl:tflazlzt—l EthD )
logy (1) dng 801ogy(ne) 2ny

1 I§Z2 (VSt_l, Z) 2K (VSt_l Z)
>~ [ . E.. P n !
—32010g2(n) fri—1,21:0-1 D TL? + Ny
1
>——F 2 LY(R2(VS;— ,
732010g2(n) frie—1,21:6-1 [ ( ( t 1))]
where the last inequality adopts Eq (5). By summing them up and re-arranging terms, we have
T T
1 . 1 . 3201og,(n) In(n)
Efl:T;ZI:T T Z‘CSt (RQ(VStl))‘| = T ZEfl:t—th:t—l [[’St (RQ(VStfl))] < Qf .
t=1 t=1

For the output of Algorithm 2, which randomly picks 7 from [T’], randomly samples h1, ho from
VS, _1 with replacement and outputs h; V ho, the expected loss is

E [£(A(S))] =Es,p1..

e ‘
T ZEhl,hzrvUnif(vst,l) (L% (hy Vv hg)]]
=1

T
1 str
:E&fl;T T tz:; ct (RQ(VSt—l))‘|
<320 logy(n) In(n) <,
S =
when T > 320 10g2£n) In(n) ) [
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Post proof discussion of Lemma 1

» Upon first inspection, readers might perceive a resemblance between the proof of the loss
analysis section and the standard proof of converting regret bound to error bound.This

standard proof converts a regret guarantee on fi.7 to an error guarantee of Zt 1 fe
However, in this proof, the predictor employed in each round is f;, while the output is an
average over R2(VS;_1) for all t € [T]. Our algorithm does not provide a regret guarantee
on f 1:7T-

* Please note that our analysis exhibits asymmetry regarding losses on true positives and true
negatives. Specifically, the probability of identifying and reducing half of the misclassifying
hypotheses on true positives, denoted as Pr(Ej ¢|z, VS;—1) (Eq (6)), is lower than the
corresponding probability for true negatives, Pr(E,, |2z, VS;—1) (Eq (7)). This discrepancy
arises due to the different levels of difficulty in detecting misclassifying hypotheses. For
example, if there is exactly one hypothesis h misclassifying a true positive z; = (¢, ¢, Yt )»
it is very hard to detect this h. We must select an f; satisfying that d(z,, f;) > d(x¢, h') for
all h’ € H\ {h} (hence f; will make a mistake), and that d(x:, fi) < d(x¢, h) (so that we
will know h misclassifies z;). Algorithm 2 controls the distance d(z¢, f;) through k¢, which
is the number of hypotheses in the union. In this case, we can only detect h when k; = 1

and f; = h, which occurs with probability m.

However, if there is exactly one hypothesis /& misclassifying a true negative z; = (¢, ¢, Yt )»
we have that d(z¢, h) = ming ey d(z¢, B'). Then by setting f; = Vpenh, which will
makes a mistake and tells us h is a misclassifying hypothesis. Our algorithm will pick such
an f, with probability m.

H Proof of Theorem 7

Proof. We will prove Theorem 7 by constructing an instance of Q and H and showing that for any
conservative learning algorithm, there exists a realizable data distribution s.t. achieving € loss requires

at least ﬁ(@) samples.

Construction of Q, H and a set of realizable distributions

* Let the input metric space (X, d) be constructed in the following way. Consider the
feature space X = {ey,...,e,} U Xy, where Xy = {Mw € Sy} with z =

124...+(n— 1)2
for some small &« = 0.1. Here S, is the set of all permutations over n

elements. So X, o is the set of points whose coordinates are a permutation of {0,1/z, ..., (n—

1)/z} and all points in X have the > norm equal to o. We define the metric d by restrlcting
¢y distance to X, i.e., d(x1,x2) = |1 — x2||, for all 21,22 € X. Then we have that for
any ¢ € X and 7 € [n], the distance between x and e; is

d(z,e;) = ||z —eill, = \/(xz— 1)24—21'? = 1—|—Zx?—2xi =+v1+a2-2x;,
j=1

J#i

which is greater than v/1+ a2 — 2o > 0.8 > 2«. For any two points z,2' € X,
d(z,z") < 2« by triangle inequality.

* Let the hypothesis class be a set of singletons over {e;|i € [n]},i.e., H = {21 (e, — 1]i €
[n]}-

* We now define a collection of distributions {D;|i € [n]} in which D; is realized by 21 .3 —1.
For any ¢ € [n], we define D; in the following way. Let the marginal distribution Dy
over X' be uniform over Xy. For any z, the label y is 4+ with probability 1 — 6¢ and
— with probability 6e, i.e., D(y|x) = Rad(1 — 6¢). Note that the marginal distribution
Dxxy = Unif(Xy) x Rad(1 — 6¢) is identical for any distribution in {D;|i € [n]} and
does not depend on 3.
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If the label is positive y = +, then let the radius = 2. If the label is negative y = —, then let

r= \/1 +a? —2(x; + %), which guarantees that  can be manipulated to e; iff d(z, e;) <

d(z,e;) forall j € [n]. Since z; < a and 1 < «, we have \/1 +a2—2(z;+1) >

z

V1 —4a > 2a. Therefore, for both positive and negative examples, we have radius r
strictly greater than 2« in both cases.

Randomization and improperness of the output f,,; do not help Note that algorithms are
allowed to output a randomized f, and to output fo,; ¢ H. We will show that randomization and
improperness of f,,; don’t make the problem easier. That is, supposing that the data distribution
is D;« for some i* € [n], finding a (possibly randomized and improper) fo,¢ is not easier than
identifying ¢*. Since our feature space X is finite, we can enumerate all hypotheses not equal to
21 e,y — 1 and calculate their strategic population loss as follows.

* 21 — 1 predicts all negative and thus £ (215 — 1) = 1 — 6¢;

e Forany a C X s.t. an Xg # 0, 21, — 1 will predict any point drawn from D; as positive
(since all points have radius greater than 2« and the distance between any two points in X
is smaller than 2«) and thus £5(21, — 1) = 6e;

» Foranya C {ey,...,e,} satisfying that 3i # i*, e; € a, we have L*"(21, — 1) > 3e. This
is due to that when y = —, x is chosen from Unif (X) and the probability of d(z, e;) <
d(z,e;)is 3. When d(z, e;) < d(z,e;+), 21, — 1 will predict z as positive.

Under distribution D;~, if we are able to find a (possibly randomized) f,,; with strategic loss of
LY(four) < €, then we have L% (four) = Epng,, [£2(h)] > Prueg, (B # 206,y — 1) - 3c.

Thus, Pry~g,, (h = 21,3 — 1) > % Hence, if we are able to find a (possibly randomized) fout
with € error, then we are able to identify ¢* by checking which realization of f,,; has probability
greater than % In the following, we will focus on the sample complexity to identify ¢*. Let oyt
denote the algorithm’s answer to question “what is ¢*?”.

Conservative algorithms When running a conservative algorithm, the rule of choosing f; at round
t and choosing the final output fo, does not depend on the correct rounds, i.e. {7 € [T]|yr = y}.
Let’s define

Ay ify,
Ai{ o ity F oy (11)

1 ity =y,

where L is just a symbol representing “no information”. Then for any conservative algorithm,
the selected predictor f; is determined by (f-,¥r,y-, AL) for 7 < ¢ and the final output fo, is
determined by (f:, Js, y¢, A})L_,. From now on, we consider A} as the feedback in the learning
process of a conservative algorithm since it make no difference from running the same algorithm with
feedback A;.

Smooth the data distribution For technical reasons (appearing later in the analysis), we don’t want
to analyze distribution {D;|i € [n]} directly as the probability of A; = e; is 0 when fi(e;) = +1
under distribution D;. Instead, we consider the mixture of D; and another distribution Dg' , which
is identical to D; except that r(z) = d(z,e;) when y = —. More specifically, let D} = (1 —
p)D; + pD} with some extremely small p, where D}’s marginal distribution over X' x Y is still
Unif(Xy) x Rad(1 — 6¢); the radius is 7 = 2 when y = +, ; and the radius is r = d(z, e;) when
y = —. For any data distribution D, let Pp be the dynamics of (f1,y1,%1, AL, - - ., fr,y7, U1, A)
under D. According to Lemma 4, by setting p = when 7" < 2, with high probability we never
sample from D/ and have that for any i, j € [n]

_&
16n2°

12)

0| =

‘PDl (iout = ]) - P'Di (iO‘lt = ])| <

From now on, we only consider distribution D} instead of D;. The readers might have the question
that why not using D} for construction directly. This is because D; does not satisfy realizability and
no hypothesis has zero loss under D,.
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Information gain from different choices of f; In each round of interaction, the learner picks a
predictor f;, which can be out of . Here we enumerate all choices of f;.

o fi(+) = 21y — 1 predicts all points in X’ by negative. No matter what ¢* is, we will observe
(At = x4, 9:) ~ Unif(Xy) x Rad(1 — 6¢) and g = —. They are identically distributed for
all i* € [n], and thus, A} is also identically distributed. We cannot tell any information of ¢*
from this round.

o fr=21,, —1forsome a; C X s.t. aN Xy # 0. Then Ay = A(wy, fr, 1) = Az, ft, 200)
since r; > 2« and d(zy, fi) < 2a, yr = +, y+ ~ Rad(1 — 6¢). None of these depends on
i* and again, the distribution of (¥, y¢, A}) is identical for all i* and we cannot tell any
information of ¢* from this round.

s fy =21,, — 1 for some non-empty a; C {ey,...,e,}. For rounds with y; = +, we have
yr = + and Ay = A(xy, fi,2), which still not depend on ¢*. Thus we cannot learn any
information about 7*. But we can learn when y; = —. For rounds with y; = —, if A; € ay,

then we could observe j; = 4 and A} = Ay, which at least tells that 21 ;5,3 — 1 is not the
target function (with high probability); if A; ¢ a, then §; = — and we observe A} =_1.

Therefore, we only need to focus on the rounds with f; = 21,, — 1 for some non-empty a; C
{e1,...,e,} and y; = —. It is worth noting that drawing an example z from X, uniformly, it
is equivalent to uniformly drawing a permutation of # such that the distances between x and h
over all h € H are permuted according to it. Then A; = e; iff e; € ay, d(z,e;) < d(x,e;+) and
d(z,e;) < d(z,e;) forall e; € a;. Let k; = |a;| denote the cardinality of a;. In such rounds, under
distribution D, the distribution of A} are described as follows.

1. The case of e;~ € a;: For all j € a; \ {i*}, with probability k% d(ze,e;) =
mine, cq, d(z¢,€;) and thus, A} = A; = e; and §; = + (mistake round). With prob-
ability k% we have d(z¢, €;«) = mine, cq, (4, ;). If the example is drawn from D;«, we
have Ay = z; and y; = — (correct round), thus A} =_1. If the example is drawn from DJ.,

we have we have A} = A; = e;« and y; = + (mistake round). Therefore, according to the
definition of A} (Eq (11)), we have

ej wp. g forej€ay,j#i*
A =1{ei wp. p
L owp. (1-p).
We denote this distribution by Pe(a, ).
2. The case of e;« ¢ a;: For all j € a;, with probability ﬁ, then d(x¢,e;) =
MiNg, cq,Ufe;.} d(2t, €1) and thus, A; = e; and ; = + (mistake round). With proba-

bility W}H’ we have d(z, e;+) < mine,eq, d(z¢,€;) and thus, Ay = x4, Jy = — (correct
round), and A} =_L. Therefore, the distribution of A} is

1
A = €e; Ww.p. @ fore; € a;

We denote this distribution by Py (ay).

To measure the information obtained from A}, we will utilize the KL divergence of the distribution
of A} under the data distribution D;+ from that under a benchmark distribution. Let D = £ 3°._ D]
denote the average distribution. The process of sampling from D is equivalent to sampling ¢*
uniformly at random from [n] first and drawing a sample from D;-. Then under D, for any e; € a,
we have
Pr(A; =ej) =Pr(i* = j)Pr(A] = e;|i* = j) + Pr(i* € a; \ {j}) Pr(A} = e;|i* € ar \ {j})
+Pr(i* ¢ at) Pr(A} = e;i* ¢ ar)
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l 2 kt—l 1 ’I’L—kt 1 _nkt—1+p(kt+1)
n kt n kt n kt +1 o nkt(kt + ].) ’

and
Pr(A} =1) = Pr(i* € ay) Pr(A} =L |i* € a;) + Pr(i* ¢ a;) Pr(A; =1 |i* ¢ a;)
_ ke 1—p+n—kt 1 n+1-plk+1)
N n k}t n kt—f—li n(kt+1)

Thus, the distribution of A} under Dis

nky— k¢
A {ej w.p. tnki#(ﬂil) fore; € a;
t= nt1—p(ke+1
1L wp. n(k€+1)
We denote this distribution by P(ay). Next we will compute the KL divergences of Pe(ay,i*) and
Py (ay) from P(a;). We will use the inequality log(1+ ) < x for 2 > 0 in the following calculation.
For any ¢* s.t. €;« € a;, we have

Dkr(P(ar)||Pe(ar, i)
nky — 1+ p(ky +1) log(nkt —1+4+p(ke+1)
nkt(kt + 1) ’I”Lk‘t(k’t + 1)
nky — 14+ p(ks + 1) log(nkt —1+plk +1) ke

=(kt — 1)

kt)

)

n+1—p(kt+1)1o (n+17p(kt+1). ky )
1 2p 1 1 2p
<0 log(— = —log(— 13
_+kt+10g(29)+kt+1 kt+10g(p)+kt+1’ (4
and
Dk (P(ar)|| Pg(ar))
nky — 1+ p(ks + 1) nky — 1+ p(ky +1)
=k 1 ke +1
¢ nkt(kt + 1) Og( ?’th(kt + 1) ( K ))
n+1—pk +1) n+1—p(k+1)
I k 1
b+ B gy et )
1 1
<0+ n+ _ n+ (14)

T2+ ) 2kt 1)

Lower bound of the information We utilize the information theoretical framework of proving
lower bounds for linear bandits (Theorem 11 by Rajaraman et al. (2023)) here. For notation simplicity,
for all i € [n], let P; denote the dynamics of (f1, A}, y1,71,. .., fr, Ay, yr, yr) under D; and P
denote the dynamics under D. Let B, denote the event of {ft = 21,, — 1 for some non-empty a; C
{e1,...,e,}}. As discussed before, for any a;, conditional on =By or y: = +1, (A}, ys, Js) are
identical in all {D}|i € [n]}, and therefore, also identical in D. We can only obtain information at
rounds when B; A (y; = —1) occurs. In such rounds, we know that f; is fully determined by history
(possibly with external randomness , which does not depend on data distribution), y; = —1 and ¥; is
fully determined by A} (g = +1iff. A} € ay).

Therefore, conditional the history H;—1 = (f1, Ay, y1,91, .-+, ft—1, A}_1,Yt—1, Yr—1) before time
t, we have

DKL(?(fhA;ayhZ/jtlHt—l)HPi(fhA;,yta@\tlHt—l))
=P(B; A (yr = —1))Dxr(P(ALHi—1, Be A (yr = —1))[Pi( A Hi—1, Be A (y: = —1)))
=6eP (B;)Dkr,(P(A}|Hi—1, By A (y¢ = —1))||P:(A|Hy—1, By A (y: = —1))) (15)

where the last equality holds due to that y, ~ Rad(1 — 6¢) and does not depend on B;.
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For any algorithm that can successfully identify 4 under the data distribution D; with probability 3 1
for all i € [n], then Pop, (iou = i) > 3 and Pp, (iou = i) < 1 for all j # i. Recall that D; and D,
are very close when the mixture parameter p is small. Comblmng with Eq (12), we have

P (iout = 1) — P (ious = 1)
> |Pp, (iow = 1) — Pp, (iout = 1)| — [P, (fout = 1) — Pi(ious = i)| — |Pp, (iout = 1) — Pj(ious = i)
1 1

>-— =,
2 4

=~ =

Then we have the total variation distance between P; and P

. . . . 1
TV(PZ,PJ) Z |Pi(zout = Z) - Pj(zout = Z)‘ Z 1 . (16)
Then we have
Eimtnitn)) [TV (P35, Pty modn)] < AEimunmit((n)) [TV (Pi, P)]
<2E; [DKL(?HP-)] (Pinsker’s ineq)
=2E; ZDKL (i AL ye, el He-)IPi(fe, AL, ye, el Hi 1)) (Chain rule)
T
:12€E1 Z Bt DKL (A;‘Htfl,Bt A (yt = —1))HPZ(A;‘H15,1,B15 A (yt = —1)))
t=1
(Apply Eq (15))
126 e & —
= > P(B) Y Drn(P(A}|Hi1, By A (ys = —1))[Pa(AY Hyo1, By A (ye = —1)))
t=1 =1
12¢ d
=—E 5 > 1B | D Diu(Plarn)||Pe(ar, i) + > Drr(P(ar)||Pe(ar))
t=1 ii€ay igay
126 — 1 1 2p n+1
<N"E, = log(~ —
- n Z fur~P Z (/ft+1 Og(p)+kt+1>+z nz(kt+1)
t=1 iri€ay iidas
(Apply Eq (13),(14))
T
12 1
<=3 (log(-) +2p + 1)
n t=1 p
_12Te log(16n2/¢) + 2)
— n .

Combining with Eq (16), we have that there exists a universal constant ¢ such that 7" > m.
O

I Proof of Theorem 8§

Proof. We will prove Theorem 8 by constructing an instance of Q and H and then reduce it to a
linear stochastic bandit problem.

Construction of O, H and a set of realizable distributions

* Consider the input metric space in the shape of a star, where X = {0,1,...,n} and the
distance function of d(0,i) = 1 and d(i,j) = 2 for all ¢ # j € [n].

* Let the hypothesis class be a set of singletons over [n], i.e., H = {21 ;3 — 1[i € [n]}.
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* We define a collection of distributions {D;|i € [n]} in which D; is realized by 21 ¢;; — 1.
The data distribution D; put 1 — 3(n — 1)e on (0,1, +) and 3¢ on (4, 1, —) for all ¢ # *.
Hence, note that all distributions in {D;|i € [n]} share the same distribution support
{(0,1,+)} U{(i,1,—)|i € [n]}, but have different weights.

Randomization and improperness of the output f,,; do not help. Note that algorithms are
allowed to output a randomized fo, and to output fo.t ¢ H. We will show that randomization and
improperness of f,,; don’t make the problem easier. Supposing that the data distribution is D;«
for some i* € [n], finding a (possibly randomized and improper) fous is not easier than identifying
i*. Since our feature space X is finite, we can enumerate all hypotheses not equal to 21 ;-3 — 1
and calculate their strategic population loss as follows. The hypothesis 21 — 1 will predict all by
negative and thus £%"(21y — 1) = 1 — 3(n — 1)e. For any hypothesis predicting 0 by positive, it will
predict all points in the distribution support by positive and thus incurs strategic loss 3(n — 1)e. For
any hypothesis predicting 0 by negative and some 7 # ¢* by positive, then it will misclassify (¢, 1, —)
and incur strategic loss 3e. Therefore, for any hypothesis & # 21 ;- — 1, we have L5 (h) > 3e.

Similar to the proof of Theorem 7, under distribution D;-, if we are able to find a (possibly random-
ized) foue with strategic loss £37( fous) < €. Then Pryoy, . (h = 21y — 1) > 2. We can identify
1* by checking which realization of f,, has probability greater than % In the following, we will
focus on the sample complexity to identify the target function 21 ;<3 — 1 or simply *. Let iout

denote the algorithm’s answer to question of “what is 7*?”.

Smooth the data distribution For technical reasons (appearing later in the analysis), we don’t want
to analyze distribution {D;|i € [n]} directly as the probability of (i,1, —) is 0 under distribution D;.
Instead, for each i € [n], let D, = (1 — p)D; + pD} be the mixture of D; and D} for some small p,
where D}’ = (1 —3(n — 1)e)1(0,1,4)} + 3(n — 1)el ¢ 1,-);. Specifically,

1-3(n—1)¢ forz=(0,1,4)
Di(z) = {3(1 = p)e forz = (j,1,-),Vj #1i
3(n —1)pe forz = (3,1, —)

For any data distribution D, let Pp be the dynamics of (f1,v1,¥1,- - -, fr, yr, yr) under D. Accord-
ing to Lemma 4, by setting p = 15—, when T' < 2, we have that for any i, j € [n]

7)

| =

‘PDi(iout =7) = Pps(iout :j)| <

From now on, we only consider distribution D} instead of D;. The readers might have the question
that why not using D;, for construction directly. This is because no hypothesis has zero loss under D/,
and thus D/ does not satisfy realizability requirement.

Information gain from different choices of f; Note that in each round, the learner picks a f; and
then only observes 7; and y;. Here we enumerate choices of f; as follows.

1. fy = 21 — 1 predicts all points in X’ by negative. No matter what i* is, we observe 3j; = —
and y; = 21(x; = 0) — 1. Hence (4, y:) are identically distributed for all i* € [n], and
thus, we cannot learn anything about ¢* from this round.

2. f; predicts 0 by positive. Then no matter what ¢* is, we have §; = + and y; = 1(z; = 0).
Thus again, we cannot learn anything about ¢*.

3. fi = 21,, — 1 for some non-empty a; C [n]. For rounds with z; = 0, we have j; = y; = +
no matter what ¢* is and thus, we cannot learn anything about ¢*. For rounds with y; = —,
ie., x; # 0, we will observe 4, = fi(A(xy, fi,1)) = L(xy € ay).

Hence, we can only extract information with the third type of f; at rounds with z; # 0.

Reduction to stochastic linear bandits In rounds with f; = 21,, — 1 for some non-empty a; C [n]
and x; # 0, our problem is identical to a stochastic linear bandit problem. Let us state our problem
as Problem 1 and a linear bandit problem as Problem 2. Let A = {0,1}" \ {0}.
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Problem 1. The environment picks an i* € [n]. At each round t, the environment picks x, € {e;|i €
[n]} with P(i) = 1= for i # i* and P(i*) = p and the learner picks an a; € A (where we use
a n-bit string to represent a; and a,; = 1 means that a; predicts i by positive). Then the learner
observes G, = 1(a] x; > 0) (where we use 0 to represent nagative label).

. . . * il; ; i 1l=pq_(lzp _
Problem 2. The environment picks a linear parameter w* € {w'li € [n]} withw® = =51 — (=4

p)e;. The arm set is A. For each arm a € A, the reward is i.i.d. from the following distribution:

ru(a) = {0.1, w.p. wla, (18)

If the linear parameter w* = w' , the optimal arm is e;».

Claim 1. Forany ¢ > 0, for any algorithm A that identify i* correctly with probability 1 — ¢ within
T rounds for any i* € [n] in Problem 1, we can construct another algorithm A’ can also identify the
optimal arm in any environment with probability 1 — § within T rounds in Problem 2.

This claim follows directly from the problem descriptions. Given any algorithm A for Problem 1,
we can construct another algorithm A’ which simulates A. At round ¢, if A selects predictor ay,
then A’ picks arm the same as a;. Then A’ observes a reward r,,:~ (a;), which is —1 w.p. w® Ta,
and feed —7,,:+ (a;) to A. Since 3 in Problem 1is 1 w.p. Y1 a;;P(i) = w' Tay, it is distributed
identically as —r,i+ (at). Since A will be able to identify +* w.p. 1 — § in T rounds, A’ just need to
output e;- as the optimal arm.

Then any lower bound on 7' for Problem 2 also lower bounds Problem 1. Hence, we adopt the
information theoretical framework of proving lower bounds for linear bandits (Theorem 11 by
Rajaraman et al. (2023)) to prove a lower bound for our problem. In fact, we also apply this
framework to prove the lower bounds in other settings of this work, including Theorem 7 and
Theorem 9.

Lower bound of the information For notation simplicity, for all ¢ € [n], let P; denote the dynamics
of (f1,91,91,- -, fr,yr,Yr) under D} and and P denote the dynamics under D = 1D}, Let B,
denote the event of {f; = 21,, — 1 for some non-empty a; C [n]}. As discussed before, for any
ag, conditional on =By or y; = +1, (x4, ys, Yz ) are identical in all {D.|i € [n]}, and therefore, also
identical in D. We can only obtain information at rounds when B; A y; = —1 occurs. In such rounds,
ft is fully determined by history (possibly with external randomness , which does not depend on
data distribution), y; = —1 and 4j; = —ry,(a;) with 7, (a;) sampled from the distribution defined in
Eq (13).

For any algorithm that can successfully identify ¢ under the data distribution D; with probability %
for all i € [n], then Pp, (ious = i) > 2 and Pp, (ioy = ) < § for all j # i. Recall that D; and D

1
are very close when the mixture parameter p is small. Combining with Eq (17), we have

|Pi(iout - Z) - Pj (iout - Z)|
> |Pp, (ious = i) — Pp, (iout = i)| — [Pp, (iont = 1) — Pi(iout = i)| — |Pp, (ious = i) — P;(iout = i)
1 1 1

>- =, 1
25151 (19)

Let w = %1. Let kl(q,q") denote the KL divergence from Ber(q) to Ber(¢’). Let H;—q =
(f1,91,91,- -, ft—1,Yt—1, Yt—1) denote the history up to time ¢ — 1. Then we have

E;unit([n)) [TVZ(Pi, Pit1modn)] < AE;  Unif([n)) [TV?(P;,P)]

<2E; [DkL(P|/P;)] (Pinsker’s ineq)
T

=2E, Z DKL(ﬁ(fta Yt @\t‘Ht_l) Hpt(fh Yt, gt|Ht—1))‘| (Chain rule)
t=1

=2F,; Zﬁ(Bt ANyy = _1)]Eam~? [DKL(Ber(<@, at>)HBer(<wi7 a»))}]

t=1
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T
=6(n — 1)ck; Z?(Bt)Ea1;T~? [DKL(Ber(<E, at>)||Ber(<wi, a»))]]

= /- Z E, P Z Dk (Ber({w, a;)) ||B0r(<wi, at>))]

1 Li=1

S DES g, | S e B VA ) s g e RO,

4 n—1 n—1
1 _z:zEat i lﬁat

T -
76("_1)5215 B ktkl(%,—(kt —n1)_(11—p)+p) +(n kt)m(’: 7’“7(1_1)

)| (20)

If k; = 1, then

ki (ke —1)(1—p)

1 1 1
. — = — < — —
oK P ) = M) < - log(5).

and

B ke ki(1—p), _ 11— 1
(0= k) K TP = (0= 1) K0 < e

If ky = n — 1, it is symmetric to the case of k; = 1.

n—1 n'n—1

where the ineq holds due to kl(g, ¢') <
We have
ke (ke —1)(1—p) n—1n-—2 1

kl = (n—1)kl
i (n n—1 +p) = (n— DK n ‘n-1" n_1%
1

SA-pnn-2)°

1 lfp)
n'n—1

p) = (n— Dkl(—,

(n— k)Rt By g

n—1 ) =K

1 1 1
=kl(= < ~log(=).
p) (-.p) < Og(p)
If1 < k; < n—1,then

kt (ks —1)(1 —p)

k kl( kt kt n — ]ft (a) ]ft kt
n’ n—1

<
"n—1 " n-1 r) ktku n—l)

®) b by —k - 2
<k %:kt' 7 et
Biol — kol n?(k; — 1) n(k; — 1) n

n—1 n—1

where inequality (a) holds due to that k* 1 + = ks Tp < ’“ and kl(q, ¢’) is monotonically decreasing
in ¢’ when ¢’ < ¢ and inequality (b) adopts kl(q7 q) < (,q(lz;/),

ko (1= p) ke ke )

n’ n-—1 n'n—1
where the first inequality hold due to that % > kt , and k1(q, ¢’) is monotonically increasing in

and

kt(n—kt) < th
n2(n—1—k) — n2’

(n— ky) - KI(~L ) < (n—ky) - KI(-2

¢’ when ¢’ > ¢ and the second inequality adopts kl(q, N < (q( q) .- Therefore, we have

2 1 12eT log(1
Bq 20) < 22 ZEMNP [n og(p)} < Lol loa(l/p),

Combining with Eq (19), we have that there exists a universal constant ¢ such that 7" > W.
O

J Proof of Theorem 9

Proof. We will prove Theorem 9 by constructing an instance of @ and H and showing that for any
learning algorithm, there exists a realizable data distribution s.t. achieving ¢ loss requires at least

Q( 12 ) samples.
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Construction of Q, H and a set of realizable distributions

* Let feature vector space X = {0,1,...,n} and let the space of feature-manipulation set
pairs @ = {(0, {0} U s)|s C [n]}. That is to say, every agent has the same original feature
vector = 0 but has different manipulation ability according to s.

* Let the hypothesis class be a set of singletons over [n], i.e., H = {21;; — 1|i € [n]}.

* We now define a collection of distributions {D;|i € [n]} in which D; is realized by 21 ¢;, — 1.
For any ¢ € [n], let D; put probability mass 1 — 6¢ on (0, X', +1) and 6e uniformly over
{(0,{0} U 55,4, —1)|o € S}, where S, is the set of all permutations over n elements and
So.i = {jlo71(j) < o71(i)} is the set of elements appearing before i in the permutation

o(1),...,0(n)). In other words, with probability 1 — 6, we will sample (0, X, +1) and

with &, we will randomly draw a permutation o ~ Unif(S,,) and return (0, {0} U 5,4, —1).
The data distribution D; is realized by 21 ;3 — 1 since for negative examples (0, {0} U
S¢.4; —1), we have ¢ ¢ s and for positive examples (0, X', +1), we have i € X.

Randomization and improperness of the output f,,; do not help Note that algorithms are
allowed to output a randomized f, and to output fo,; ¢ H. We will show that randomization and
improperness of f,,; don’t make the problem easier. That is, supposing that the data distribution
is D;« for some i* € [n], finding a (possibly randomized and improper) fo,¢ is not easier than
identifying ¢*. Since our feature space X is finite, we can enumerate all hypotheses not equal to
21 <y — 1 and calculate their strategic population loss as follows.

* 21y — 1 predicts all points in X’ by negative and thus £*(21y — 1) = 1 — 6¢;

e Forany a C X s.t. 0 € a, 21, — 1 will predict O as positive and thus will predict any point
drawn from D;- as positive. Hence £"(21, — 1) = 6¢;

» Forany a C [n] s.t. 3i # i*, i € a, we have L(21, — 1) > 3e. This is due to that when
y = —1, the probability of drawing a permutation o with =1 (i) < o~1(i*) is 3. In this
case, we have ¢ € s, ;- and the prediction of 21, — 1is +1.

Under distribution D;-, if we are able to find a (possibly randomized) f,.; with strategic loss
L(fous) < €, then we have L (fout) = Enm gy, [L(R)] > Pracg,,, (h # 21 (-3 — 1) - 3¢. Thus,
Prim o (h =210y — 1) > % and then, we can identify ¢* by checking which realization of f,

has probability greater than % In the following, we will focus on the sample complexity to identify
the target function 21 ;~) — 1 or simply 7*. Let i,y denote the algorithm’s answer to question of

“what is *7”.

Smoothing the data distribution For technical reasons (appearing later in the analysis), we
don’t want to analyze distribution {D;|i € [n]} directly as the probability of A; = i* is 0 when
f#(i*) = +1. Instead, we consider the mixture of D; and another distribution D to make the
probability of A; = ¢* be a small positive number. More specifically, let D; = (1 — p)D; + pDY,
where D/ is defined by drawing (0, X', +1) with probability 1—6e and (0, {0, ¢}, —1) with probability
6e. When p is extremely small, we will never sample from D}’ when time horizon 7’ is not too large
and therefore, the algorithm behaves the same under D} and D;. For any data distribution D, let Pp
be the dynamics of (z1, f1, A1,v1,¥1,- -, 21, fr, Ar,yr,yr) under D. According to Lemma 4,
by setting p = 75>, when 7" < 2, we have that for any 4, j € [n]

‘PDi(iout :]> - PD;(iout = .7)| < (2])

| =

From now on, we only consider distribution D} instead of D;. The readers might have the question
that why not using D} for construction directly. This is because no hypothesis has zero loss under D,
and thus D/ does not satisfy realizability requirement.
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Information gain from different choices of f; In each round of interaction, the learner picks
a predictor f;, which can be out of H. Suppose that the target function is 21 ;=) — 1 . Here we
enumerate all choices of f; and discuss how much we can learn from each choice.

* fi =21y — 1 predicts all points in X’ by negative. No matter what i* is, we will observe
Ay =2t =0, y; ~ Rad(1 — 6¢), yr = —1. They are identically distributed for any ¢* € [n]
and thus we cannot tell any information of ¢* from this round.

* fi =21,, — 1 for some a; C X s.t. 0 € a;. Then no matter what ¢* is, we will observe
Ay = a2 =0,y ~ Rad(1l — 6¢), y» = +1. Again, we cannot tell any information of ¢*
from this round.

* ft = 21,, — 1 for some some non-empty a; C [n]. For rounds with y; = +1, we have
2y =0, = +1 and A; = A(0, f¢, X') ~ Unif(a;), which still do not depend on *. For
rounds with y; = —1, if the drawn example (0, {0} U s, —1) satisfies that s N a; # 0, the
we would observe A; € a; and 3j; = +1. At least we could tell that T4a,y is not the target
function. Otherwise, we would observe Ay = z; = 0 and 3j; = —1.

Therefore, we can only gain some information about ¢* at rounds in which f; = 21,, — 1 for some
non-empty a; C [n] and y; = —1. In such rounds, under distribution D,., the distribution of A, is
described as follows. Let k; = |a:| denote the cardinality of a;. Recall that agent (0, {0} U s, —1)
breaks ties randomly when choosing A; if there are multiple elements in a; N s. Here are two cases:
RS Qy and * ¢ Q.

1. The case of i* € a;: With probability p, we are sampling from D/, and then A; = i*.
With probability 1 — p, we are sampling from D;-. Conditional on this, with probability k%,
we sample an agent (0, {0} U s, -, —1) with the permutation o satisfying that o=1(i*) <
o~1(j) for all j € a; \ {i*} and thus, A; = 0. With probability 1 — kit, there exists
j€a\{i*}s.t. o71(j) < o71(i*) and A; # 0. Since all j € a; \ {i*} are symmetric,

we have Pr(A; =j) = (1 —p)(1 — k%) . ktl_l = lk_—tp. Hence, the distribution of A; is

j o wp. R forj € anj#i
Ay =<7 wp.p
0 L

w.p. =2

ke
We denote this distribution by Pe(ay, 7).

2. The case of i* ¢ a;: With probability p, we are sampling from D/., we have A; = z; = 0.
With probability 1 — p, we are sampling from D;«. Conditional on this, with probability of
T 0 (@) < o7'(j) forall j € a; and thus, Ay = z; = 0. With probability 1 — L7

there exists j € a; s.t. 0~ 1(j) < 071(i*) and A; € a;. Since all j € a; are symmetric, we

have Pr(A; = j) = (1 —p)(1 L — 1P Hence the distribution of A, is

_ L) L
ke+1 ke = k410

A, — j w.p. ﬁlforant
0 wp.p+ 5.

We denote this distribution by Py (ay).

To measure the information obtained from A;, we will use the KL divergence of the distribution
of A; under the data distribution D,. from that under a benchmark data distribution. We use the

average distribution over {D}|i € [n]}, which is denoted by D = 1 3~ D/. The sampling process
is equivalent to drawing i* ~ Unif([n]) first and then sampling from D.... Under D, for any j € a,
we have
Pr(Ay = j) =Pr(i* € a; \ {j}) Pr(A¢ = jli* € a; \ {j}) + Pr(i" = j) Pr(A; = jli* = j)
+ PI‘(Z* ¢ at) PI'(At = ej|z* ¢ at)
_ k-1 1-p 1 n—k 1-—p (nke —1)(1—p) p

Pt T kAl ket

n kt
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and
Pr(A; =0) = Pr(i* € ay) Pr(Ay = 017" € a) + Pr(i* ¢ a;) Pr(Ay = 0)i* ¢ ay)
ke 1—p n—k 1-p _(n+1)(1—p)+(n—kt)p

Thus, the distribution of A; under D is

. (nky—1)(1—p) .
A, — {] WP e L forj € a

0 o SR L

We denote this distribution by P(a;). Next we will compute the KL divergence of Py (a;) and Pe(ay)
) . nks—1)(1— — n+1)(1— n—ke
from P(ay). Since p = 157 < 1617,2,we have (MFe=1(1-p) nk,,(ki(—&-l)p)+% < ]jtfl and ¢ 7j(k),,(4-1)p) 4 = )p <

Ly p. We will also use log(1 + ) < z for > 0 in the following calculation. For any i* € a;, we

have

DKL(P(at)HPG(ata *))

(nky — P nkf—l)( p) P ky
=k 1)< nk’t( +n log nktkt—&— ) +n) 1-p
+ ( nkt(kt +1 1Og nkt kt + 1) + TL) p
+(<n+1>< n—mp)l <<n+1>< 1) lekr), )
(kt +1) (ks +1) n 1—-p
B (nky — 1)(1 P ky 1—p 1
<(ky 1)( nk‘t(kt—i—l +n log;k;t_~_1 T )+kt+1log(1 p)
1
+(,€7 +p) - log (1 + pky)
1 1 2 1 1
< DD ok = — log(~ .
<0+ ) log(p) + » pky o 1og(p) +2p (22)

For Py (a;), we have
KL(P(at)HPez(at))
((nkt—l 1-p) JrZ) log <((nkt - 1)(1-p) JrB) ) kt+1>

)(
nkt(k‘t + 1) nk;t(kt + 1) n 1 —p
(n+1)(1—p) (n—k)p (n+1)(1—p)  (n—Fk)p 1
( ket 1) m >1°g<( k1) >'p+,jtfl>
)(

(nky — 1)(1 —p) p)log(l_p-kt+1)

D
:kt
+
Sk ——F (=t~

1 (n+1D)(A—-p)  (n—kp 1
+(kt+p)log<( n(kt+1) + >.P+k1tfl>

1 p(k? + ky + 1)
—0 log(1 +
(5, +p)loel n(1+ kep)
1 1 1
_ b 23
(k;f +p) n(l+ kp)  nke (23)

Lower bound of the information Now we adopt the similar framework used in the proofs
of Theorem 7 and 8. For notation simplicity, for all ¢ € [n], let P; denote the dynamics of
(w1, f1, A1, 91,715 - - -, @7, fry A7, yr, Yr) under D) and and P denote the dynamics under D.
Let B; denote the event of {f; = 21,, — 1 for some non-empty a; C [n]}. As discussed before,
for any a;, conditional on =B, or y, = +1, (24, Ay, ¥4, U:) are identical in all {D}|i € [n]}, and
therefore, also identical in D. We can only obtain information at rounds when B; A (y; = —1) occurs.
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In such rounds, we know that x; is always 0, f; is fully determined by history (possibly with external
randomness , which does not depend on data distribution), y; = —1 and ¥ is fully determined by A,
Uy = +1iff. Ay #0).

Therefore, conditional the history Hy—1 = (21, f1, A1, 91,91, - -y Tt—1, ft—1, D1, Y11, Jt—1)
before time ¢, we have

Dxr (P(xs, fo, Aty e, Gel Hi—1) IPi(we, fo, A, ye, e He-1))
=P(B; Ay; = —1)Dxn(P(A¢|Hy—1, By Ayy = —1)||Pi(A¢|Hy—1, By Aye = —1))
=6eP(B;)Dxr(P(A¢|Hy 1, By Ays = —1)||Pi(A|Hy—1, By Ay = —1)), (24)
where the last equality holds due to that y; ~ Rad(1 — 6¢) and does not depend on B;.

For any algorithm that can successfully identify ¢ under the data distribution D; with probability 3 1

for all i € [n], then Pp, (iou = i) > 3 and Pp, (iou = i) < 1 for all j # i. Recall that D; and D,
are very close when the mixture parameter pis small. Comblmng with Eq (21), we have

|Pi(i0ut = Z) - Pj (iout = Z)|

> |PD.L (iout = Z) - PDj (iout = Z)’ - |PD.L (iout = Z) - Pi(iout = Z)| - ‘P’Dj (iout = 7/) - Pj(iout = 7/)}

—_

1

1

>Z
2

] =

Then we have the total variation distance between P; and P

1

TV(P'“PJ) Z |Pi(iout - Z) - Pj<iout — Z)‘ Z Z (25)

Then we have
Eimtnit(n)) [TV (P, Pty moan)] < 4Eimumit((n)) [TV (Pi, P)]

<2E; [DKL (P|P,)] (Pinsker’s ineq)

=2E; ZDKL (e, fo, Aryye, Ye [ He—1) | Pile, foo Avy ye, Ye| Hi— 1))] (Chain rule)
T

<126E; | > P(By)Dxu(P(A|Hy 1, By Ay = —1)|[Pi(A|Hy 1, By Ay = —1))

t=1

(Apply Eq (24))

T
12¢ — _
< ZP(Bt) ZDKL(P(A”HtflvBt ANy = =1)||P;(A¢|Hi—1, Be Ny = —1))

12¢ _
=—E, . .-p 1(B) | D Dkn(Plas)|[Pe(ar) + > Dir(P(ar)||Pg(ar))

t=1 1i€ag itigay

12¢ 1
SE,m | . | 2o ( w1 e )+2p> + ) ok || (apply Ea(22).23)

[ t:1(By)=1 \@i€ay ii¢ay

S—Zlog , )+2np+1)

12T€ 10g(16n2/€) + 2)
n

Combining with Eq (25), we have that there exists a universal constant ¢ such that 7" > W%)HE)] .
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