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ABSTRACT

We study the problem of learning hierarchical polynomials over the standard
Gaussian distribution with three-layer neural networks. We specifically consider
target functions of the form » = g o p where p : RY — R is a degree k polyno-
mial and g : R — R is a degree g polynomial. This function class generalizes the
single-index model, which corresponds to k£ = 1, and is a natural class of functions
possessing an underlying hierarchical structure. Our main result shows that for a
large subclass of degree k polynomials p, a three-layer neural network trained via
layerwise gradient descent on the square loss learns the target i up to vanishing

test error in 5(dk) samples and polynomial time. This is a strict improvement

over kernel methods, which require ©(d*?) samples, as well as existing guaran-
tees for two-layer networks, which require the target function to be low-rank. Our
result also generalizes prior works on three-layer neural networks, which were
restricted to the case of p being a quadratic. When p is indeed a quadratic, we

achieve the information-theoretically optimal sample complexity O(d?), which is
an improvement over prior work (Nichani et al., 2023) requiring a sample size of

©(d*). Our proof proceeds by showing that during the initial stage of training

the network performs feature learning to recover the feature p with 5(dk ) sam-
ples. This work demonstrates the ability of three-layer neural networks to learn
complex features and as a result, learn a broad class of hierarchical functions.

1 INTRODUCTION

Deep neural networks have demonstrated impressive empirical successes across a wide range of
domains. This improved accuracy and the effectiveness of the modern pretraining and finetuning
paradigm is often attributed to the ability of neural networks to efficiently learn input features from
data. On “real-world” learning problems posited to be hierarchical in nature, conventional wisdom is
that neural networks first learn salient input features to more efficiently learn hierarchical functions
depending on these features. This feature learning capability is hypothesized to be a key advantage
of neural networks over fixed-feature approaches such as kernel methods (Wei et al., 2020; Allen-
Zhu & Li, 2020b; Bai & Lee, 2020).

Recent theoretical work has sought to formalize this notion of a hierarchical function and understand
the process by which neural networks learn features. These works specifically study which classes
of hierarchical functions can be efficiently learned via gradient descent on a neural network, with a
sample complexity improvement over kernel methods or shallower networks that cannot utilize the
hierarchical structure. The most common such example is the multi-index model, in which the target
f* depends solely on the projection of the data onto a low-rank subspace, i.e f*(z) = g(Uz) for a
projection matrix U € R”*? and unknown link function g : R” — RR. Here, a hierarchical learning
process simply needs to extract the hidden subspace U and learn the r-dimensional function g. Prior
work (Abbe et al., 2022; 2023; Damian et al., 2022; Bietti et al., 2022) shows that two-layer neural
networks trained via gradient descent indeed learn the low-dimensional feature Ux, and thus learn
multi-index models with an improved sample complexity over kernel methods.

Beyond the multi-index model, there is growing work on the ability of deeper neural networks
to learn more general classes of hierarchical functions. (Safran & Lee, 2022; Ren et al., 2023;
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Nichani et al., 2023) show that three-layer networks trained with variants of gradient descent can
learn hierarchical targets of the form i = gop, where p is a simple nonlinear feature such as the norm
p(x) = ||z||2 or a quadratic p(x) = x " Ax. However, it remains an open question to understand
whether neural networks can more efficiently learn a broader class of hierarchical functions.

1.1 OUR RESULTS

In this work, we study the problem of learning hierarchical polynomials over the standard d-
dimensional Gaussian distribution. Specifically, we consider learning the target function h : R? —
R, where & is equipped with the hierarchical structure &~ = ¢ o p for polynomials ¢ : R — R
and p : R? — R of degree ¢ and k respectively. This class of functions is a generalization of the
single-index model, which corresponds to k = 1.

Our main result, Theorem 1, is that for a large class of degree k£ polynomials p, a three-layer neural
network trained via layer-wise gradient descent can efficiently learn the hierarchical polynomial

h=gopin 6(dk ) samples. Crucially, this sample complexity is a significant improvement over

learning h via a kernel method, which requires 2(d9*) samples (Ghorbani et al., 2021). Our high
level insight is that the sample complexity of learning g o p is the same as that of learning the feature
p, as p can be extracted from the low degree terms of g op. Since neural networks learn in increasing
complexity (Abbe et al., 2022; 2023; Xu, 2020), such learning process is easily implemented by GD
on a three-layer neural network. We verify this insight both theoretically via our layerwise training
procedure (Algorithm 1) and empirically via simulations in Section A.

Our proof proceeds by showing that during the initial stage of training the network implements
kernel regression in d-dimensions to learn the feature p even though it only sees g o p, and in the
next stage implements 1D kernel regression to fit the link function g. This feature learning during
the initial stage relies on showing that the low-frequency component of the target function g o p is
approximately proportional to the feature p, by the “approximate Stein’s Lemma” stated in Lemma 2,
which is our main technical contribution. This demonstrates that three-layer networks trained with
gradient descent, unlike kernel methods, do allow for adaptivity and thus the ability to learn features.

1.2 RELATED WORKS

Kernel Methods. Initial learning guarantees for neural networks relied on the Neural Tangent
Kernel (NTK) approach, which couples GD dynamics to those of the network’s linearization about
the initialization (Jacot et al., 2018; Soltanolkotabi et al., 2018; Du et al., 2018; Chizat et al., 2019).
However, the NTK theory fails to capture the success of neural networks in practice (Arora et al.,
2019; Lee et al., 2020; E et al., 2020). Furthermore, Ghorbani et al. (2021) presents a lower bound

showing that for data uniform on the sphere, the NTK requires Q(d*) samples to learn any degree
k polynomial in d dimensions. Crucially, networks in the kernel regime cannot learn features (Yang
& Hu, 2021), and hence cannot adapt to low-dimensional structure. An important question is thus
to understand how neural networks are able to adapt to underlying structures in the target function
and learn salient features, which allow for improved generalization over kernel methods.

Two-layer Neural Networks. Recent work has studied the ability of two-layer neural networks to
learn features and as a consequence learn hierarchical functions with a sample complexity improve-
ment over kernel methods. For isotropic data, two-layer neural networks are capable of efficiently
learning multi-index models, i.e. functions of the form f*(x) = g(Uxz). Specifically, for Gaussian
covariates, Damian et al. (2022); Abbe et al. (2023); Dandi et al. (2023) show that two-layer neu-
ral networks learn low-rank polynomials with a sample complexity whose dimension dependence
does not scale with the degree of the polynomial, and Bietti et al. (2022); Ba et al. (2022) show
two-layer networks efficiently learn single-index models. For data uniform on the hypercube, Abbe
et al. (2022) shows learnability of a special class of sparse boolean functions in O(d) steps of SGD.
These prior works rely on layerwise training procedures which learn the relevant subspace in the first
stage, and fit the link function g in the second stage. Relatedly, fully connected networks trained
via gradient descent on standard image classification tasks have been shown to learn such relevant
low-rank features (Lee et al., 2007; Radhakrishnan et al., 2022).

Three-layer Neural Networks. Prior work has also shown that three-layer neural networks can
learn certain classes of hierarchical functions. Chen et al. (2020) shows that three-layer networks can
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more efficiently learn low-rank polynomials by decomposing the function 2” as (27/2)2. Allen-Zhu
et al. (2019) uses a modified version of GD to improperly learn a class of three-layer networks via
a second-order variant of the NTK. Safran & Lee (2022) shows that certain ball indicator functions
of the form 1), > are efficiently learnable via GD on a three-layer network. They accompany this
with a lower bound showing that such targets are not even approximatable by polynomially-sized
two-layer networks. Ren et al. (2023) shows that a multi-layer mean-field network can learn the
target ReLU(1 — ||x||). Our work considers a broader class of hierarchical functions and features.

Our work is most similar to Allen-Zhu & Li (2019; 2020a); Nichani et al. (2023). Allen-Zhu &
Li (2019) considers learning target functions of the form p + ag o p with a three-layer residual
network similar our architecture (1). They consider a similar hierarchical learning procedure where
the first layer learns p while the second learns g. However Allen-Zhu & Li (2019) can only learn
the target up to O(a*) error, while our analysis shows learnability of targets of the form g o p,
corresponding to &« = (1), up to 04(1) error. Allen-Zhu & Li (2020a) shows that a deeper network
with quadratic activations learns a similar class of hierarchical functions up to arbitrarily small error,
but crucially requires « to be 04(1). We remark that our results do require Gaussianity of the input
distribution, while Allen-Zhu & Li (2019; 2020a) hold for a more general class of data distributions.
Nichani et al. (2023) shows that a three-layer network trained with layerwise GD, where the first
stage consists of a single gradient step, efficiently learns the hierarchical function g o p when p is a
quadratic, with width and sample complexity ©(d*). Our Theorem 1 extends this result to the case
where p is a degree k polynomial. Furthermore, when p is quadratic, Corollary 1 shows that our
algorithm only requires a width and sample complexity of ©(d?), which matches the information-
theoretic lower bound. Our sample complexity improvement for quadratic features relies on showing
that running gradient descent for multiple steps can more efficiently extract the feature p during
the feature learning stage. Furthermore, the extension to degree k polynomial features relies on a
generalization of the approximate Stein’s lemma, a key technical innovation of our work.

1.3 NOTATIONS

Welet ), denote the sum over increasing sequences (i1, ...iz),ie >, ;,..o; - Weuse X SV

to denote X < CY for some absolute positive constant C' and X > Y is defined analogously.
We use poly(z1,...,z2,) to denote a quantity that depends on z1, ..., z, polynomially. We also
use the standard big-O notations: O(-), O(-) and €(-) to only hide absolute positive constants. In

addition, we use O and () to hide higher-order terms, e.g., O((log d)(loglog d)?) = O(log d) and
O(dlogd) = O(d). Let a Ab = min(a, b), [k] = {1,2,...,k} for k € N. For a vector v, denote by
[vllp == (3, |vi|P)*/P the £P norm. When p = 2, we omit the subscript for simplicity. For a matrix
A, let || A and || A|| r be the spectral norm and Frobenius norm, respectively. We use Amax(+) and
Amin () to denote the maximal and the minimal eigenvalue of a real symmetric matrix. For a vector
w € R and k < R, we use wgk € R to denote the first k& coordinates of w and wsp to denote the
last R — k coordinates of w. That is to say, we can write w = (W<, Wsk)-

2 PRELIMINARIES

2.1 PROBLEM SETUP

Our aim is to learn the target function / : R? — R, where R? is the input domain equipped with the
standard normal distribution y := A(0, ;). We assume our target has a compositional structure,
that is to say, h = g o p for some g : R — R and p : R — R.

Assumption 1. p is a degree k polynomial with k > 2, and g is a degree q polynomial.
The degree of h is at most r := kq. We treat k, g as absolute constants, and hide constants that

depend only on k, g using big-O notation. We require the following mild regularity condition on the
coefficients of g.

Assumption 2. Denote g(2) = > <<, giz'. We assume sup; |g;| = O(1).

Three Layer Network. Our learner is a three-layer neural network with a bottleneck layer and
residual link. Let mq,mo be the two hidden layer widths, and o1 (-), o2(+) be two activation func-
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Figure 1: Three-layer network with bottleneck layer and residual link, defined in (1).

tions. The network, denoted by hy, is formally defined as follows:

ho(z) == gu,s,v(v) + cTaz(agu,s,V(CU) +0) = gu,s,v(z) + Z ¢i02(aigu,s, v (x) + b;) 0
i=1
gu,s,V(x) = ’LLTO'l(V$ + 8)

where a,b,c € R™2, u,s € R™ and V € R™*?, Here, the intermediate embedding Gu,s,v 15 a
two-layer neural network with input 2 and width m;, while the mapping g, s v +— hg is another
two-layer neural network with input dimension 1, width ms, and a residual connection. We let
0 := (a,b,c,u,s,V) be an aggregation of all the parameters. We remark that the bottleneck layer
and residual connection are similar to those in the ResNet architecture (He et al., 2016), as well as
architectures considered in prior theoretical work (Ren et al., 2023; Allen-Zhu & Li, 2019; 2020a).
See Figure 1 for a diagram of the network architecture.

The parameters 6(*) := (a(®), b0 (0 40) 50) (0)) are initialized as ¢(© = 0, u(® = 0,
ago) ~iig Unif{—1,1}, Sgo) ~iig N(0,1/2), and vgo) ~iia Unif{S?~1(1//2)}, the sphere of
radius 1/\@ where {vgo)}ie[ml] are the rows of V' (©). Furthermore, we will assume bz(.o) ~iid Ths
where 73, is a distribution with density g (). We make the following assumption on fip:

Assumption 3. 1,(t) > (|t| + 1)? for an absolute constant p > 0, and Ey.,,, [b%] < 1.

Remark 1. For example, we can choose 7, to be the Student’s ¢-distribution with a degree of free-
dom larger than 8. Student’s ¢-distribution has the probability density function (PDF) given by

oA

where v is the number of degrees of freedom and I' is the gamma function.

Training Algorithm. The network (1) is trained via layer-wise gradient descent with sample split-
ting. We generate two independent datasets Dy, D,, each of which has n independent samples

(x, h(x)) with 2 ~ ~. We denote L, (6) as the empirical square loss on D;, i.e
A 1 2
Lp,(0) == ~ > (ho(z) = h(@))*.
z€D;
In our training algorithm, we first train « via gradient descent for 7} steps on the empirical loss

Lp, (), then train ¢ via gradient descent for T} steps on Lp,(#). In the whole training process,
a,b, s,V are held fixed. The pseudocode for this training procedure is presented in Algorithm 1.

2.2 HERMITE POLYNOMIALS

Our main results depend on the definition of the Hermite polynomials. We briefly introduce key
properties of the Hermite polynomials here, and defer further details to Appendix E.1.

Definition 1 (1D Hermite polynomials). The k-th normalized probabilist’s Hermite polynomial,
hi : R — R, is the degree k polynomial defined as

dk:
(=1)"* F (@)
VEL pp(z)
where pg(x) = exp(—x?/2)/+/2m is the density of the standard Gaussian.

hi(x) = 2
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Algorithm 1 Layer-wise Training Algorithm

Input: Initialization #(), learning rate 7y, 7o, weight decay &1, &, time Ty, Tb.
fort=1,...,7T1 do R
u(t) < u(til) — nl(vuLDl (0(1571)) + glu(tfl))
0 <« (a0, O 0) 4 (1) 50) 1/(0)
end for
fort:T1+1,...,T1—|—112d0
C(t) < C(t_l) — nQ(chpz (e(t_l)) _|_ f2c(t_1))
0« (a0, O ®) (T 50) y(0)
end for
0 « O(T1+T2)

Qutput: 0.

The first such Hermite polynomials are

22 -1 2% — 3z
ho(z) = 1,h1(2) = 2z, ha(z) = W’hS(Z) = T,
Denote 8 = A(0, 1) to be the standard Gaussian in 1D. A key fact is that the normalized Hermite
polynomials form an orthonormal basis of L?(3); that is E,~[h;(x)hi(z)] = 0.

The multidimensional analogs of the Hermite polynomials are Hermite tensors:
Definition 2 (Hermite tensors). The k-th Hermite tensor in dimension d, He, : R% — (Rd)@“ ,1s
defined as

(—1)* VEu, ()

VE! N'y(x) ’

where /i, () = exp(—21|z||?)/(2m)%? is the density of the d-dimensional standard Gaussian.

Hey(x) =

The Hermite tensors form an orthonormal basis of L?(v); that is, for any f € L?(v), one can write
the Hermite expansion

flz) = Z(Ck(f),Hek(x» where  Ci(f) := Epr [f(z)Hep(2)] € (R,
k>0

As such, for any integer k£ > 0 we can define the projection operator Py, : L2() — L?(v) onto the
span of degree k Hermite polynomials as follows:

(Pif)(x) == (Ck(f), Heg()).

Furthermore, denote Py := > o, Pi and Py, := >, .. P; as the projection operators onto
the span of Hermite polynomials with degree no more than k, and degree less than k, respectively.

3 MAIN RESULTS

Our goal is to show that the network defined in (1) trained via Algorithm 1 can efficiently learn
hierarchical polynomials of the form h = g o p.

First, we consider a restricted class of degree k& polynomials for the hidden feature p. Consider p
with the following decomposition:

1 L
p(z) = i (; Aizbi(x)) : 3)

Assumption 4. The feature p can be written in the form (3). We make the following additional
assumptions on p:
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* There is a set of orthogonal vectors {v; j}icir] je(s] satisfying J; < k and ||v; ;| = 1,
such that 1;(x) only depends on v;':lx - IL.’E

» For each i, Pi; = ;. Equivalently, 1; lies in the span of degree k Hermite polynomials.
« E [wz(z)Q] =land E [p(x)Q] =1

* The \; are balanced, i.e sup; |\;| = O(1), and L = ©(d).

Remark 2. The first assumption tells us that each ¢/; depends on a different rank < % subspace, all of
which are orthogonal to each other. As a consequence of the rotation invariance of the Gaussian, the
quantities t; () are thus independent when we regard x as a random vector. The second assumption
requires p to be a degree k polynomial orthogonal to lower-degree polynomials, while the third is a
normalization condition. The final condition requires p to be sufficiently spread out, and depend on
many ;. Our results can easily be extended to any L = wgy(1), at the expense of a worse error floor.

Remark 3. Since Py1); = 1; for each i, we have Pyp = p. We can thus write p(z) as (A, Hey(z))
for some A € (R)®*. There are two important classes of A which satisfy Assumption 4:

First, let A be an orthogonally decomposable tensor

1 L
-7z (5er)

where (v;,v,;) = d;;. Using identities for the Hermite polynomials (Appendix E.1), one can rewrite
the feature p as

L
(Z)\ Hek ) = % <Z )\ihk(vjx)> ) )

p thus satisfies Assumption 4 with J; = 1 for all 4, assuming the regularity conditions hold.

Next, we show that Assumption 4 is met when p is a sum of sparse parities, i.e.,

L
1
-V (ZAi'”i’IQQ"'@vi’k)
=1

where (v, i, ,Viy ja) = 0i1i20j15,- I that case, the feature p can be rewritten as

1 L k
= — Ai{vi1 ® - @ v, Hep(x) ) )\ vh»,x>

For example, taking L = d/k and choosing v; j = ej(;—1)+;, the standard basis elements in R?, the
feature p becomes

p(z) = T/k: (Mz1@2 -+ T + Tpg1 -+ Tok + Ad/kTd—kt1 - Td)

and hence the name “sum of sparse parities.” This feature satisfies Assumption 4 with .J; = k for all
1, assuming that the regularity conditions hold.

We next require the following mild assumptions on the link function g and target h. The assumption
on h is purely for technical convenience and can be achieved by a simple pre-processing step. The
assumption on g, in the single-index model literature (Arous et al., 2021), is referred to as g having
an information exponent of 1.

Assumption 5. E,, [h(2)] = 0and B, xr0,1) [9'(2)] = ©(1).

Finally, we make the following assumption on the activation functions o1, 02:

Assumption 6. We assume o1 is a k degree polynomial. Denote o1(z) = ZO<1< & 0;2", we further
assume sup, |o;| = O(1) and |oy| = O(1). Also, set 02(z) = max{z, 0}, i.e., the ReLU activation.

With our assumptions in place, we are ready to state our main theorem.
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Theorem 1. Under the above assumptions, for any constant o € (0, 1), any my > d*+* and any
n = d*3%) set my = d®, Ty = poly(d,m1,n), To = poly(d,mi,ma,n), m = m,
Mo = m, & = di% and & = 2. Then, for any absolute constant § € (0, 1), with
probability at least 1 — § over the sampling of initialization and the sampling of training dataset

D1, Do, the estimator 0 output by Algorithm 1 satisfies
2 (]
g — h”w(w =0(d™).
Theorem 1 states that Algorithm 1 can learn the target h = gopinn = O (d*) samples, with widths
my = ©(d*), my = O(1). Up to log factors, this is the same sample complexity as directly learning

the feature p. On the other hand, kernel methods such as the NTK require n = (d*?) samples to
learn h, and are unable to take advantage of the underlying hierarchical structure.

A simple corollary of Theorem 1 follows when & = 2. In this case the feature p is a quadratic
polynomial and can be expressed as the following for some symmetric A € R?¥¢

p(z) = (A, zz’ — 1) = 2" Az — tr(A).
Taking tr(A) = 0, and noting that since A always has an eigendecomposition, Assumption 4 is
equivalent to [|Al| p = 1 and ||A],, = O(1/+/d), one obtains the following:

Corollary 1. Let h(z) = g(z" Az) where tr(A) = 0, ||A]|» = 1, and 1A, = O(1/V/d). Then
under the same setting of hyperparameters as Theorem 1, for any sample size n > d*T3%, with
probability at least 1 — § over the initialization and data, the estimator 0 satisfies

kg = Bl[3a(,, = OW@™).

Corollary 1 states that Algorithm 1 can learn the target g(x " Az) in O(d?) samples, which matches
the information-theoretically optimal sample complexity. This improves over the sample complexity
of the algorithm in Nichani et al. (2023) when g is a polynomial, which requires ©(d*) samples. See
Section 5.1 for discussion on why Algorithm 1 is able to obtain this sample complexity improvement.

4 PROOF SKETCH

The proof of Theorem 1 proceeds by analyzing each of the two stages of training. First, we show
that after the first stage, the network learns to extract the hidden feature p out (Section 4.1). Next,
we show that during the second stage, the network learns the link function g (Section 4.2).

4.1 STAGE 1: FEATURE LEARNING

The first stage of training is the feature learning stage. Here, the network learns to extract the degree
k polynomial feature so that the intermediate layer satisfies g, 5,7 ~ p (up to a scaling constant).

At initialization, the network satisfies hgy = gy s,1v. Thus during the first stage of training, the
network trains u to fit g,, s v to the target h. Since the activation oy is a degree k polynomial with
or = O(1), we can indeed prove that at the end of the first stage g, s,y Will learn to fit the best
degree k polynomial approximation to h, P<ih (Lemma 9). During the first stage the loss is convex
in u, and thus optimization and generalization can be handled via straightforward kernel arguments.
The following lemma formalizes the above argument, and shows that at the end of the first stage the
network learns to approximate P h.

Lemma 1. For any constant o € (0,1), any my > d*™ and any n > d*+3%, set Ty =
poly(n,mq,d), m = m and & = jk%. Then, for any absolute constant 6 € (0,1),
with probability at least 1 — § /2 over the initialization V, s and training data Dy, we have

2 A J—
||h’0(T1) _nghHL?('y) - O(d )
It thus suffices to analyze the quantity Py h. Our key technical result, and a main innovation of our

paper, is Lemma 2. It shows that the term P¢h is approximately equal to PR, and furthermore,
up to a scaling constant, Ph is approximately equal to the hidden feature p:
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Lemma 2. Under the previous assumptions, we have

|Peh = Eoono,n) [g/(z)]pupm — OdV?) and [P<khll 2y = O(d1/?)

A proof sketch of Lemma 2 is deferred to Section 4.3, with the full proof in Appendix B.

Combining Lemma 1 and Lemma 2, we obtain the performance after the first stage:

Corollary 2. Under the setting of hyperparameters in Theorem 1, for any constants ,6 € (0, 1),
with probability 1 — 0/2 over the initialization and the data D1, the network after time T satisfies

|hocr — Eznr(o,1) [Ql(z)}PHQLz(v) =0(d™ ).

Proofs for stage 1 are deferred to Appendix C.

4.2 STAGE 2: LEARNING THE LINK FUNCTION

After the first stage of training, g, s, is approximately equal to the true feature p up to a scaling
constant. The second stage of training uses this feature to learn the link function g. Specifically, the
second stage aims to fit the function g using the two-layer network z ~ z + ¢ o3 (az + b). Since
only c is trained during stage 2, the network is a random feature model and the loss is convex in c.

Our main lemma for stage 2 shows that there exists ¢* with low norm such that the parameter vector
0 := (a9, ¢ uT) 50 V() satisfies hg- ~ h. Let p be an arbitrary degree k polynomial
satisfying ||ﬁ —E.n01) l9'(2)] p||12(7) = O((log d)"/?d~*) (and recall that after stage 1, g, s.v
satisfies this condition with high probability). The main lemma is the following.

Lemma 3. Ler m = d®. With probability at least 1 — §/4 over the sampling of a, b, there exists
some c* such that ||c*|| oo = O((log d)*PT9d=*) and

2

L(6*) = = O((log d)r/2+2k(p+q)d—a)

px)+ Y cfolap(x) + b;) — h(z)
i=1 L2(y)

Since the regularized loss is strongly convex in ¢, GD converges linearly to some 6 with ﬁg(é) <
Lo(0*) and ||¢||, < ||c*||5. Finally, we invoke standard kernel Rademacher arguments to show that,

since the link function g is one-dimensional, n = 5(1) sample suffice for generalization in this
stage. Combining everything yields Theorem 1. Proofs for stage 2 are deferred to Appendix D.

4.3 THE APPROXIMATE STEIN’S LEMMA

To conclude the full proof of Theorem 1, it suffices to prove Lemma 2. Lemma 2 can be inter-
preted as an approximate version of Stein’s lemma, generalizing the result in Nichani et al. (2023)
to polynomials of degree k£ > 2. To understand this intuition, we first recall Stein’s lemma:

Lemma 4 (Stein’s Lemma). Forany g : R — R and g € C?, one has
E.nr0)[29(2)] = E.onvo,n 9" (2)]-

Recall that the feature is of the form p(z) = \% Zle Aith;(z). Since each 1); depends only on the

projection of = onto {v; 1, ..., v; j, }, and these vectors are orthonormal, the individual terms 1); (x)
are independent random variables. Furthermore they satisfy E[+;(x)] = 0 and E[1);(x)?] = 1. Since
L = ©(d), the Central Limit Theorem tells us that in the d — oo limit

L L
I ;/\iwi —a N(0,1)

when the \; are balanced. The distribution of the feature p is thus “close” to a Gaussian. As a
consequence, one expects that

Eorr [p(2)g(p(2))] = E.on0,1)[29(2)] = Eoonvo,)lg’ (2)]- )
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Next, let ¢ be another degree k polynomial such that [|g|| >,y = 1 and (p, ¢) .2(,) = 0. For most g,

we can expect that (p, q) is approximately jointly Gaussian. In this case, p and ¢ are approximately
independent due to (p, q) 12(,) = 0, and as a consequence

Eonrn[a(2)9(p(2))] = Egnry[q(2)] Exnry[g(p(2))] = 0. (6)
(5) and (6) imply that the degree k£ polynomial g o p has maximum correlation with is p, and thus

Pr(gop) = E.onold (2)]p.

Similarly, if ¢ is a degree < k polynomial, then since Pyp = p one has (p, q)12(,) = 0. Again, we
can expect that p, ¢ are approximately independent, which implies that (h, ¢) 12(,) =~ 0.

We remark that the preceding heuristic argument, and in particular the claim that p and ¢ are ap-
proximately independent, is simply to provide intuition for Lemma 2. The full proof of Lemma 2,
provided in Appendix B, proceeds by expanding the polynomial g o p into sums of products of
monomials, and carefully analyzes the degree k projection of each of the terms.

5 DISCUSSION
5.1 COMPARISON TO NICHANI ET AL. (2023)

In the case where £ = 2 and the feature is a quadratic, Corollary 1 tells us that Algorithm 1 re-
quires O(d?) samples to learn h, which matches the information-theoretic lower bound. This is an
improvement over Nichani et al. (2023), which requires ©(d*) samples.

The key to this sample complexity improvement is that our algorithm runs GD for many steps
during the first stage to completely extract the feature p(x), whereas the first stage in Nichani
et al. (2023) takes a single large gradient step, which can only weakly recover the true feature.
Specifically, Nichani et al. (2023) considers three-layer neural networks of the form hy(z) =
a'oy(Waoy (V) + b), and shows that after the first large step of GD on the population loss, the
network satisfies w; o1 (Vx) ~ d~2p(z). As a consequence, due to standard 1/+/n concentration,

n = Q(d*) samples are needed to concentrate this term and recover the true feature.

On the other hand, the first stage of Algorithm 1 directly fits the best degree 2 polynomial to the
target. It thus suffices to uniformly concentrate the loss landscape, which only requires O(d?)
samples as the learner is fitting a quadratic. Running GD for many steps is thus key to obtaining this
optimal sample complexity. We remark that Nichani et al. (2023) handles a slightly larger class of
link functions g (1-Lipschitz functions) and activations ¢ (nonzero second Hermite coefficient).

5.2 LAYERWISE GRADIENT DESCENT ON THREE-LAYER NETWORKS

Algorithm 1 takes advantage of the underlying hierarchical structure in & to learn in (:)(dk) samples.

Regular kernel methods, however, cannot utilize this hierarchical structure, and thus require (:)(qu)
samples to learn h up to vanishing error. Each stage of Algorithm 1 implements a kernel method:

stage 1 uses kernel regression to learn p in (’3((1’“) samples, while stage 2 uses kernel regression to

learn g in O(1) samples. Crucially, however, our overall algorithm is not a kernel method, and can
learn hierarchical functions with a significantly improved sample complexity over naively using a
single kernel method to learn the entire function. It is a fascinating question to understand which
other tasks can be learned more efficiently via such layerwise GD. While Algorithm 1 is layerwise,
and thus amenable to analysis, it still reflects the ability of three-layer networks in practice to learn
hierarchical targets; see Appendix A for experiments with more standard training procedures.

5.3 FUTURE WORK

In this work, we showed that three-layer neural networks are able to efficiently learn hierarchical
polynomials of the form h = g o p, for a large class of degree k& polynomials p. An interesting
direction is to understand whether our results can be generalized to all degree k polynomials. We
conjecture that our results should still hold as long as p is homogeneous and close in distribution
to a Gaussian, which should be true for more general tensors A. Additionally, the target functions
we consider depend on only a single hidden feature p. It is interesting to understand whether deep
networks can efficiently learn targets that depend on multiple features, i.e. of the form h(z) =
g(p1(x),...,pr(x)) for some g : RF — R.
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A  EXPERIMENTS

We empirically verify Theorem 1, and demonstrate that three-layer neural networks indeed learn
hierarchical polynomials g o p by learning to extract the feature p.

Our experimental setup is as follows. The target feature is of the form h = g o p, p(z) =
25:1 Aihs(z;), where the \; are drawn i.i.d from {:I:%} uniformly, and the link function is

g(z) = Cy4z3, where Cy is a normalizing constant chosen so E,[h(z)?] = 1. Our architecture
is the same ResNet-like architecture defined in (1), with activations o (z) = 2% and o3 = ReLU.
We additionally use the uP initialization (Yang & Hu, 2021). For a chosen input dimension d and
sample size n, we choose hidden layer widths m; = d? and my = 1000. We optimize the empir-
ical square loss to convergence by simultaneously training all parameters (u, s, V, a, b, ¢) using the
Adam optimizer. We then compute the test loss of the learned predictor, as well as the correlation
between the “learned feature” (defined to be g,, s,v/) and the “true feature” p on these test points.

In Figure 2, we plot both the test loss and feature correlation as a function of n, for d €
{16,24, 32,40}. We observe that, across varying values of depth, roughly d* samples are needed to

13
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Figure 2: We train the ResNet architecture (1) to learn the hierarchical polynomial i = g o p when
the degree of p is k = 3. We observe that the network learns the true feature p, as measured by the
correlation between g, s,y and p (right panel of each figure). As a consequence, the network can

learn h in d samples (left panel of each figure).

learn h up to near zero test error. Additionally, we observe that as n grows past d>, the correlation
between the true feature and learned feature approaches 1. This demonstrates that the network is
indeed performing feature learning, and learns to fit p using g, s,y in order to learn the entire func-
tion. Overall, this demonstrates that our high-level insight that the sample complexity of learning
g o p is equal to the sample complexity of p, and that three-layer neural networks implement the
more efficient algorithm of learning to first extract p out of g o p, holds in the more realistic setting
where all parameters of the network are trained jointly.

Experimental Details. Our experiments were written in JAX (Bradbury et al., 2018) and run on a
single NVIDIA RTX A6000 GPU.

B PROOF OF LEMMA 2

B.1 RESULTS FOR GENERAL FEATURES

In this subsection, we will consider the following feature class

1 L
p(z) = N3 (; Ai%@))

Recall our assumptions on p:
Assumption 4. The feature p can be written in the form (3). We make the following additional
assumptions on p:

s There is a set of orthogonal vectors {v; j}ic|r] je[s,), Satisfying J; < k and ||Jv; ;|| = 1,
such that ;(x) only depends on vzlx, . ,UIL .

* For each i, Pyv; = ;. Equivalently, 1; lies in the span of degree k Hermite polynomials.
* E[¢i(2)?] =1and E [p(z)?] = 1.
* The \; are balanced, i.e sup; |\;| = O(1), and L = ©(d).

Next, recall that the link function g(2) = > <. <, gi7" satisfies sup; |g;| = O(1) by Assumption 2.
Denote h = g o p. Due to Assumption 5, we naturally have Poh = E,, [h(x)] = 0. Next, we will
prove the following two Lemmas, which directly implies Lemma 2.

14
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Lemma 5. Under all the assumptions above, we have
||th —E. a0, [gl(z)]pHLz(’y) =O(L™/?)
Lemma 6. Under all the assumptions above, for any 1 < m < k — 1 we have
1Pl g2y = O(LH2)

Proof of Lemma 5. Firstly, we will compute the Hermite degree k& components of p(z)", w > 2.
From the definition of Py and multinomial expansion theorem, we know

L

w 1 w! z z z z

Pr(p(x)*) = w2 Z/\ﬂ/fi(z)Po Z m/\ul At (@), ()%
i=1 2i22,q,51+Fzg=w—1,i; 7

1 w! )
* ka Z ﬁ/\l‘? . )\251/)“ (I)ZI o "/’iq (I)Z‘?
2 22,q,21++2q=w,i; 1---

(7
by expanding (\% (Z1g <L /\{(/JA%‘))) and computing the projection for each term. The key
observation that leads to (7) is the following:

Lemma 7. Let ¢1, ¢ € L%(v) be two functions such that ¢y lies in the span of degree k1 Hermite
polynomials and ¢ lies in the span of degree ko Hermite polynomials. That is to say, Py, i = ¢;
fori=1,2.

If ¢1,¢2 only depend on the projection of x onto subspaces Vi,V respectively, and V1,Vs are
orthogonal to each other, i.e V1V, = 0, then Py, 1, (¢102) = ¢1¢2.

Lemma 7 follows directly from the fact that the d-dimensional Hermite basis is formed from taking
products of the 1-dimensional Hermite basis elements.

In the above expansion, if there are two indices i;,72 each with exponent 1, then we get a
Vi, (#)i, () [ 155 ¥i; (#)* term. By Lemma 7, this term is a polynomial with Hermite degree
at least 2k. Equivalently

Pr 1/1“ 1/112 H wzj =0.
j=3
This is because v; () only depends on UZNC’ ol vZTJim and {v; j }i[r],je[s,] are orthogonal vectors.

Similarly, for terms of the form 1;, (z) [, ¥, (), we have that

Pr. d}’il (SIJ) H 1/%']» ($)Zj wh H 1/]2]

Jj=2 j=2
Altogether, this gives (7) above.

Let us firstly compute the Py terms in the above equation (7).

Case I.  Firstly consider the case that w is odd and w = 2s 4 1. Then we have

w! zZ1 Zq z z w!
> AT e @) @) = D AL (@) (2)?
z2i22,q,z21++zq=w—1,i;#i i 71
+ > S N N @) (@)

2i22,q<8,z1+ +zq=w—1,i;7#i

For the first term, we have

Po 2275)‘2 A ()2 s (2)? ] = Z—SAQ LR E [ ()% (2 ZA
ij?éz i]';é'l J#Z

®)
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For the second term, we count the number of monomials to get

Po Z ﬁ/\fll . )‘zzzwh (:C)Zl . ¢iq (x)z‘l

2i22,q<s, 214+ Fzg=w—Lyi;#i L

w!
<y
z1l . zg!

2;22,q<s,z1++zqg=w—1,i;#i
= 2
~
2;22,q<s,z1++zq=w—1,i;#i
s—1
<L

NS N [, (2)* L, ()]

)

z1 Zq
AL

1q

In the second inequality, we use Gaussian hypercontractivity, Lemma 31.

Combining equation (8) and (9) together, and noticing that

ZA%...)\?S—ZA%...A?S <3A§ZA§1. A2 <ot

iy i iﬁéi
which can help us substitute Y-, A7, ... A7 for 35, ;A7 ... A7, we can have
(S anor 5 Lx& N () v, (o)
L\ ' 2 322,q,21 4+ zg=w—1,ij i ali.glmm e o

L
1 w!
=2 | 3 Z A2 A2 (Z i () (1 + Ki)>
ij i=1
where sup, |K;| < 1/L.

Case II. Secondly we will consider the case that w is even and denote w = 2s. In that case, we
observe that

|
w: z
> S N @) )
2i22,q, 21+ +zg=w—1,i;7#1 Lo

w! z
= > SR TN ()7 ()
232,q<s, 1t b zg=mw—1i#i L

By a similar argument like equation (9),

|
sup 3 'L')\fll TR [ (0)7 L, ()] | S L

IsishL 222,q<s, 214+ Fzg=w—1,i;#i

Therefore, we have the following bound for the P, terms in our equation (7).

L
1 w z z
Tz | 2 Aivi(@)Po > ST A @7 @)
=1

2i22,q,21++zg=w—1,i;#i

L
= ANKi(x)
i=1
where sup, | K;| < 1/L.
Then let us compute the Py, terms. Firstly, we divide the monomials into two groups
’LU' z Zq z z,
> ﬁAZ;...Aiquh(x) Lo, ()

. 221! ..
2i22,q,214+zqg=w,i;

w! w!

- 3 TN A @) e @) Y oA AR (@)

Czlzg
2;22,2q<w, 21+ +24=w,i; 2q=w,i;
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For the first group, we have the following

2
P Lvl Arpi, ()7, ()
2i22,20<w sz, L2()
2
zZ
< > ﬁ&?---Ai:wm“---wm
222,2q<w, 21+ zg=wyiy T L2(7)

2
< (wL)lv/21-1 > ﬁxg A ()P, ()
2;22,2q<w, 21+ Fzg=w,i; L L2(y)
< L2 [w/2]-2
In the second equality we use Gaussian hypercontractivity, Lemma 31.
For the second group, we have that
| 2 2
w:
P (Z ¥A§1 N ()2, (x)2> (23 N ()2, (;@2)
" L2(7) L2(v)

= (?) STS TP (O3 N (@), (2)2) P (A A ()2 (2)%)) L2y

W g

| 2
_ (;”) S Pl X (@) (@)2) P (A A2 g, ()2

g {iy N{}#2

2
w! 272s—1 2 2
< (25) s°L Sgp Hpk (/\z‘l ~--)‘iswi1( ) i (x )HLZ(,.Y
5 Lw—l

From the second line to the third line, we use the fact that if {i;}({j;} = &, then
P (A7 AL i (@)% 4y, (2)7) and Pr, (A3 .. A3 5, (2)° . .4y, (2)?) are two independent
mean-zero random variables. Also, the third line to the fourth line is just counting the number
of pairs of tuples with nonempty intersections. The fourth line to the fifth line is using gaussian
hypercontractivity, Lemma 31, to bound the moments.

In a word, we have derived for any k£ > 2, and any w > 2 that

1 U) z Zq z z —
T P > ﬁklj N ()P, (1) = O(L7/?)
zi22,q,21++zg=w,i; L2(y)

Sum up all the derivations above, and we get the following conclusion.

Lemma 8. Given k > 2

e Whenw = 2s+ 1 with s > 1, we have

Pr(p(2)")

—25L'S fol...xi p(x) =O(L™Y?)

e When w = 2s with s > 1, we have

1P (P(2)) L2y = O(L~'7?)
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Recall our g(z) = ZO< i<q g:z'. After the projection, the feature that we get is approximately
(ZS o= (25 + 1)1 gas 41 (Z% Mo )‘125)) p. Precisely speaking, we have

1
Prh — Z O (25 + D)least1 Z)\?l ,,,)\i P — O(L*l/Q) (10)
’ Y L2(y)

Let’s recall Y, A? = L, so that informally speaking, we expect p(z) ~ N(0,1) in a limiting sense
due to central limit theorem when L is large and \; are somehow balanced. Again, from the main
text, it is tempting to conjecture some kind of approximated Stein’s Lemma like

Pr(gop) = E.ono1) 9 (2)]p

Now we will verify this is indeed right. In our case, the derivative of g is ¢’ (2) = g1 +2g22+3g322+
-+ +qgqz?7!, and we can compute that E.. xr(0.1) [¢/(2)] = 3. g2s+1(2s + 1)!1. Furthermore, we
have

(ZV) O(L*Y) + o Z)\

And as a direct consequence, we have

(25 + Dlgacrs | D AL AL | = 25+ 1)lgasss + O(L7Y)

25

1
2sLs

Simply plugging the above equation in equation (10), we get our final result. O

Proof of Lemma 6. Firstly, we compute the hermite degree m components of p(z)™, w > 2. From
the definition of P,,, and multinomial theorem, we know

w 1 w! Z1 Zq z z
,Pm(p(‘r) ) = mpm Z le ])‘11 )‘qu/hl(x) 1"‘wiq(x) !
zi22,q,z1++H2g=w,i;

by expanding ( (21 <i<r Aiti (z ))) and computing the projection for each term. In the above

expansion, if there is one index 7; with exponent 1, then we get a 1;, () [[ ;5 ¥, (¥)* term. By
Lemma 7, this term is a polynomial with Hermite degree at least k. As a result,

P | i () [] v, () | =0.

=2
This is because ; (x) only depends on vile, ce viTJi x and {v; j }ie[r),je]s,] are orthogonal vectors.
Firstly, notice that
w! z
Y N ) )

2i22,q,214+zqg=w,i;

! !
- 2 NN @7, @) YD L ()2

|
S99 _ ‘_Zl....Zq Qe
2i22,2q<w, 21+ +24=w,1; q=w,i;
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For the first term, we have the following estimation

2
P w! pN )\Zq . z1 . Zq
- o i (2)7 oy, (2)
2i22,2q<w, 21+ +zg=w,i; L L2(v)
2
z,
< > ﬁ&? N (@) ()
222.2q<w 2+ Azg=wyi; T £2(7)
2
w/2]—1 z Z z z
< /2] Z ﬁ/\“1...,\icjwil(a;)1...wiq(x)q ]
2i22,2q<w,z1++zq=w,i; L2

5 d2[w/2172

From the third line to the fourth line we use Gaussian hypercontractivity, Lemma 31 in Appendix
E.2 to bound the high order moments of hermite polynomials. And for the second term, we only
need to consider the case that w = 2s is even. In that case,

2
| |
Pon (Z SN X (@), (ﬁ) > P (7;4&% N @) Y, W)

- (;‘") SN P (NN i (2)2 i, (2)2) P (A, A2 0, ()7, (2)°) ) 12

g

2

L2(v) L2(v)

N 2
= <;U > (P (A2 A2 4 ()2 i, (2)2) P (N2 A2 4, (2)2 4y, (2)2)) 2y
g iy a1} #9

Ssup [Py (A - A7 0, (@)% b, (0)) [y
1]
Sldwfl

From the second line to the third line, we use the fact that if {i;}({ji} = &, then

P (A - A2 iy (2)% . i (2)?) and Py, (A3 ... A2 4y, (2)? ... 1pj, (2)?) are two independent
mean-zero random variables. From the third line to the fourth line, we are just counting the number
of pairs of tuples with nonempty intersection which is O(d?*~1).

In a word, we have derived that

71 z %q z z _
Lw/?Pm Z ﬁ)\zf "'/\iq wzl(x) 1 wlq(.]j) q — O(L 1/2)
2i22,q,21+ +2¢=W,1; L)
Write g(z) = Zogigq g;2" and sum over all the terms, and we get the desired result. O

B.2 SPECIAL CASES

Orthogonal Decomposable Tensors. Firstly, we will consider the case that p(z) := (A, Heg(z))
and A is an orthogonal decomposable tensor

1 L
-7z (2er)

where (v;,v;) = d;;. Using identities for the Hermite polynomials (Appendix E.1), one can rewrite

the feature as
1 L
AP Hep(z)) | = —= Nihg (0] z
= (S maten) = J (spmcr)

This kind of feature satisfies Assumption 4 with J; = 1 for all ¢, if we further assume the regularity
conditions sup; [A\;| = O(1) and >_, A\? =
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Sum of Sparse Parities. Secondly, we will consider the case that

L
1

where (vs, j,, Vi, j») = 0i14,0515,- In that case, our feature can be rewritten as

k

1 L 1 L
pz) = VI (; Aifvi ®"'®U1»ka€k(x)>> ~Vi ;/\1 H<vi,j7x>

j=1

This kind of feature also satisfies Assumption 4 with J; = k for all 4, if we further assume the
regularity conditions sup; |\;| = O(1) and }_, A\? = L.
For a concrete example, when v; ; = ej(;_1)4; and L = d/k,
1
p(x) = m (Mz1@2 @+ 4 AgkTd—kt1 - - - Ta)

and hence the name “sum of sparse parities”.

C PROOF OF LEMMA 1

The goal in this appendix is to prove Lemma 1, which is restated below:

Lemma 1. For any constant « € (0,1), any my > dFT and any n = dF3e ser Ty =
poly(n,my,d), m = m and & = jk% Then, for any absolute constant 6 € (0,1),
with probability at least 1 — 6 /2 over the initialization V, s and training data D1, we have

lhocr = Perhll7a(yy = O(d™®).
Proof Outline. Throughout the first stage of Algorithm 1, ¢ remains at 0. Consequently, during
this stage, the network is given by
Gusv(@) =uloy(Va +s)

where o is a degree k polynomial. Given that V, s is kept constant and only w is trained, the network
is equivalent to a random feature model with the random feature o1 (Vz + s).

The proof proceeds in three steps:

* First, we show that there exists ©* such that g, sy approximates Pyh, the degree k com-
ponent of the target.

* Next, we leverage strong convexity of the empirical loss minimization problem to show
that GD can find an approximate global minimizer in polynomial time.

* Finally, we invoke a kernel Rademacher complexity argument to bound the test perfor-
mance.

In this section, we may use o(+) to refer o (+), and m to refer m; due to notation simplicity.

C.1 APPROXIMATION

First, we show that when o is a k degree polynomial, the random feature model can and only can
approximate the degree < k part of the target function.

Lemma 9. For any u € R™, we have the following equality for any function h € L*(R%,~)
2 2 2
9u.sv — h”m(w = llgu.s,v — Pékh“L2(7) + [[P<rh — h”m(fy)

Remark 4. From Lemma 9, we can see when we try to approximate h using g,, s/, we are actually
trying our best to approximate P h. That is to say,

. 2 . 2
argmin ||gu,s,v — hll7, ) = argmin ||gu,s,v — P<rhllz, )
u u
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Proof. By a direct computation, we have

2
19w, = Rl 720y) = |[u o (Ve +s) = > (Hj, Hej(x))
g 12(%)
2 2
= |u"o(Va+s) = > (Hj, Hej(x)) +| Y (Hj, Hej(x)
Isk L2(y) 7R L2()
= [|gu,s,v — Péth;(y) + [l — Pékh”;(w 1)

where H; = E, [h(z)He;(z)]. Here we use the hermite expansion which we state in Appendix
E.1.

We next show that P, h can be expressed by an infinite-width network by the following three lem-
mas.

Lemma 10. There exists f : S*' — R such that
B, [f(v)hi (v 2)] = (Pph)(z) and  E,[f(v)’] = O(d").

where v obeys the uniform distribution on S~ ".

Proof. Recall that (Ph)(z) can be represented as (A, Hey(z)) for some symmetric tensor A €
(R?)®* Furthermore, observing that

E, [f(v)hi(v 2)] = (B, [f(v)0®*], Hex(x))
by Lemma 28, it suffices to solve for u(-) such that E,[f(v)v®*] = A.
Let Vec : (R?)®F — R%" be the unfolding operator. We claim that one solution for f is
f(v) = Vec(v®*)T (E, Vec(v®") Vec(v®k)T)T Vec(A).
First, by Corollary 42 in Damian et al. (2022), we have
Egnry [Vec(z®%) Vee(z®*) T] = kMg e gay, (12)

yvhere Hgym# (ray is the projection operator onto symmetric & tensors. Since A is symmetric, we
indeed see that

Vec (E, [f(v)v®"]) = E, Vec(v®") Vec(v®F)T (E, Vec(v®*) Ve(?(v@)k)—'—)Jr Vec(A) = Vec(A).
Plugging this back to E,, [f(v)?] and applying the Cauchy inequality, we get
Ey [£(0)%] < Amax ( (B, Vee(™) Vee(w™) 7)) || Vec(4)]* (13)

Therefore, to estimate the L2 norm of f(v) we only need to look at the spectrum of the matrix above.

For X ~ N §O, 1), it is clear that Y Z shares the same distribution with X, where Y ~ x(d) and
Z ~ Unif(S%~1) and Y, Z are independent. Therefore,

Ex [Vec(X®%) Vee(X®¥)T] = Ey [Y?*] Ez [Vee(Z%%) Vec(Z¥%)T] < d* Ey [Vee(Z9%) Vec(Z¥%)T]

due to Lemma 44 in Damian et al. (2022). Furthermore, we get
Amax ((EX [Vec(X®*) Vec(X®F) ] )T) < 7 by equation (12). Plugging this back to equation
(13), we will have

E, [7(0)?] < ¥ Vec(A)|? £ d*,

where we used the fact that || Vec(A)|13 = [|A[|%. = E [(Prh)(z)?] = O(1). O
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Lemma 11. Let s ~ N(0,1). Then, there exists w : R — R with Es[w(s)?] = O(1) and

E, {w(s)a (Z\;)} — (2).

Proof. One has the following Hermite addition formula:

i

hy (ij;) —oi2y G)l/ghi_j(s)hj(z).

=0

Thus writing o(2) = >, cihi(2), we have

o (}) Y e ”2( ) RIS

120 j=0
k N
=D _hi(2) > a2 ( ) hij(s).
7>0 i J

Define wy, . . . , wi, recursively by

Wo = C;12k/2

= bt i — i\ 12
w; = —ck12k/2( ) ZCkJr g~ (kti— J)/Q( +j j) w; | .
1=0

J

As a consequence, for 7 > 1, we have

J 1/2
k _
0= E Chpi 27 (- J)/2< +i J) wj.

Z
Therefore for all 0 < j < k — 1, we have

—j 1/2
Z —(i+4)/2 (Z+J) w,

=0

k 1/2
Z 1/2( ) Wi

Setting w(s) = Zf:o w;h;i(s), we thus have that
1/2

k .
e [wior (2] - zh o e () s
P J
k ' i 1/2
=27 /ckwohk +Zh 20122/2<j) Wi—j

§>0 i=j
= hi (Z)a

as desired. Since we regard k as a constant, and we have sup, |¢;| = O(1) and ¢, = ©(1) due to

Assumption 6, the norm bound follows. O

Lemma 12. There exists u : S%! x R — R such that

o [uw, 5o (Tj; )} — (Puh) () and By, [u(v, %] = O(d")
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Proof. By Lemma 11, we get E, [w(s)a (Z\'/%S)} = hy(z) for some E, [w(s)?] = O(1) and w(-)

is a k degree polynomial. Substitute z with v " 2, and then use Lemma 10, we have

vl +s
V2

Set u(v, s) = f(v)w(s). We next bound the L? norm of u(v, s) by the independence between v and

. E [u(v, 3)2] =E [f(v)Qw(s)Q] =E [f(v)z} E [w(s)Q] < dF

B [f0)uts)e (S22 ) | =B, [ T0) = P (e)

O

vTa:+s
V2

sphere and s sampled from A/(0, 1). This is equivalent with our feature o(v” z + s) in the main text,
with v uniformly sampled from the sphere of radius % and s sampled from N (0,1/2). We will use

T . . . . . .
the o (%\/%”) formulation in the remainder of the section without loss of generality.

Remark 5. In the above lemma, our feature is o ( ) with v uniformly sampled from the unit

Next, we show that we can use this infinite width construction to construct a finite-width network
that approximates Py h.

Lemma 13. For any absolute constant § € (0,1) and m € N, with probability at least 1 — §/8
over the sampling of V, s, there exists u* such that

2 _ " _
19ur v = PublZa(y = O(m'd*) and [[u* | = O(m™d*)
Remark 6. Due to Lemma 2 and utilizing the lemma above, we have

Igus s, — Peihll32y Sd~t +m~'d"
(v)

Proof of Lemma 13. We use Monte Carlo sampling to help us construct the u*. Let u(-,-) be
the function from Lemma 12, so that (Pyh)(z) = E, [u(v,s)a (“TL\/;S)} We sample © =
{vi, s;}1m, iid. and set u} ;== Zu(v;,s;). As such, one has that

2

i vl T+ 8,
= ulvgs)o (g) - (Pih)(@)

=1

(s (F232)) (s (7252

EoE, |gur s.v(2) — (Pxh) ()" = E.Ee

<

I
-
&
g
=
@

j=1
S —Eus [f(0)%w(s)*(1 + s°7)]
m
1
S—E, s [u(v,s)ﬂ
(14)
and
1 m
Ee | — Zu(vj, 5)°| =Eus [u(v, 8)2}
j=1
Therefore, from Markov inequality, we can derive that for any constant X > 0 we have
K 1
Peo (E |Gur s,v — th|2 > @(1)EE [u(v7s)2]> < 7 (15)
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and

1

1 m
Pg - Zu(vj, sj)2 >KE [u(v, 5)2] < 7

7j=1
for some ©(1). Setting 1/K = §/16, plugging in the bound on E [u(v, s)?] from Lemma 12 and
noting that [[u*||? = -5 Y™ u(v;, s;)? yields the desired result. O

Throughout the remainder of this section, we let ¢ = @(1)% E [u(v, 3)2] for notation simplicity

where the ©(1) is from equation (15). Since we see d, K as absolute constants, we have e; =
O(d* /m).

C.2 EMPIRICAL PERFORMANCE

Next, we focus on the concentration over the population loss given by

2
L(u) = ”gu,s,V - hHLz(,Y)

evaluated at the point v = w*, which is defined in our Lemma 13. Our primary tool for

this concentration is Corollary 3. For the sake of notational clarity, let us define ﬁ(u) =
% Yoy (Gus,v (i) — h(ati))2 to represent the empirical loss based on the initial dataset D .

Lemma 14. Under the setup and the results in Lemma 13, we will have with probability at least
1-46/4,

L(u") = L(u")

<

Sl-

Proof. By Corollary 3, for any 8 > 0, we have

P Ui(u*) ~ L(u¥)

> G\ Ve (e = 107)| < 2030 (00 min(s2, 57))
Moreover,

Var ((gu*,s,V - h)2) < Ew [(gu*,s,V(x) - h(x))ﬂ 5 (EL [(gu*,s,V(x) - h('x))ﬂ)
S (a +E [p@)?])" 51,

2

where the second inequality relies on Gaussian hypercontractivity (Lemma 31), and the final step
sets m > d*T< so that ¢; < 1. Plugging this back and choosing some 3 = ©(1) finishes the

~

proof. O

Observe that during the first stage of Algorithm 1, we are solving the following minimization prob-
lem:

. 1
min L(w) + 51 ||ul|” (16)

Since this problem is strongly convex and smooth, plain GD can converge to an approximate mini-
mizer exponentially fast. The next lemma bounds the time needed to obtain a small empirical loss:

Lemma 15. Set & = #4%. Forany €3 € (0,1), let Ty 2 m(logm)* log(m/ez). Then, when m,n
are larger than some absolute constant, with probability at least 1 — 35 /8, the predictor i := u(T)
satisfies

o _a 1
L(@) < €1+ ||h = Peghl| 7z, + Od )+0(M)Z=+e

R kta
and ||| < dT.
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Proof. If 4 is an es-minimizer of (16), then we have

VPN 1 ~ 7 * 1 * * 1 * 1
L(a) + 56 |al* < L") + 26t llu I +e2 < L(w*) + 26t llu I”+0(1)—= + e

vn
By choosing &; = dﬁ%, we get

m
kora

HU,H < €1 +d %+ ||h 'P<thL2(7) + — —|— €S <1

At the same time, we will also have

. Y 1
L(i) < e+ O(d) + }h ~ Pexhla) +O()

+ €2

It thus suffices to analyze the optimization problem (16).

Clearly, this convex optimization problem is at least 2-strongly convex. To estimate the time com-
plexity, we also need to estimate the smoothness of our optimization objective.

Lemma 16. With probability at least 1 — O(1/m),

VL) = Vi(u)|| 5 mllogm)* us — s

Proof. We calculate the gradient out

-k (15) ) (55

and then bound the Lipschitz constant of the gradient

S
(E )

i=1
Using Corollary 3, we have the following concentration inequality for any 8 > 1

2 2 2
n v, xz—i—s olz+s; vlx+s;
P 1 E 2 ) R, 0| 222 > 6—1 Var | o | 22 < 9e—OMA*
n - \/5 \/?l \/ﬁ

r 27 2
Tots, Tots, .
Furthermore, estimating E, | o (Uj 3;55” > , Var (0 (W) ) and doing union bound over

Hvﬁ(ul) . vﬁ(uz)H -

all v;, we get the following inequality with probability at least 1 — 2me— OB

Var + s\ < 1 > - ok
o S|+ p— 1+ s7
(B = (veagm) 509
By Corollary 3 again, we can concentrate % Z;"Zl 1+ s?k) and get the following with probability

at least 1 — 2¢—©(1)m'/**

1 n
o

i=1

1 m
2571+ 524
21
In that case, we choose 3 = O(1)(log m)¥ for some large ©(1) and the lemma is proved. O
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Having derived the above Lemma, using Lemma 36 in Appendix E.5, we can choose the learning

rate n; = m and have

— Uopt

N
“ = ©(1)m(logm)*k Hopt

where u,,, is the unique optimal solution for that optimization problem.

In addition, in order to bound the empirical performance, we also need to upper bound the gradient.

e ()
o 25 (2 b (22 )
<2R+ = Z(l—i—RH (Vx\/;s)

2
+ h(ﬂfi)2>
< (14 3R)m(logm)* Zh (4)?

n

|\S\L|1£R HVﬁ(u) + QuH <2R+ % ;

with probability at least 1 — O(1/m). In order to bound 1 3. h(x;)?, by Corollary 3, we have the
following for any 5 > 1

1
p<
n:

> h(w;)? = By h(x)?
=1

Therefore, by choosing 5 = ©(1)(logn)” with some large ©(1), with probability at least 1 — 1/n,
we have L 3" | h(z;)? < 1. In that case, we have

1 -
> B% Var(h(x)2)> < 20

< L(uopt) + ||uopt||2 + sup HVﬁ(u) + QUH Hu(t) — Ugpt
[lull <2[|wopt |l

Bu®) + Hum 2

Since [[tuopt || = O(1), SUD |y <2fjuop | HVﬁ(u) + QuH = O(m(logm)¥), if we want

sup HVﬁ(u) + 2uH Hu(t) — Uopt
llull <2llope |

)

it is sufficient to have 77 > m(logm)” log(m/e).

C.3 UNIFORM GENERALIZATION BOUNDS

To conclude, we need to do a union bound over u for our population loss ||g,. s, v — hHiZ('y)' We

first consider a truncated version of population loss, which allows us to invoke standard Rademacher
complexity generalization bounds. We conclude by properly handling the truncation.

Proof of Lemma 1. Let us denote £, (x,y) = (x — y)? A 72. Via standard Rademacher complexity
generalization bounds, detailed in Lemmas 33, 34 and 35, recall that we see § as an absolute constant,
when m, n, d are larger than some absolute constant, we have that with probability at least 1 — /16

1
< 2Rad,(F) + TZ\f
n

< 47Rad,(G) + 72 \F
S .

sup Ze (Gus (@), 1(22)) = Eo [r (gus.v (), h(@))]

[|ul| <M,
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where G = {gusv @ |lull < My} and F = {{;(gus,v (), (")) : |Jul| < M,}. The first step
is just standard uniform generalization bounds for bounded function class. The second step is via
contraction lemma to compute the Rademacher complexity, and the third step is a direct calculation.
So, by that bound, we can see E, [¢-(ga,s,v(x), h(x))] is well controlled for moderate large 7.
Combining this with Lemma 15, with probability 1 — 76/16, we have

/m 1 1
]Eac [f.,-(g{,‘,s’v(x), h(x))] — ||h — nghHiz('y) 5 TMH E + 7'2\/;+ €1 + diO‘ —+ % + €9

Dealing with the Truncation. Based on the above arguments, to bound the L? generalization
error, it suffices to control the quantity

E, [((ga,s,v(w) - h(w))Q) 1|ga,s,v(w)*h(fv)\>7}

This is done in the following lemma, whose proof is deferred to Appendix C.3.1

Lemma 17. With probability at least 1 — /32, for any T 2, 1, we have
_ e
E, [((gﬁ,sA,V(x) - h(x))2) 1Igﬂ,s,v(x)—h(m)\27] <O

Altogether, when m, n, d are larger than some absolute constant, with probability at least 1 — §/2,
we have the following inequality

2 2
||gfe,s,V - h||L2(n,) - ||h - P<thL2(’y)

< By [l (g (@), h@))] = 1 = PerhlFa) + o | (G0 (@) = h(@))?) gy 0)-niwize

< = 2/r
TM,/ +7 \/>—|—61+d —|—\/>+€2+6Xp( o(l)r )

where we recall ¢, = O(m~1d").

For any o € (0,1), select e; = d~“. Clearly we have T; = poly(n,m,d) and 1; = m

in that case. Recall that we have chosen the width m > d*2, the sample size n > dF32 and
we choose the truncation level to be 7 = ©(1)(logd)"/? and M2 = © (%) Plugging those in
yields
2 2 2

19053 — PeihlZary < lgasy — hllae, — Ih = PeihllZa) + O(1/d)
5 (log d)r/2d7a + (log d)rdfk/273a/2
= (’)(d_"‘)7
as desired. O
C.3.1 PROOF OF LEMMA 17

Proof of Lemma 17. We will first use Cauchy inequality, then estimate the moments.

(B [ (90,00 (2) = 1)) Tygo v h<m).>T}) <E, [(gusvu W) P (|94, (2) = h(z)|
P

< (Ex [ga,s,v (2)] +Eq [A(2)*]) P(|ga,5,v (2) — h(z)] > T)
2
5 (Em [gﬁ,s,V(-r)2] [ 2] ) |gu s, V ) h($)| 2 7—)
17)
The last step is by Gaussian hypercontractivity, Lemma 31. Recall g, s v (z) = u'o (V\“gs>
Notice that .
Va+s Ve+s
E sv(@? =u"E, |o ( ) o < > 18
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-
Therefore, we just need to give a tight bound for 4" E,, |:0' (VC”JFS) o (V”S) . For notation

U
= U(V’”+s), ¥ =

simplicity, in this proof, we will temporarily denote Z; := o < V’”JFS),
E. [Z Z T} .
Noticing that we have

LS G @0 < 23 (g () — @) + 2 3 A S 1

n s u,s, 7 X n s u,s, 7 7 n — 7 ~
with probability at least 1 — §/64, due to the small training loss and some standard concentration for
L3, h(z;)?. Thatis to say,

n

(1 o1 T2 1y
o’ (n ;ZJ;) u=— Z (a'Z;)" = ggga,s,v(mi)z S

i=1

Next, we bound the difference between @' (£ 3" | Z;Z) @ and @' $a. To this end, we or-

thogonally decompose ¥ as ¥ = K 'OK, where O is a diagonal matrix and K is an or-
thogonal matrix. Write O = diag{v1,...,7,0,...,0} for some integer ¢ = rank(X), where
7: > 0 fori € [t]. Notice that OY/2 = diag{'yllﬂ, . 7'yt1/2, 0,...,0}, and we formally denote
o-1/2 = diag{wflm,...,v;l/z,(), ...,0}. Due to the fact that E, [KZZTK | = O, we know

K Z lies in the span of {eq, ..., e:}. Therefore, we have

1 n

~T T N
— E Z:Z; — %

u (n 2 i >’LL

a" KTOY? <1 Y 0K zZIKTO™'? — (It O)) 02K
" i=1

Denote W; := O~ Y/2K Z; and W := O~Y/2K Z. We see that the second moment of W, is equal
to identity matrix in ¢ dimensions: E, [Wgt Wth] = I;. That is to say, W, is isotropic. Next, we
will bound the following operator norm

1 n I
g ATEA - Oil/QKZiZTKTOil/Q _ t
oS nZ i 0

i=1

n

1

T
- E WetiWey; — It
i=1

1 En:O‘l/zKZ-Z-TKTO‘l/Q _ (It )
n v 0

i=1

by the following concentration lemma.

Lemma 18. Let W = W (z) € R™ be a random vector which is a function of x ~ ~y. Assume for
each i € [m], the i-th coordinate W is a k degree polynomial w.r.t. x. Also assume E, [WWT} =
I. Let Wy, ..., W, beii.d. generated samples. Then with probability at least 1 — § /64, we have

mMaxi<j<m ‘SJ(W) - \/ﬁ‘ < \/mlogm(logn)k

where W = (Wi, ...,W,) " and s is the singular value.

Proof. For any z > 1/ Var(||W||*), we have the following estimation for the tail probability
P (maxlgign W32 > z + m) < nP (||VVH2 >z4 m)

<nb (|W|* ~E. [IW?] > =)

1/k
z

< 2nexp | —O(1) T
Var(|[W][%)
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due to polynomial concentration, Corollory 3, where

M 3
3[\3

Var(IW|*) <E. [|W]l'] 5 mZE W] Sm

i:l
. 2 .
Therefore, to estimate E [maxl@-gn W3l } we can choose a truncation level

O(1)(log n)k/ Var(||[W||*) + m with a large ©(1).
2 2
E [maxicicn [Will*] € m(logm)* + Ev [maxacian IWill* L. . 1w 2001 tog ey RArTT om)
1/k

—+o0
< m(logn)* +/ 2exp [ —O(1) | ———e +logn | dz
O(1)(log n)*+/Var(||W]|?) Var(HWHQ)

—+oo
m(logn)* +/ exp(—0(1)z + logn)#"~1dz
O(1)logn

< m(logn)"*
We will use the above estimation and the following Lemma from Theorem 5.45, Vershynin (2010)

to estimate the singular values of W,

Lemma 19. Let A be an N X n matrix whose rows A; are independent isotropic random vectors in
2
R™. Let m := Emax;<n ||4;||5. Then

si(A) — \/JV’ < v/mlogmin(N,n)

E max
j<n

Therefore, combining that lemma and Markov inequality to gain a high probability bound, with
probability at least 1 — 6/64, we have

53(W) = V| S \/mlogm(log n)

maxigj<m

Applying Lemma 18 to W, we have

tlogt(logn)k
n

1 n

.

= S WeriWlyi — L
=1

with probability at least 1 —§/64. Next, we give an upper bound over ¢, the rank of our kernel matrix
3. Using the Hermite addition formula, we have

U(Vx”) Zh Va)

where A; € R™ is some vector that only depends on o(-), j and s. Plugging that in our ¥, we have
the following decomposition

(55)(557)

T

k k
Eo | [ D hi(Va)oA; | | Y hi(Va) o 4,

Jj=0 Jj=0

Eg

k k
Z]E"L Vx @A )(hJ(Va:) @AJ)T] = sz

j=0 j=0

For each 0 < j < k, we have

55(p,q) = AjpAjq(vg?,v) = <Ajvpv§j"4ﬁ'vq”t(1®j>

P’q
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where A;; is the [-th element of A;, and X;(p, q) is the (p, ¢) element of our matrix ¥;. Therefore,
define M; = (451087, 4; mv®J) € R¥*™_and we have X; = M7 M; and thus rank(X;) <
d’. Therefore, rank(S) < Y.5_; rank(3;) < d* and t < d*.

Therefore, we have

n A i -
LS W W, - 1 5[0 n)E [ log dlog )
L o n n
and
(1 1 o ran T & d¥log d(logn)k . .
T (n Z;Zizf - 2) i <a’va||- Z;Wgt,iwgt)i o B AR
1= 1=

As a consequence, we have
1 n
E [ga.s N=a"2a<a" (=Y zz |a<1
[9a,sv(2)’] =a'2a < a ”;:1 ;las

when d is larger than some absolute constant. Recall that E, [h(x)?] = O(1) and plug everything
back into equation (17), we have

(Ex [(anv @)~ h@)?) oy rmniorse] ) S B(anv (@) — hia)] > 7)

Therefore, we only need to bound the P (|gs s, v(x) — h(z)| > 7) by polynomial concentration.
From Lemma 32, we get

P (195 0) = (o) > By Vg ) — b)) < 2expl-0(1)57)
for any 8 > 1. Furthermore, notice that
Var(ga,s,v (@) — h(2)) < B [(ga,s,v(2) = W@))?] SE [ga,sv(2)?] +E[h(2)?] 1
which is from the arguments above. Thus, for every 7 2 1, we have
B (Iga,5.v (2) = hlw)| > 7) < 2exp (—O(1)72")

and the proof is complete. O

D PROOF OF THEOREM 1

At the end of the first stage, our learner is hyry) = ¢ga,s,v. In the second stage of our training
algorithm, letting p := g4 s,v, the network becomes

ho(x) = p(z +Zcmz a;p(x) + b;)

with a;, b; random and fixed and ¢; trainable. The network thus implements 1-D kernel regression
over the new input p in the second stage of our training algorithm.

By Corollary 2, with probability 1 — §/2 we have

T — 2 A —
98.0.v = Pehl[22 () = O((log dy/2d=) and ||Pih — Eono. l9' (2 pl[ 3 ) = Od).

For notational convenience, in the remainder of this section we let p be an arbitrary k degree poly-
nomial satisfying the following assumption:

Assumption 7. We have a k-degree polynomial p which satisfies
cn o) 9P, = O(log d)/2d=)

where o € (0,1). Also, recall that we have assumed E zr(0.1 [9'(2)] = ©(1) and we denote this
quantity as Cj.
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To prove Theorem 1, we condition on the event that p = g, v satisfies this assumption, which occurs
with probability 1 — §/2.

In the following we may use o () to denote o5(-), and use m to refer mg, for notation simplicity. The
proof strategy will be very similar with the proof in Appendix C. We begin by constructing a low-
norm solution that obtains small loss. Next, we show GD converges to an approximate minimizer.
We conclude by invoking Kernel Rademacher arguments to show generalization.

D.1 APPROXIMATION

Define g(z) = g(Cigz) The target can thus be represented as g(C,p(z)). We will proceed using the

following two steps to bound the approximation error in L2 ().

* Step L. Bound the difference between g o p and g o (Cyp).

* Step II. Using a 1-D two-layer neural network to approximate the 1-D link function g.

For step I, we have the following simple Lemma.

Lemma 20. 72(y) = O((log d)™/2d =),
Proof of Lemma 20. We have that

q
||goﬁ—gO(Cgp ||L2(fy gp ||L2(,y)

k=1

< S B [(0(e) — Cyp(@) ()" + D) (Cp(a)) + -+ (Cyp())*)’]

<Y \/IEJ- [(A(x) = Cop(x))*] Ea [(p(2)"1 + p()* 2 (Cyp(x)) + - - + (Cgp())—1)*]

N ZEI [(ﬁ(m) - Cgp(l‘))2] E, [(ﬁ(l’)k—l +I3($>k_2(cgp($>) + ot (Cgp(x))k_1)2]

k=
2 T —«
S lp - Cgp”p(ay) < (logd) /2d

where the fourth inequality and the fifth inequality are due to Lemma 31, Gaussian hypercontractiv-
ity. We implicitly use [|p|| ;2(,, = O(1) and ||CngL2(7) = O(1) in the fifth inequality, too. O

Step I relies on Lemma 3, which is restated below:

Lemma 3. Let m = d®. With probability at least 1 — §/4 over the sampling of a,b, there exists
some c* such that ||c*||co = O((log d)*P+Dd=*) and

L(Q*) _ _ O((log d)r/2+2k(P+q)dfa)

L2(v)

H(x) + Zcfa(azﬁ(f) +bi) = h(z)

Proof of Lemma 3. We will firstly control the typical value of p. From Lemma 32, we have
B [[p(x)| > By/Var(p(a))| < 2exp (~6(1)min (82, 5/") )

for any B > 0. That is to say, when 3 > 1, with probability at least 1 — 2e=©M5*" we have
[p(z)| < B. We implicitly use [[p[|;2(,, = O(1) in this argument to bound Var(p(z)).

Next, we will use Lemma 39 to give a representation for g in the bounded domain. There exists
v(+, ) supported on {—1,1} x [0, 2C 3] such that for any z satisfying |p(z)| < CB,

Eap [v(a; b)o(ap(z) + b)] = 9(p(x)) — p(z)
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where a ~ Unif{—1, 1} and b has density s (¢). Furthermore, recall that we have assumed p;,(t) 2
(1 + [t[)~P, and we have the following estimation sup,, , |v(a,b)| = O(5+9).

Next, we will do a Monte Carlo sampling to approximate the target.

2
(CC))) Lip@) =0 (19)

/
=
o
o
=
Y
S|~
]
=
8
-
3
+
=
S
&
|
3>

+E. b E, <r11 Zv(am bi)o(a;p(x) + b;) — (g(p(x)) — ﬁ(@)) 152y <08

EobEs (;L Z v(ag, bi)o(aip(x) +bi) — (g(p(x)) — ﬁ(ﬂ«“))) Lip@)<op

< EopE, (Tln Zv(ai, bi)o(a;p(z) + b;) — Eqp [v(a,b)o(ap(x) + b)]) 0)
< —E,E,; (v(a,b)o(ap(z) + b))
< —O(pPT2) (Es p(@)? +E, b2) _ %0(52p+2q)

Here we implicitly use the fact that E;, b* = O(1) which is from our assumptions on y;(t). For the
first term, by Cauchy inequality,

< e—O)BY" Eaba (7711 Zv(ai, bi)o(a;p(xz) + b;) — (g(p(x)) — ﬁ(:@))

4
S oW B, (1 > o, by (ap(e) + b )) + B, (§(5(2) - pla))*

S e B, (v(a, bl (ap(x) + b))+ O(1)

< eOWBY g2pt2q

~

Here we implicitly use the fact that E, b* = O(1) which is again from our assumptions on ().
We also use gaussian hypercontractivity, Lemma 31 to show E,(g(p(z)) — p(z))* = O(1). Since
p(x) is a k degree polynomial with Gaussian input distribution, its higher order moments can be

bounded by a polynomial of its second moment which is clearly O(1).

From the above arguments, we already derive

E( > vlonbolap(e) +b) - <<ﬁ<x>>—ﬁ<x>)> S (o +erow) e
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Therefore, for any absolute constant § € (0, 1), with probability at least 1 — 6 /4 over the sampling
of the random features a;, b;, using Markov inequality, we have

2
1 — 1 2/k
E, | — i»bi)o(aip bi) — (9(p(x)) — p S (= +e®Wr 2t
(m > vlas, bo(asp(o) + ) = (@(3(a) p(a:))) <z 8
Combining this with our previous result, Lemma 20, with probability at least 1 — §/4 over the
sampling of the random features, we can find the parameters ¢* in the third layer with sup; |¢]| =
O(PT/m), such that

L(o*) = < (1 + e@(l)ﬁ"’/k> 62p+2‘1+(10g d)T/zd’o‘
m

L2(7)

pz) + Z cio(aip(z) +b;) — h(z)

where 6* = (a9, ) ¢* 4, V(). Let us further set § = ©(1)(log d)* where ©(1) is some large
absolute constant. Set m = d®. In this case, we will have

L((g*) 5 (d—a + e—logZd)(logd)2k(p+q) + (logd)r/Qd—a 5 (1Ogd>r/2+2k’(p+q)d—oz

D.2 EMPIRICAL PERFORMANCE

Next we will show the existence of good estimators in our empirical landscape. Firstly, we need to
concentrate the landscape at the special point ¢* we constructed. With a little abuse of notations,
denote the empirical version of the square loss as

n m 2
L(9) = = Z <13($j) + Zcig(aiﬁ(xj) +bi) — h(%))

j=1 i=1

where we recall that z; € D, is newly generated data which is independent of D; .
Lemma 21. With probability at least 1 — 36/8 — O(1)d~%, we will have

R 1 .
L(G*) < —(’)((log d)2k(p+q)) + O((log d)7/2+2k(p+q)d—a)

vn

Proof of Lemma 21. In the following, we compute the variance term.

Ee (L")~ L) = Var (Z ¢tolaip(e) +bi) — (h(x) —ﬁ(m»)

i=1

N

24N
S

N
3=

A
\
/N
—
+
™
5
+
3
S|~
i1
=
ST
+
=
8
E
8
=
~—

A
S|
=
5
+
Y
/
[
_|_
3=
[z
o
S
~—
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Here are some technical arguments to bound - 3~ | b}. We have

and
1 — ? 1 — ? 1
P S R _Ebt| 1| <Ey | =Y b —Epbt| < —Eyb®

Therefore, recall that E, 5 = O(1) based on our assumption on 1 (¢), we will have with probability
1—0(1)d~, L™ b} < 1. Inthat case, we have

1=1"

- 2 1 1
E, (L(67) ~ L(6)) S 8% = ~(logd)*""+9
Therefore, by Markov inequality, we have 'E(G*) —L(6")] < ﬁ (log d)?*(*+4) with probability at
least 1 — /8. In this case, we have

L") S = (log d)?@+0) 1 (log dyr/2+2k ) go

~

n

In the second stage of our training algorithm, we are doing the following minimization problem
L 1
min £(6) + 56 el
via vanilla GD, where § = (a(?), b9, ¢, 4, V(©)). Since this problem is strongly convex and smooth,

the optimization problem can be easily solved by plain GD.
Lemma 22. Set {; = 2. Forany e € (0,1), let Ty = mlog(m/e). Then, when m,n,d are larger

~

than some absolute constant, with probability at least 1 — 75/16, the predictor ¢ = ™) and
6 = (a9, ¢ 4, V) satisfies

ﬁ(é) < %(log d)zk(p+q) + ¢+ (log d)r/2+2k(p+q)d,a
n

and
1
It < %(log d)?k T 4 e + (logd)™/*T2Rwra) g

Proof. For any given threshold e € (0, 1), assuming ¢ is an e minimizer of the optimization problem,
then we will have

US| . 1
L(0)+5¢& lel* < L(0")+5¢2 lc” P+e S —=(log )* P9 et (1 4 &) (log d)'/*H2Hr g

1
n
Plug &2 = 2 in, then we will have
A A 1
L(6) 5 —=(log d)*FPFD 4 et (log d)"/>H2RPTD) g e

and
1
el $ 7 (ogd) 70 4 4 (log dy /24
n

It thus suffices to analyze the optimization problem.

Clearly, this convex optimization problem is at least 2-strongly convex. To estimate the time com-
plexity, we also need to estimate the smoothness of our optimization objective.

/2

Lemma 23. With probability at least 1 — O(1)d™* — 2e=OMn*" e have

VL(er) = VEL(er)| <m
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Proof. We first calculate the gradient

R 2 o~ . R )
VL) = p Z (p(z;) + c"o(ap(z;) +b) — h(z;)) o(ap(z;) + b)
j=1
then bound the Lipschitz constant for the gradient

n

[VE(er) - Vie)| = | 2 Sler — ea,o(ai(as) + B))o(ap(a) +b)

Jj=1
2 n
< gz llex — eal| llo(ap(z;) + b))
Jj=1
2 n m . 2
Sller —eef | - > (aip(x;) + bi)

j=1i=1

n
4m
< ler = e 72 (z;) +4Zb2

Here are some technical arguments to estimate -, b2. We have

( >t Eb2> < L,
m

and
1 & 2 1™ 2
<Zb§-1€bb2> >1| <E <Zb$ Ebb2> <—]Ebb4
m 4 m
Therefore, recall that m = d*, and also Ey b4 = O(1) due to our assumption on py(t), we will
have with probability 1 — (9( yd—o, 2 T D1 b 2 < 1. Moreover, we can use Corollary 3 to con-

centrate ) p(x;)% More concretely, we will have 1 37 i p(z;)? < 1 with probability at least
1 — 2e=9MWn""*" since p(x)? is a degree 2k polynomial and Var(p(z)2) < 1 via Gaussian hy-

percontractivity, Lemma 31. Therefore, with probability at least 1 — O(1)d—“ e_@(l)”l/%, we

have
VL(Cl) - VL(CQ) ,S 1
O

Having der1ved the above Lemma, using Lemma 36 in Appendix E.5, we can choose the learning

rate 171 = @( Bm) and have
2 1 \!
[ — con|| < (1_9(m)> lcopt?

where ¢, is the unique optimal solution for that optimization problem. Furthermore, we have the
following

sup HVﬁ(c)+20H < sup HV[A/(C)HJrQR
lell<R ||c\|<R

Z lo(ap(a;) + b)II (Ip(x;) — h(z;)| + R lo(ap(z;) + b)) + 2R

%Z ((R+1) llo(ap(a;) + I + () - hlz;))?) + 2R

< (R+1)0(m) + 2 Z(ﬁ(xj) — h(z;))* +2R

j=1

3
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with probability at least 1 — O(1)d—* — 2e=©Wn""*" The last inequality follows from the same ar-
gument in Lemma 23. Moreover, we can use Corollary 3 to concentrate ) (5(x;) — h(z;))?. More
concretely, we will have .+ > (p(x;) — h(z;))*> < 1 with probability at least 1 — 2e=OWn'/*"
since (p(x) — h(x))? is a degree 2r polynomial and Var ((p(z) — h(z))?) < 1 via Gaussian hy-
percontractivity, Lemma 31. Therefore, with probability at least 1 — O(1)d~< — 26*@(1)"1/%, we
have

sup ’Vﬁ(c) + 20H S(R+1)m
llell<R

Utilizing that fact, we have

o 2 o o
L)+ [ < Llcapt) + lleopl* + sup||VL(e) +2¢|| [ = cope

el <2llcope I

Since ||Copt|| = O(l), SUD|| || <2/ cope | HVﬁ(C) + 20” = (’)(m), if we want

sup HVﬁ(c) + QCH Hc(t) — Copt|| < €2
llell<2llcopt I
it is sufficient to have Ty 2 mlog(m/es). O

In addition, for any truncation level 7 > 0, we will also have

. . 1
S o (hglwy), hlwy) < L) S —=(log d)* T+ 4 ¢ 4 (log d)/2+ 2K+ e

j=1

1
n
which we will use later. Here we recall £, (z,y) := (x — y)? A 72.

D.3 UNIFORM GENERALIZATION BOUNDS

To conclude, we need a uniform generalization bound over ¢ for our population loss L(f) =
[[ho — hH%z (y)- As in Appendix C, we bound the truncated loss via a Rademacher complexity
argument, and deal with the truncation term later.

Proof of Theorem 1. Recall that £, (x,y) = (x —y)?> A72. From Lemma 33 and 34, with probability
at least 1 — ¢/32, we will have

< 47 Rad, (H) + 72 @

sup (= 37 0o (ho (@), h(@2)) — B (6 (ho(w), b))

llell<M. |75

where H := {hg : ||c|]| < M.}. Then we will compute Rad,, ().

Lemma 24. With probability at least 1 — O(1)d~® over the sampling of a, b, we have

Rad,,(H) < M.y | =
n
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Proof.
llell <M T

Rad,(H) =E,E¢ | sup fz (ch a;p(z; —|—bi)>

:l]EmEg sup ch Z@ o(aip(z;) + b;)

n llell <M ;=5

n

Z Zgj (aip( xg b;)

i=1 \j=1

//\

n

M., -
- EmEEZ ija a;p(x;) + b;)

N

n

= n E, ZZ 1]9 ‘T] ))2

i=1 j=1

=

m

< E, p(z)? b2
—\|™ p(z) +;

Here are some technical arguments to estimate ), b7. We have

2
1 & 1
Ey (Zb?—E,,lF) < —Ey b
mizl m

<

and
1 & ’ 1 & S
(Zb?Ebb2> >1| <E <Zb§Ebb2> < —Ey b
mi:l mi:l m

Therefore, recall that m = da and also [y b* < 1 due to our assumption on 1 (t), we will have with
probability 1 — O(1)d ™, ZZ b2 < 1. In ) that case, plugging that in, we get our Lemma. [

As a consequence, with probability at least 1 — /32 — O(1)d~,

1
§47’Mm/m—|—72\/—
n n

Lastly, we also need to deal with the truncation to get a L% generalization bound. That is to say, we

need to bound )
sup By [(ho(z) — h(2))* g (@)= h(@)|>r)
llell <M.

n

sup |+ > be(ho(ai), h(@:) = Eq € (ho (), h(x))]

n
[lell< M. i=1

Lemma 25. We will have with probability at least 1 — O(1)d~*,

1
sup E, [(hg(x) - h(z))Qllhe(w)—h(xH}T] S 72(1 + m4M4)

llell <M.

Proof. By Cauchy inequality, we have

(Ex [((ho(@) = h@)*) Lnyor-nions+] ) < e [(ho(z) — b)) B (1ho(a) — h()] > 7)

< (B [ho(2)*] +Eq [A(2)*]) P (|ho(z) = h(x)] > 7)
21)
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Recall that E, h(z)* = O(1). In addition, we have
m 4
E, [h@(aj)ﬂ =E, (Z cio(a;p(x) + b1)>
i=1
<m? Z E, )+ b;)*]

1
< m*M! <0(1) +— Zb?) <m*M!
=1

if under the high probability event % >, b < 1. Furthermore, we have

=1" ~

P (Jho(x) ~ h(@) > 7) < = Ee [(ho(w) — (x))*] S 251+ m*AL}

sup By [(ho(z) — h(2))*Ljng ()= h(o)>r] S
lell <M. T

O

We now combine everything together. Let us choose € = d~ and n > d*3% and recall m = d°.
In that case, ||¢]|? = O((logd)™/?*+2k(P+a) =) Therefore, when d is larger than some constant
that is only depending on 7, p, a, we are allowed to set M. = (log d)®)d—* for some large ©(1).
In that case, we have

lhg = Bl[32, S (logd)7/2+2KE+0 a4z (log )0V d=Vd-k-20 472~ F/2=50/2 1722 (log 4) OV
We will pick up our truncation level 7 = d®/2. In that case, for any o € (0, 1), we will have

hg = B[}z, = O((logd)°Md =) = O(d~)

E TECHNICAL BACKGROUND

E.1 HERMITE POLYNOMIALS

Definition 3 (1D Hermite polynomials). The k-th normalized probabilist’s Hermite polynomial,
hi : R — R, is the degree k polynomial defined as

(—1)k Lhe (2)
VE! ps(z)

where pg(x) = exp(—x?/2)/+/2m is the density of the standard Gaussian.

hi(z) =

(22)

The first such Hermite polynomials are

221 23— 3z

T hs(z) =2
vz ="

Denote 3 = N(0,1) to be the standard Gaussian in 1D. A key fact is that the normalized Hermite
polynomials form an orthonormal basis of L?(f3); that is E,~[h; () hi(z)] = 0.

ho(z) =1, h1(2) = 2z, ha(2) =

Givena f € L*(3), denote by f(z) =, frhi(2) be the Hermite expansion of f where

ﬁ:&wU@MﬂH:%iéﬂQM@féw

is the Hermite coefficient of f. The following lemma will be useful, which can be found in Propo-
sition 11.31 of O’Donnell (2014).

38



Published as a conference paper at ICLR 2024

Lemma 26. Given f,g € L?(3), we have for any u,v € S~ that
Eonry [f(uT2)g(w"2)] =D frgr(u’v)*
k=0

The multidimensional analog of the Hermite polynomials is Hermite tensors:

Definition 4 (Hermite tensors). The k-th Hermite tensor in dimension d, Hey, : R — (R%)®* s
defined as

(~1)F VEu, ()
Vi (@)

where 1, (z) = exp(—3||z[[*)/(27)%? is the density of the d-dimensional standard Gaussian.

Hep(z) =

The Hermite tensors form an orthonormal basis of L?(v); that is, for any f € L?(v), one can write
the Hermite expansion

flx) = (Ci(f), Hex(x)) where Ci(f) = Epns[f(2)Heg(2)].

k>0

We define the Hermite projection operator as (Py f)(z) := (Cr(f), Hex(x)). Intuitively speaking,
the operator P}, extracts out the k degree part of a function when the input distribution is standard
Gaussian. Furthermore, denote Pg, = ZO@é . Piand Pep = Zogi <1 Pi as the projection
operator onto the span of Hermite polynomials with degree no more than k, and degree less than k.
It is clear that ||P<yf| ;2 < ||f||;2 for any f € L?(v). This can be shown by a simple Hermite
expansion for f.

The next lemma can be shown by direct verification.
Lemma 27. We have

Hey(z) = [(z +1i2)®"].

1
R

Lemma 28. If ||u| = 1, we have

hy(u'z) = <Hek(x)7u®k>.

Proof. 1
<H€k(x)7u®k> - V! (Eznry [(= "‘iz)@k] 7“®k>
- %Ezw (w2 +i(u'z))"]
— LE [WTe i) = T

E.2 GAUSSIAN HYPERCONTRACTIVITY

By Holder’s inequality, we have | X||z» < || X|| L« for any random variable X and any p < ¢. The
reverse inequality does not hold in general, even up to a constant. However, for some measures like
Gaussian, the reverse inequality will hold for some sufficiently nice functions like polynomials. The
following lemma comes from Lemma 20 in Mei et al. (2021).

Lemma 29. Forany{ € Nand f € L%(f3) to be a degree { polynomial on R where [3 is the standard
Gaussian distribution, for any q > 2, we have

(Eans [f(2))Y? < (¢~ 1) Eang [f(2)?]

The next Lemma is also from Mei et al. (2021) and is designed for uniform distribution on the sphere
in d dimension.

39



Published as a conference paper at ICLR 2024

Lemma 30. Forany ¢ € Nand f € L*(S?™') to be a degree { polynomial, for any q > 2, we have
2
(EZNUnif(Sd*I) [f(z)q]) /e < (q - 1)6 IEsznif(Sdfl) [f(Z)Q]

For the case where the input distribution is standard Gaussian in d dimension, we shall use the next
Lemma from Theorem 4.3, Prato & Tubaro (2007).

Lemma 31. Forany ¢ € Nand f € L?(7) to be a degree { polynomial, for any q > 2, we have

Ear [£(2)7] < Oge(1) (Bamy [£(2)2]) "

where we use Oy ¢(1) to denote some universal constant that only depends on g, {.

E.3 POLYNOMIAL CONCENTRATION

In this subsection, we will introduce several Lemmas to control the deviation of random variables
which polynomially depend on some Gaussian random variables. We will use a slightly modified
version of Lemma 30 from Damian et al. (2022).

Lemma 32. Let g be a polynomial of degree p and x ~ N (0, 14). Then there exists an absolute
positive constant C, depending only on p such that for any 6 > 0,

P [\g(aj) —Elg(z)]| = &/\W} < 2exp (—Cp min (52, 62/”>)

Consider the case that x = (z1,...,2,) and g(z) = %Zz g(x:), i ~iiq. N(0,1;) € RY and
x € R?X™_ Plug them into the above Lemma, and we get the following corollary.

Corollary 3. Let g be a polynomial of degree p and x; ~ N(0,14), i € [n]. Then there exists an
absolute positive constant Cy, depending only on p such that for any § > 0,

P “ 3" o) — Elg(@)l| > i ww(g(m))] < 2exp (~Cpmin (52,6/7))
=1

E.4 UNIFORM GENERALIZATION BOUNDS

Definition 5 (Rademacher complexity). The empirical Rademacher complexity of a function class
F on finite samples is defined as

_ 1 <<
Rad, (F) = E¢ |sup — &f(X; (23)
) =E LGF LS et
where &1, &, . . ., &, are i.i.d. Rademacher random variables: P(§; = 1) = P(§; = —1) = 1. Let

Rad,(F) = E[ﬁ?a\d(]: )] be the population Rademacher complexity.

Then we recall the uniform law of large number via Rademacher complexity, which can be found in
Wainwright (2019, Theorem 4.10).

Lemma 33. Assume that f ranges in [0, R) for all f € F. Foranyn > 1, forany é € (0,1), w.p. at

least 1 — & over the choice of the i.i.d. training set S = {X1, ..., X, }, we have
! En X;) — X log(4/0
Sup;.— n f(Xi) —Ef(X)| <2Rad,(F) + R log(4/9) 24)
fer | i3 n

Then we recall the contraction Lemma in Vershynin (2018, Exercise 6.7.7) to compute Rademacher
complexity.

Lemma 34 (Contraction Lemma). Let ¢; : R — R withi¢ = 1,...,n be B-Lispchitz continuous.
Then,

1 n _—
—[E¢ sup &owio f(x;) < PRad, (F
JBesd g f () (%)
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Next, we estimate the Rademacher complexity for random feature models. Denote g, s v (z) =

T ; . .. . . . .
ulo (%) = > uo (”i \ggs> with v; i.i.d. sampled from the uniform distribution on the

unit sphere, and s; i.i.d. N(0,1) generated. Here o(-) is a k degree polynomial with O(1) coeffi-
cients. Denote our kernel function class G as

{gusv ||U|| M, }
Then we have the following lemma for the Rademacher complexity of G.

Lemma 35. With probability at least 1 — 26_6(1)’”1/%, we have the following estimation for the
Rademacher complexity of our function class G

Rad, (9) < Muﬁ
n

Rad, (G) = zglsup Zfz (V“@;S)

goeg M

1 Vax,+s
e (e (53

Proof.

M, Va,+s
< —
<X [ e (5
2
M, 1% ’ 25)
u x; + 8
< —=
< e[S (P5)
2
= — = ar 0| ———
" ‘ j=1 ‘ i=1 V2
r 2
M Ui vlz+s; LS (1 + s2F)
=—= E. g . < Mu\/%\/ = !
By Corollary 3, we can concentrate — Z i1+ 32") and get
~ Z(l +s7) <1
j=1
with probability at least 1 — 2e—OWm!/2*, Plug that in and we get our final bound. O

E.5 CONVEX OPTIMIZATION

Denote f(x) as a C* function defined in R?. Assume that

* There exists m > 0 such that f(z) — F || ]|? is convex.
* Vi) = Vil < Lz —yll.

The following result is standard and can be found in most convex optimization textbooks like Boyd
& Vandenberghe (2004).

Lemma 36. There exists a unique x* such that f(x*) = inf, f(x). And if we start at the point x°

and do gradient descent with learning rate 0, if < =7, then we will get

k

o | < e

2mL

where ¢ = 1 —n .
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E.6 UNIVARIATE APPROXIMATION

In this subsection, we use o(z) to denote ReLU(z) and set A > 1.

Lemma 37. Let a ~ Unif({—1,1}) and let b have density py(t). Then there exists v(a,b) supported
on {—1,1} x [A, 2A] such that for any |x| < A,

1
Eqp[v(a,b)o(ax +b)] =1 and suplv(a,b)| < 57—
a.b 2 b (£ dt
Proof. Letv(a,b) = clyeia 4] Where ¢ = m. Then for |z| < A,
24 4
Buslola,botaz +0)] =c [ Flota+ 1)+ oo+ Do)
A
24
= c/ tuy(t)dt
A
=1

O

Lemma 38. Let a ~ Unif({—1, 1}) and let b have density py(t). Then there exists v(a,b) supported
on {—1,1} x [A, 2A4] such that for any |z| < A,

1
Eup[v(a,b)o(ax +b)] =2 and sup|v(a,b)| < ———
3 o (t)db
Proof. Let v(a,b) = calpea24) Where ¢ = m. Then for |z| < A,

24 4

Eup[v(a,b)o(ax +b)] = c/ §[a(x +t) —o(—x +t)|pp(t)dt
A
24
= c:r/ wp(t)dt
A

=z
O

Lemma 39. Let a ~ Unif({—1,1}) and let b have density ju,(t). Let f : R — R be any C?
function. Then there exists v(a,b) supported on {—1,1} x [0, 2A] such that for any |z| < A,

Eaplv(a, b)o(ax +b)] = f(z)

and

1 1
sup|v(a,b)| = O sup FP( T
ur [v(a, b)| (me[_A,A],k_OVLQ‘ ( )‘ 24 w(tydt  infrejo,ay ()

Proof. First consider v(a,b) = 1;%&;‘]2 f”(—ab). Then when = > 0 we have the following equa-

tion by integration by parts:
Eoplv(a,b)o(ax + b))
A
— [ (oot + @O0+ ) de
0

=z(f'(0) = f'(—=A) = Af'(=A) + f(0) — f(—A) + Af'(A) = f(A) + f(z) — zf'(A)
= f(l‘) + Cy + Cox
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where Cy = —Af'(—A) + f(0) — f(—A) + Af'(A) — f(A) and Cy = f'(0) — f'(—A) — f'(A).
In addition when x < 0,

Eup[v(a,b)o(ax + b)]
A
- / P (—Do(e+ 1)+ f(B)o(—e + 0)] dt
= 2(£(0) — f'(—A)) — Af'(—A) + F(0) — F(—A) + AF(A) — F(A) + f(z) — of (A)
= f(z) + C1 + Cax

so this equality is true for all z. We can use the previous two lemmas to subtract the Cy + Cyx term.
That is to say, we can set
(a,b) := —C L 4 (o — o 2f" (—ab)
va,0) i= —Ur—sa———Loc[a,24] — L2—51—— ——Loc[A24] T — 5 1be(0,4] —a
Tt (t)dt [3% (t)dt fi(t)

in order to have E, y[v(a, b)o(az + b)] = f(z) for any || < A. In this case, we have

1 1
sup |[v(a,b)| = O sup ’f(k) x ’ + -
ab [vla,0)] (we[A,A],k—OJ,Q (=) M p(t)dt  nfeeqo,a) po(t)

O

Remark 7. When f is a polynomial and 1 (%) has a heavy tail, sup,, ;, [v(a, b)| will only depend on
A polynomially. More concretely, consider the case f(2) = > i<, ;2" where sup; |c;| = O(1).
In this case, we have
s | ()| = o(a1)
z€[—A,A],k=0,1,2

Furthermore, since we have assumed p;,(t) 2 (|t| + 1) 7P, we have

1 1
+ - = O(AP) and sup |v(a,b)| = O(APTY
( jA wup(t)dt inftefo, 4] Mb(t)> (47) a,b [o(, ) ( )
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