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Abstract. We present the Streaming Gaussian Dirichlet Random Field
(S-GDRF) model, a novel approach for modeling a stream of spatiotem-
porally distributed, sparse, high-dimensional categorical observations.
The proposed approach efficiently learns global and local patterns in spa-
tiotemporal data, allowing for fast inference and querying with a bounded
time complexity. Using a high-resolution data series of plankton images
classified with a neural network, we demonstrate the ability of the ap-
proach to make more accurate predictions compared to a Variational
Gaussian Process (VGP), and to learn a predictive distribution of ob-
servations from streaming categorical data. S-GDRFs open the door to
enabling efficient informative path planning over high-dimensional cate-
gorical observations, which until now has not been feasible.
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1 Introduction and Background

1.1 Introduction

Recent advances in in-situ sensing and autonomy have drastically improved the
resolving power available for field and marine robotics and lowered deployment
and operation costs. In-situ imaging systems can have temporal resolutions rang-
ing from milliseconds to minutes, while continuous sampling on autonomous [16]
or towed [4] platforms allows for resolving sub-meter-scale phenomena on mis-
sions lasting from hours to days. These systems produce many orders of magni-
tude more data than their predecessors.

Marine autonomy poses a unique set of challenges as compared to typical
terrestrial autonomy. With radio-frequency communications attenuated by wa-
ter, marine autonomous systems must be capable of a high degree of autonomy
without continuous access to GPS localization. Additionally, harsh environments,
payload restrictions, and energy constraints limit the kinds and lengths of mis-
sions available for scientific data collection. These and other limitations incen-
tivize the use of adaptive sampling techniques that allow scientists to collect
more relevant data with the same time and energy budgets.
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Adaptive sampling requires a model for how data are distributed in the world.
For example, for the scalar field maximum-seeking [24], a Gaussian process (GP)
can model the spatial distribution of the scalar field and allow for querying
and prediction. Additionally, in settings with communications constraints, that
model must be trained from streaming data entirely on-board the autonomous
platform. Low cost and low energy computers have been increasingly deployed on
underwater vehicles. However, development of streaming statistical models for
data from in-situ marine imaging systems has lagged behind the rapid progress
made in imaging and computing hardware. Thus in-situ sensors generally collect
data following brute-force, pre-planned missions.

Building on the Gaussian Dirichlet Random Field (GDRF) model [22], a pre-
viously introduced probabilistic model for spatiotemporally distributed, sparse,
high-dimensional categorical data, here we present a streaming inference ap-
proach that we call streaming GDRF (S-GDRF). The S-GDRF model builds
on the success of existing topic models in capturing the latent co-occurrence
patterns in sparse, high-dimensional categorical data, while enabling inference
and querying through the entire world. Our main contribution is a novel sub-
sampling approach to doubly-stochastic black-box variational inference, which
enables fully streaming data processing that is bounded in time and linear in
space for a large category of missions.

1.2 Background

Gaussian processes. GPs are a natural choice of belief model for field robotics,
especially when performing adaptive sampling. They can naturally encode uncer-
tainty in complex, dynamic field conditions [6], and prediction allows for online
Bayesian optimization approaches to path planning [7, 20]. High-dimensional
categorical observations, such as the output of a neural network classifying
camera images, pose a challenge when applying existing Bayesian optimization
techniques to adaptive sampling. Many adaptive sampling strategies compute
expected reward rollouts only over scalar observation fields [3], or at best low-
dimensional categorical fields [8].

Topic models, a type of Bayesian graphical model, represent the distribution
of categorical observations by factoring the distributions with latent or unob-
served “topics”. The Latent Dirichlet Allocation (LDA) model captures topics
with semantic meaning, organized by co-occurring clusters of words, in collec-
tions of text documents [5]. The Real-time Online Spatiotemporal Topic (ROST)
model generalizes the LDA model to spatiotemporally distributed categorical ob-
servations, with a fast inference procedure suitable for embedded computation
[11, 10]. The ROST model has been used to represent distributions of corals and
seafloor types from robotic surveys of coral reefs [13], and topics learned from a
ROST model have been previously shown to capture meaningful co-occurrence
relationships from phytoplankton observation data [14].

The GDRF model, a combination of GPs and topic models into a single uni-
fied framework, was originally developed to model spatiotemporally distributed
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categorical data (e.g. plankton image classifications) while allowing for interpola-
tion (e.g. time series with gaps, or path planning applications) [22]. The original
GDRF used a mixed, offline inference algorithm. Existing streaming variational
inference algorithms are generally limited to specific prior-likelihood combina-
tions, such as exponential family models [1, 15]. In the context of streaming
Markov Chain Monte Carlo inference, different approaches to subsampling from
past data have been shown to impact convergence properties of the model [9].
Here we use a similar subsampling approach, but replace the Markov Chain
Monte Carlo algorithm with a black-box variational inference algorithm to learn
an approximate posterior [18].

Between GPs, topic models, and their unification in GDRFs, none provides
a suitable belief model for adaptive sampling over high-dimensional categorical
data. This work seeks to fill this gap — the lack of predictive models neces-
sary for computing expected reward rollouts in informative path planning tasks
— by providing a belief model for spatiotemporally distributed, sparse, high-
dimensional categorical observations.

2 Methods

2.1 Technical Approach

Gaussian-Dirichlet Random Fields. At a high level, a GDRF is a smooth, con-
tinuous model for categorical data which factors observations into latent co-
occurrence patterns. A GDRF models the distribution of categorical data (“ob-
servations”) in a spatiotemporal world by introducing latent communities, each of
which represents a distribution over observation types. The relationship between
communities and observations is modeled with Dirichlet distributions, while the
distribution of communities in space-time is modeled by GPs. Formally, a GDRF
is a continuous Bayesian model defined on a (potentially infinite) set of points
X = {x1,x2, . . . }, each of which we call locations in the world X. Observations
wi and communities zi are W - and K-categorical variables, respectively. The
community spatial distributions are computed by passing a set of GPs µj , rep-
resenting mean latent log probability fields for each community through a link
function fj : RK → [0, 1], where

∑
j fj(µ1, . . . , µK) = 1, e.g. the softmax func-

tion. The Dirichlet-distributed global community distributions Φ are multiplied
by the spatial probabilities to get the observation distributions (fig. 1).

Streaming inference for S-GDRFs. S-GDRFs augment the GDRF model with
an inference procedure capable of handling streaming observations, as well as
a sparse inducing-point approximation to allow for computationally tractable
streaming. The GDRF prior and likelihood functions do not permit a simple
conjugate posterior, so inference of the posterior to a given prior p(x, z) on
observations x and latent variables z must be approximate. We utilize stochastic
black-box variational inference (BBVI) [18], with a key alteration to the final step
of selecting observations to calculate the loss L. After sampling latent variables
from the approximate posterior, BBVI involves calculating the log probability of
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Fig. 1: The graphical model for GDRFs (reproduced from [22])

the observations. For the S-GDRF model, we allow the inference step to choose
Ns points from any of the previously observed data, with a custom probability
distribution πNs

t (x) that can be weighted to bias random selection of recent
observations. Training iterations can occur between observation of new data
points, and the number of such iterations can vary if desired. The sparse inducing
point approximation[25] reduces the complexity of covariance matrix inversions
from O(n3) to O(nm2) with m inducing points. The selection of a finite collection
of ns past observations for calculating the loss allows the upper bound to be fixed
at O(nsm

3) prior to training, even on an infinite stream of data.

Evaluation of GDRF predictive power We compare the S-GDRF model to a
single-GP-per-category regression model, trained entirely offline, which we refer
to as the Variational Gaussian Process (VGP) model. To evaluate the predictive
power of each model, we define the predictive Kullbach-Liebler divergence (PKL)
metric: for a model trained on the first N data points in a stream, we query the
observation distribution at all future locations to be observed. The PKL metric
MPKL for a single future observation is the KL divergence between the predicted
and observed distribution of observation categories:

MPKL (pi (wi+1:|xi+1:)) = DKL (pi (wi+1:, xi+1:) ||pemp (wi+1:, xi+1:)) (1)

where pi is a model trained on the first i observations, wi+1: are the following
observations, xi+1: are their locations, and pemp is the empirical distribution of
observations.

2.2 Experiments

Temporal data. We compared the SGDRF and VGP approaches using a dataset
collected on a July 2021 research cruise on the R/V Endeavor (EN688) and
classified via neural network (fig. 2). As part of the Northeast U.S. Shelf Long-
Term Ecological Research (NES-LTER) project, the cruise sampled along an
established north/south transect ranging from Martha’s Vineyard in the north
to the continental slope beyond the Mid-Atlantic Bight in the south, punctuated
by latitudinally sparse segments with high longitudinal resolution (fig. 2). An
Imaging FlowCytobot (IFCB) [16], an automated imaging-in-flow cytometer, was
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Fig. 2: In July 2021 aboard the R/V Endeavor, an Imaging FlowCytobot was
used to take high-throughput, high-resolution images of plankton in surface sea-
water. Post-cruise, all images were classified with a neural network-based clas-
sifier. The S-GDRF model enables prediction of this kind of spatiotemporally
distributed, sparse, high-dimensional categorical data.

connected to the ship’s underway seawater system and used to collect thousands
of images of microscopic plankton in surface seawater, approximately once every
25 minutes. After the cruise, a pre-trained convolutional neural network classifier
sorted the images into over 150 different classes [17]. We trained both an S-GDRF
model and a series of VGP models on this data in a streaming fashion, in order
to evaluate their predictive power.

Spatial data. Images of Joel’s Shoal Reef, St. John, US Virgin Islands were taken
with an underwater robotic system in November 2022 [12]. These were stitched
together into a single mosaic of the reef, and 15436 simple visual features [21]
were extracted in a 130x130 cell grid (fig. 3a). A lawnmower trajectory over this
grid was simulated, and observations from this trajectory were fed into an S-
GDRF model to evaluate scalability and performance on two-dimensional data
(fig. 3b).

3 Results

1-dimensional S-GDRF prediction. A mid-training snapshot of plankton pre-
dicted and actual relative abundances highlights how predictions from S-GDRF
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(a) Joel’s Shoal reef, US Virgin Islands (b) S-GDRF max likelihood community

Fig. 3: S-GDRF inference on the Joel’s Shoal coral head shows reasonable label-
ings for pixels in a 130x130 grid with 15436 unique extracted features.

are more useful than from VGP (fig. 4). The S-GDRF model tends to take a
community-mean-field approach to prediction in out-of-coverage regions, while
the VGP model generally makes a noisy and uninformative prediction. For ob-
served and in-coverage data, the VGP model captures much of the high-frequency
variability seen in the observations. In contrast, the S-GDRF model effectively
smooths the observation distributions. Turning to predictive capability, the S-
GDRF model has a consistently lower median PKL metric than the VGP model
across the entire cruise, as well as lower variance (fig. 5). Median VGP PKL
drops rapidly as the coverage fraction increases, reaching a reasonably low value
once the coverage fraction is above 0.8. However, VGP variance remains high
throughout the data series.

2-dimensional S-GDRF inference. After running a simulated lawnmower tra-
jectory over the Joel’s shoal reef, the final inferred maximum likelihood topics
(fig. 3b) visually capture the major structures in the the coral reef (fig. 3a). On
average, training proceeded at 7.68 iterations per second on an NVIDIA A6000
GPU.

4 Discussion

Advantages over sparse and streaming GPs. The sparse GP[23], with its data-
independent inducing points, opened the door for streaming GP inference al-
gorithms which handle new data points as they arrive in a computationally
efficient manner. Many streaming GP algorithms (e.g. [19]) extend standard GP
inference, and only work for Gaussian likelihoods. Streaming variational GP in-
ference algorithms can use non-Gaussian likelihoods [2]. However, these methods
still require a strictly Gaussian stochastic process (as opposed to a more general
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Fig. 4: Time-series plots of the distribution of plankton, with model fits (left of
the dashed line) and predictions (right of the dashed line) in out-of-coverage
areas (more than one kernel lengthscale from any datapoint left of the black
line). Due to the large number of plankton taxa, only the top ten taxa (by mean
observed relative abundance) are marked in the legend.

Bayesian structure), and even the most efficient models have not been demon-
strated to work with hundreds or thousands of categories in a GP classifier. In
contrast, the S-GDRF is a factorizes the observation model and uses a GP to only
model the low-dimensional latent representation of the data. Our experiments
show that the S-GDRF is able to accurately capture the distribution of sparse,
high-dimensional categorical data, while being extremely computationally effi-
cient. The coral reef experiment (fig. 3) demonstrated efficient (0.13 seconds per
iteration) inference with over 15000 observation categories, as S-GDRF time and
memory complexity generally scale with the amount of data and the number of
latent GPs. In fact, no comparison to a strictly GP-based model (such as a
VGP) is computationally feasible for these data. The low computational cost
of S-GDRF, albeit on workstation hardware, supports its use on the embedded
computers available for in-situ inference.

S-GDRF outperforms VGP. The S-GDRF model outperforms VGP according
to the prediction metric, especially for out-of-coverage data. The S-GDRF latent
variables likely aid in prediction here. The smaller number of GPs increases ro-
bustness to noise, while at the same time the Dirichlet distributions pool global
information about relevant co-occurrence patterns. Even if no useful information
exists about the distribution of communities far away from any observations,
knowing the kinds of co-occurrence patterns that can mix to produce observa-
tions provides better predictions.The simulated results presented here support
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Fig. 5: S-GDRF and VGP predictive Kullbach-Liebler divergence (PKL) metric,
for the 1-D temporal dataset. The x-axis is the number of training data, while
the y-axis represents the PKL metric, i.e. the KL divergence between model
predictions on all other data and observations. The median and quartile PKL for
all unobserved (i.e. non-training) data is displayed with solid lines. The dashed
lines represent the coverage fraction, i.e. what proportion of the unobserved data
points like within one GP kernel lengthscale of a previously observed datapoint.

the use of S-GDRF models for streaming inference on autonomous platforms,
and specifically as a belief model for informative path planning over categorical
observations. The S-GDRF model outperformed a VGP model with more param-
eters and a much larger computational budget, training on the entire streaming
dataset in minutes. A single refinement step, with a 25x25 uniform inducing point
grid, takes less than a second on state-of-the-art hardware. This implies real-time
computation is feasible on CUDA-capable embedded systems. The Appendix in
the supplementary material contains a demo underscoring this, in which a 15000-
category S-GDRF is trained on a 130x130 cell grid on desktop hardware.

5 Conclusion

The S-GDRF model, a streaming Bayesian model for spatiotemporally dis-
tributed, sparse, high-dimensional categorical data, was proposed as a belief
model for robotic path planning over categorical data. This model was demon-
strated to outperform a single-GP-per-observation model at streaming prediction
tasks on a 1-dimensional temporal dataset. Evaluation on a 2-dimensional spa-
tial dataset highlighted both the scalability of the S-GDRF model in terms of
the number of observation categories and the computational efficiency of the
S-GDRF inference algorithm. These results demonstrate how S-GDRFs can en-
able efficient informative path planning over high-dimensional categorical obser-
vations. Future work includes deployment of the S-GDRF algorithm on in-situ
robotic platforms for real-time belief modeling and path planning.
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