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Abstract

The Right to be Forgotten is a core princi-
ple outlined by regulatory frameworks such
as the EU’s General Data Protection Reg-
ulation (GDPR). This principle allows indi-
viduals to request that their personal data
be deleted from deployed machine learning
models. While “forgetting” can be naively
achieved by retraining on the remaining
dataset, it is computationally expensive to
do to so with each new request. As such, sev-
eral machine unlearning methods have been
proposed as e�cient alternatives to retraining.
These methods aim to approximate the pre-
dictive performance of retraining, but fail to
consider how unlearning impacts other prop-
erties critical to real-world applications such
as fairness. In this work, we demonstrate
that most e�cient unlearning methods cannot
accommodate popular fairness interventions,
and we propose the first fair machine unlearn-
ing method that can e�ciently unlearn data
instances from a fair objective. We derive the-
oretical results which demonstrate that our
method can provably unlearn data and prov-
ably maintain fairness performance. Exten-
sive experimentation with real-world datasets
highlight the e�cacy of our method at un-
learning data instances while preserving fair-
ness. Code is provided at https://github.
com/AI4LIFE-GROUP/fair-unlearning.

1 INTRODUCTION

Machine learning applications, ranging from recom-
mender systems to credit scoring, frequently involve
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training sophisticated models using large quantities of
personal data. As a means to prevent misuse of such
information, recent regulatory policies have included
provisions1 that allow data subjects to delete their
information from databases and models used by orga-
nizations. These policies have given rise to a general
regulatory principle known as the right to be forgotten.
However, achieving this principle in practice is non-
trivial; for instance, the naive approach of retraining a
model from scratch each time a deletion request occurs
is computationally prohibitive. As a result, a variety
of machine unlearning (or simply unlearning) methods
have been developed to e↵ectively approximate the re-
training process with reduced computational costs (Guo
et al., 2020; Bourtoule et al., 2020; Izzo et al., 2021;
Neel et al., 2020).

In critical real-world applications that use personal
data we often seek to achieve other key properties,
such as algorithmic fairness, in addition to unlearning.
For example, if a social media recommender system
systematically under-ranks posts from a particular de-
mographic group, it could substantially suppress the
public voices of that group (Beutel et al., 2019; Jiang
et al., 2019). Similarly, if a machine learning model
used for credit scoring exhibits bias, it could unjustly
deny loans to certain demographic groups (Corbett-
Davies and Goel, 2018). In medicine, the fair allocation
of healthcare services is also critical to prevent the exac-
erbation of systemic racism and improve the quality of
care for marginalized groups (Chen et al., 2021). Both
protection against algorithmic discrimination and the
right to be forgotten have been spelled out in various
regulatory documents (OSTP, 2022; European Com-
mission; CCPA, 2018), highlighting a need to achieve
them simultaneously in practice.

To adhere to the above mentioned regulatory princi-
ples, practitioners must satisfy the right to be forgotten
while still preventing discrimination in deployed set-

1For example, Article 17 in the European Union’s Gen-
eral Data Protection Regulation (GDPR) (European Com-
mission) or Section 1798.105 in the California Consumer
Privacy Act (CCPA) (CCPA, 2018).
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tings. However, most prior work in unlearning only
considers models optimized for predictive performance,
and fails to consider additional objectives. In fact, we
find that most existing machine unlearning methods
are not compatible with common fairness interventions.
Specifically, popular unlearning methods (Guo et al.,
2020; Neel et al., 2020; Izzo et al., 2021) provide theo-
retical analysis over training objectives that are convex
and can be decomposed into sums of losses on individ-
ual training data points. On the other hand, existing
fairness interventions generally have nonconvex objec-
tives (Lowy et al., 2022) or involve pairwise or group
comparisons between samples that make unlearning
a datapoint nontrivial due to each instance’s entan-
gled influence on all other samples in the objective
function2 (Berk et al., 2017; Beutel et al., 2019). As
such, current unlearning methods cannot be naively
combined with fairness objectives, highlighting a need
from real-world practitioners for a method that achieves
fairness and unlearning simultaneously.

To fill in this critical gap, we formalize the problem
of fair unlearning, and propose the first fair unlearn-
ing method that can provably unlearn over a fairness-
constrained objective. Our fair unlearning approach
takes a convex fairness regularizer with pairwise com-
parisons and unrolls these comparisons into an unlearn-
able form while ensuring the preservation of theoretical
guarantees on unlearning. We provide theoretical re-
sults that our method can achieve a common notion of
unlearning, statistical indistinguishability (Guo et al.,
2020; Neel et al., 2020), while preserving a measure of
equality of odds (Hardt et al., 2016), a popular group
fairness metric. Furthermore, we empirically evaluate
the proposed method on a variety of real-world datasets
and verify its e↵ectiveness across various data deletion
request settings, such as deletion at random and dele-
tion from minority and majority subgroups. We show
that our method well approximates retraining over fair
machine learning objectives in terms of both accuracy
and fairness.

Our main contributions include:

• We formalize the problem of fair unlearning, i.e.,
how to develop models we can train fairly and
unlearn from.

• We introduce the first fair unlearning method that
can provably unlearn requested data points while
preserving popular notions of fairness.

• We provide theoretical analysis at the intersection
of fairness and unlearning that can be applied to
a broad set of unlearning methods.

2See Appendix A.4 for a detailed explanation.

• We empirically verify the e↵ectiveness of the pro-
posed method through extensive experiments on a
variety of real-world datasets and across di↵erent
settings of data deletion requests.

2 RELATED WORK

Unlearning. The naive approach to machine unlearn-
ing is to retrain a model from scratch with each data
deletion request. However, retraining is not feasible for
companies with many large models or organizations
with limited resources. Thus, the primary objective
of machine unlearning is to provide e�cient approx-
imations to retraining. Early approaches in security
and privacy attempt to achieve exact removal, where
an unlearned model is identical to retraining, but are
limited in model class (Cao and Yang, 2015; Ginart
et al., 2019). Bourtoule et al. (2020) propose SISA, a
flexible approach to exact unlearning that “shards” a
dataset, dividing it and training an ensemble of models
where each can be retrained separately. More recent
approaches propose approximate removal, requiring
the unlearned model to be “close” to the output of
retraining. Some approximate removal methods focus
on improving e�ciency (Wu et al., 2020) and others try
to preserve performance (Wu et al., 2022). While these
methods apply to a large class of models, they have no
formal guarantees on data removal. A second group of
approximate approaches provide theoretical guarantees
on the statistical indistinguishability of unlearned and
retrained models. These noise-based methods lever-
age convex loss functions to guarantee unlearning with
gradient updates (Neel et al., 2020) and Hessian meth-
ods (Guo et al., 2020; Sekhari et al.; Izzo et al., 2021).
We augment this second set of approximate methods
to simultaneously provide strong guarantees on data
protection and preserve fairness performance while tar-
geting a common class of models.

Fairness. There are a multitude of definitions for fair-
ness in machine learning, such as individual fairness,
multicalibration or multiaccuracy, and group fairness.
Individual fairness (Dwork et al., 2012) posits that
“similar individuals should be treated similarly” by a
model. On the other hand, recent work has focused on
multicalibration and multiaccuracy (Hébert-Johnson
et al., 2018; Kearns et al., 2018; Deng et al., 2023),
where predictions are required to be calibrated across
subpopulations. These subpopulation definitions can
be highly expressive, containing many intersectional
identities from protected groups. In this work, how-
ever, we focus on the most commonly studied form of
fairness, group fairness, which seeks to balance certain
statistical metrics across predefined subgroups. Group
fairness literature has proposed various definitions of
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fairness, but the three most common definitions are
Demographic Parity (Zafar et al., 2017; Feldman et al.,
2015; Zliobaite, 2015; Calders et al., 2009), Equalized
Odds, and Equality of Opportunity (Hardt et al., 2016).
To achieve these definitions, there are generally three
approaches to achieving group fairness: preprocessing
which attempts to correct dataset imbalance to ensure
fairness (Calmon et al., 2017), in-processing which oc-
curs during training by modifying traditional empirical
risk minimization objectives to include fairness con-
straints (Lowy et al., 2022; Berk et al., 2017; Agarwal
et al., 2018; Martinez et al., 2020), and postprocessing
which modifies predictions to ensure fair treatment (Al-
ghamdi et al., 2022; Hardt et al., 2016). In this work we
focus on in-processing algorithms because they simply
modify an objective to account for fairness rather than
requiring an additional operation before or after each
unlearning request which would also have to be made
unlearnable.

Intersections. Despite advancements in machine un-
learning, the literature still lacks su�cient considera-
tion of the downstream impacts of unlearning methods.
While recent papers have explored the compatibility
of the right to be forgotten with the right to expla-
nation (Krishna et al., 2023), there is little work at
the intersection of unlearning and fairness. In privacy
literature, a thread of work has shown the incompat-
ibility of group fairness with privacy (Esipova et al.,
2022; Bagdasaryan et al., 2019; Cummings et al., 2019)
but these incompatibilities arise due to privacy-specific
methods, such as gradient clipping and di↵erences in
neighboring datasets. Fairness literature has stud-
ied the related problem of the influence of training
data on fairness (Wang et al., 2022), but does not
provide any methods for unlearning. In unlearning
literature, recent empirical studies have shown that
unlearning can increase disparity (Zhang et al., 2023),
other works have demonstrated the incompatibility of
fairness and unlearning for the SISA algorithm (Koch
and Soll, 2023), and one work (Wang et al., 2023) has
provided a method to achieve removal and fairness but
uses a sharding and retraining algorithm over fairness-
corrected graph data for GNNs. In this paper, we
propose the first e�cient method which achieves fair-
ness while being provably unlearnable without requiring
retraining.

3 PRELIMINARIES

Let D = {(x1, y1, s1), . . . , (xn, yn, sn)} 2 D be a train-
ing dataset with size n, where D is the set of all pos-
sible datasets. For i = 1, 2, . . . , n, xi 2 X ✓ Rd is a
feature vector; yi 2 Y = {0, 1} is a binary label; and
si 2 S = {a, b} is a binary sensitive attribute. A learn-

ing algorithm is represented as a mapping A : D ! H⇥

that maps a dataset D 2 D to a model A(D) in a
hypothesis space H parametrized by some ✓ 2 ⇥.

Unlearning. Given set of samples to be deleted
R ✓ D, the goal of unlearning is to e�ciently find
a model that resembles the model retrained on D \R
from scratch. We define an unlearning mechanism
as a mapping M : H⇥ ⇥ D ⇥ D ! H⇥ that maps
a learned model A(D), the original dataset D, and a
subset R ✓ D of data points to be deleted, to a new un-
learned model M(A(D), D,R). Ideally, the unlearned
model M(A(D), D,R) is statistically indistinguishable
from A(D \ R) (Guo et al., 2020; Neel et al., 2020).
When both the learning algorithm A and the unlearn-
ing mechanism M are randomized, i.e., their outputs
produce a probability distribution over the hypothesis
H⇥, the notion of statistical indistinguishability can
be formalized as follows.

Definition 1 ((✏, �)-Statistical Indistinguishabil-
ity (Guo et al., 2020; Neel et al., 2020).)

For given ✏, � > 0, an unlearning mechanism M
achieves (✏, �)-Statistical Indistinguishability with re-
spect to A, if for all M ✓ H⇥, D 2 D, R ✓ D and
|R| = 1, we have

Pr(M(A(D), D,R) 2 M)  e✏ Pr(A(D \R) 2 M) + �,

Pr(A(D \R) 2 M)  e✏ Pr(M(A(D), D,R) 2 M) + �.

Note that this definition is based on deletion of one
data point (|R| = 1). We include results for unlearning
over multiple requests (|R| = m) in the Appendix.

Fairness. We focus on a popular notion of group fair-
ness, Equalized Odds (Hardt et al., 2016), and present
results for other popular metrics such as Demographic
Parity, Equality of Opportunity, and Subgroup Accu-
racy in the Appendix. Consider a data point (X,Y, S)
randomly drawn from the data distribution, where
X 2 X , Y 2 Y , and S 2 S. Note that X, Y , and S are
random variables. Equalized Odds is then defined as
follows.

Definition 2 (Equalized Odds (Hardt et al.,
2016).) A model h✓ : X ! Y satisfies Equalized
Odds with respect to the sensitive attribute S and the
outcome Y if the model prediction h✓(X) and S are
independent conditional on Y . More formally, for all
y 2 {0, 1},

Pr(h✓(X) = 1 | S = a, Y = y) =

Pr(h✓(X) = 1 | S = b, Y = y).

In practice, when exact Equalized Odds is not achieved,
we can use Absolute Equalized Odds Di↵erence, the
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absolute di↵erence for both false positive rates and
true positive rates between the two subgroups, as a
quantitative measure for unfairness. The Absolute
Equalized Odds Di↵erence (AEOD) is defined as:

AEOD(✓) :=
1

2

X

y2{0,1}

��Pr(h✓(X) = 1 | S = a, Y = y)�

Pr(h✓(X) = 1 | S = b, Y = y)
��. (1)

We build on prior approaches by incorporating fairness
goals into the classic unlearning problem. In the next
section, we propose the first method to satisfy fairness
and unlearning simultaneously.

4 FAIR UNLEARNING

We provide an algorithm that can e�ciently unlearn
requested data points from a model trained with fair
loss. We also prove theoretical guarantees on the un-
learnability of our method, and show novel fairness
bounds that can be applied to our method as well as
prior work.

4.1 A Convex Fair Loss Function

To simultaneously achieve fairness and provable un-
learning, we leverage a convex fair learning loss intro-
duced by Berk et al. (2017). This fair loss can e↵ectively
optimize for several popular notions of group fairness,
including Equalized Odds. In addition, the convex-
ity of this loss o↵ers mathematical convenience in the
development of our provable unlearning algorithm.

We begin with a binary cross-entropy (BCE) loss for
binary classification:

LBCE(✓, D) =
1

n

nX

i=1

`(✓, xi, yi) +
�

2
||✓||2

2
, (2)

where `(✓, xi, yi) = �yi log(hxi, ✓i) � (1 � yi) log(1 �

hxi, ✓i) is the logistic loss.

We then add a fairness regularizer. Let Ga := {i : si =
a}, Gb := {i : si = b} be sets of indices indicating
subgroup membership for each sample in dataset D
with na = |Ga| and nb = |Gb|. The fairness regularizer
is defined as the following:

Lfair(✓, D) :=
0

@ 1

nanb

X

i2Ga

X

j2Gb

1[yi = yj ](hxi, ✓i � hxj , ✓i)

1

A
2

.

(3)

In simple terms, Lfair penalizes the pairwise di↵erence
in logits for samples with the same label between sub-
groups. Because Lfair considers samples that share a

label regardless of label value, this term directly opti-
mizes for Equalized Odds (Def. 2). The full fair loss
becomes

L(✓, D) = LBCE(✓, D) + �Lfair(✓, D), (4)

where � is the fairness regularization parameter.

Most existing unlearning methods (Guo et al., 2020;
Izzo et al., 2021; Neel et al., 2020) are specifically de-
signed to unlearn over objective functions like Eq. (2),
where the objective constitutes a sum of independent
functions on each data point. However, the introduc-
tion of the fairness regularizer Lfair(✓, D) (and most
other fairness regularizers (Beutel et al., 2019)) entan-
gles the influence of data points, rendering existing
unlearning methods inapplicable. In the following sec-
tion, we propose a method to address these issues and
the first fair unlearning algorithm.

4.2 The Fair Unlearning Algorithm

Recall the goal of an unlearning algorithm M is
to e�ciently update the model A(D), such that
M(A(D), D,R) is close to A(D \ R). With a con-
crete definition of our fair loss, we can represent the
fully trained model A(D) by its parameters ✓⇤D :=
argmin✓ L(✓, D). Similarly, the retrained model A(D \

R) corresponds to parameters ✓⇤D0 := argmin✓ L(✓, D0),
where we define D0 := D \R for simplicity.

Similar to several existing unlearning methods (Guo
et al., 2020; Neel et al., 2020), our fair unlearning
method consists of two steps. First we conduct an
e�cient update on ✓⇤D to obtain updated model param-
eters ✓�D0 . The goal of this part is to make the updated
model parameters ✓�D0 close to the retrained model pa-
rameters ✓⇤D0 . Then we add noise to the loss function
such that both A(D) and A(D0) are randomized, from
which we can establish a statistical indistinguishability
result between M(✓⇤D, D,R) and A(D0).

E�cient Model Update. We first introduce the
e�cient model update. To simplify notations, we can
unroll the squared double sum in Eq. (3) into a single
sum using a Cartesian product. Define N := Ga ⇥

Gb ⇥Ga ⇥Gb. Then we can write Lfair as

Lfair(✓, D) =
1

|N |

X

(i,j,k,l)2N

`fair(✓, {(xf , yf )}f2{i,j,k,l}),
(5)

where

`fair(✓, {(xf , yf )}f2{i,j,k,l}) :=

1[yi = yj ](hxi, ✓i � hxj , ✓i)1[yk = yl](hxk, ✓i � hxl, ✓i).
(6)

Without loss of generality, assume that we want to re-
move one single data point, the final sample (xn, yn, sn),
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and that this sample comes from subgroup a, i.e.,
n 2 Ga. We propose an algorithm that updates ✓⇤D to
approximately minimize L(✓, D0) over the remaining
dataset D0 = D \ R where R = {(xn, yn, sn)}. Our
algorithm takes a second-order Newton update from
✓⇤D, which results in ✓�D0 . Let d0a := {i 2 Ga : xi 2 D0

},
CD0 := d0a ⇥ Gb ⇥ d0a ⇥ Gb. We define a quantity �
related to the residual di↵erence between gradients over
D and D0 as follows:

� := `0(✓⇤D, xn, yn) + �✓⇤D

+ �
n

|N |

X

(i,j,k,l)2N

`0
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l})

� �
n� 1

|CD0 |

X

(i,j,k,l)2CD0

`0
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l}).

(7)

Intuitively, the first and second term correspond to
taking a gradient step in the direction of the BCE
loss and `2 penalty respectively, while the third term
counteracts the entangled influence the sample has on
the remaining data and the fourth term takes a gradient
step over the fairness penalty. By constructing� in this
way, our unlearning algorithm becomes the following:

✓�D0 = ✓⇤D +H�1

✓⇤
D
�, (8)

where H✓⇤
D

= r
2
L(✓⇤D, D0) is the Hessian of the full

loss. In Theorem 1, we achieve a bound on the gradient
||rL(✓�D0 ;D0)||2 and then apply this bound to perform
(✏, �)-unlearning.

Noisy Loss Perturbation. To achieve (✏, �)-
statistical indistinguishability, we add Gaussian noise
to both the original training and the retraining process.
Specifically, we modify the loss function by an addi-
tional term bT ✓, where b ⇠ N(0,�I)d, resulting in the
perturbed loss function L

b(✓, D) = L(✓, D) + bT ✓.

Runtime Complexity. Hessian inversion takes
O(d2n) time, but this can be precomputed and cached
as in (Izzo et al., 2021; Guo et al., 2020). We can
also rearrange terms in Eq. (7) to precompute the dou-
ble sum over all elements in N which is O(n2) and
then subtract terms accordingly from N \ C which is
O(kn+k2), where k is the size of our unlearning request
and k << n. Thus, at unlearning time, our runtime is
of order O(kn+ k2).

Trade-o↵ between fairness and unlearning. Al-
though not directly related to each other, both fairness
(in the form of increased regularization, �) and unlearn-
ing (in the form of increased noise, �), form a Pareto
frontier with accuracy. Thus, for a given accuracy
budget, fairness and unlearning come at a cost to one
another.

4.3 Theoretical Guarantees

Theoretical Guarantee on Statistical Indistin-
guishability. When both the original training and
retraining are randomized, the following Theorem 1
provides a guarantee that our unlearning method in
Eq. (8) is (✏, �)-indistinguishable from retraining for
some ✏, � > 0.

Theorem 1 ((✏, �)-unlearning.3) Let ✓⇤D be the
output of algorithm A trained on L

b. Assume the
loss ` is  -Lipschitz in its second derivative (`00 is
 -Lipschitz), and bounded in its first derivative by a
constant ||`0(✓, x, y)||2  g. Assume the data is bounded
such that for all i 2 n, ||xi||2  1. Then,

||rL(✓�D0 ;D0)||2 

 

�2(n� 1)

✓
2g + ||✓⇤D||2

����

����
8(n� 1)

n2
a

����

����
2

◆2

, (9)

and if b ⇠ N(0, k✏0/✏)d with k > 0 and
||rL(✓�D0 ;D0)||2  ✏0, then the unlearning algo-
rithm defined by Eq. 8 is (✏, �)-unlearnable with � =
1.5 exp(�k2/2).

For logistic loss, we know ||`0(✓, x, y)||2  1 and that
`00 is 1/4-Lipschitz.

Intuitively, our goal is to achieve Definition 1 by making
the likelihood of a model being output by training
approximately equal to the likelihood of that same
model being output by unlearning. We do this by
1) ensuring the gradient of our unlearned model is
bounded, which for strongly convex loss directly means
our unlearned parameter ✓�D0 is close to the optimal
retrained parameter ✓⇤D0 , and 2) adding a su�cient
amount of noise to the training objective such that any
parameter close to ✓⇤D0 could have been generated by
A.

Theoretical Guarantee on Fairness. Finally, we
show that the model output by our method, ✓�D0 , has a
bounded change in Absolute Equalized Odds Di↵erence
(Eq. (1)) in comparison to the model output by retrain-
ing, ✓⇤D0 . We formalize that AEOD(✓�D0) is bounded in
the following theorem.

Theorem 2 (AEOD is bounded.) Assume both
`BCE(✓, x, y) = `(✓, x, y) + 2�

n ||✓||2
2
and `fair are L-

Lipschitz. Suppose 8x 2 X ✓ Rd, ||x||2  1, and for all

Z ✓ X , the conditional probability P (Z|S, Y )  c |Z|
|X |

for some c � 1, which controls the concentration of
the probability distribution. Then, with the results from
Thm. 1 we can show that ||✓⇤D0 � ✓�D0 ||2   for some 

3For proof and generalization to unlearning m samples,
see Appendix A.1
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being O(1/n2). Furthermore, we have that the absolute
equalized odds di↵erence for ✓�D0 is bounded by

AEOD(✓�D0)  AEOD(✓⇤D0)

+ c

0

B@1�
2
R
1

µ
⇡

d�1
2

�(
d+1
2 )

(1� y2)
d�1
2 dy

V

1

CA , (10)

where V is the volume of the unit d-sphere, and µ =
O(

p
).

As n goes to infinity,  approaches 0, the integral in
Eq. (10) evaluates to V/2, so the second term vanishes.

Theorem 2 states that the unlearned and retrained
models will be similar to each other in terms of fairness
performance. By developing an unlearnable method
that optimizes for fairness during training and re-
training, our theory guarantees that unlearning will
also be as fair. Furthermore, Thm. 2 only requires
||✓⇤D0 � ✓�D0 ||2   in addition to standard assumptions
in unlearning literature for linear models such as Lip-
schitzness and bounded data. For any other method
that achieves the above bound on parameter distance,
Thm. 2 bounds the change in fairness of the unlearned
and retrained model. Proofs for both theorems can be
found in the Appendix.

5 EXPERIMENTAL RESULTS

In this section, we evaluate the e↵ectiveness of fair
unlearning in terms of both fairness and accuracy in
the scenario where data points are deleted at random.
Next, we consider more extreme settings for unlearning
where data points are deleted disproportionately from
a specific subgroup.

5.1 Experimental Setup

We evaluate the proposed fair unlearning method on
three real-world datasets using a logistic regression
model. However, note that previous work has shown
combining an unlearnable linear layer with a DP-SGD
trained neural network preserves unlearning guaran-
tees (Guo et al., 2020). We simulate three types of
data deletion requests and compare various unlearning
methods with retraining. We also report the metrics
of the original model trained on the full training set as
a reference. For all results we repeat our experiments
five times and report mean and standard deviation.
Note that the e↵ectiveness of erasing the influence
of requested data points is guaranteed by our theory
rather than evaluated empirically, as is common in
prior unlearning literature (Guo et al., 2020; Neel et al.,
2020).

Datasets. We consider three datasets commonly
used in the machine learning fairness literature. 1)
COMPAS (Angwin et al., 2016) is a classic fairness
benchmark with the task of predicting a criminal defen-
dant’s likelihood of recidivism. 2) Adult from the UCI
Machine Learning Repository (Asuncion and Newman,
2007) is a large scale dataset with the task of predicting
income bracket. 3) High School Longitudinal Study
(HSLS ) is a dataset containing survey responses from
high school students and parents with the task of pre-
dicting academic year (Ingels et al., 2011; Jeong et al.,
2022). For all datasets, we use the individual’s race as
the sensitive group identity.

Data Deletion Settings. We simulate data dele-
tions in three settings: 1) random deletion, where data
deletion requests come randomly from the training
set independent of subgroup membership; 2) minority
deletion, where data deletion requests come randomly
from the minority group of the training set; 3) majority
deletion, where data deletion requests come randomly
from the majority group of the training set.

Evaluation Metrics. We report experimental re-
sults on Absolute Equalized Odds Di↵erence (AEOD)
as defined in Eq. (1), with results for Demographic
Parity, Equality of Opportunity, and Statistical Parity
in the Appendix. In addition, we explore the tradeo↵s
between ✏ and � which control di↵erent strengths of
unlearning. Finally, we report runtime, test accuracy,
and fairness-accuracy tradeo↵s for � in the Appendix.

Baseline Methods. We compare our method with
four baselines designed for unlearning with BCE loss
(Eq. (2)). In addition to brute-force retraining with
BCE loss (named as Retraining (BCE)), we consider
three unlearning methods from existing literature. The
three methods are 1) Newton (Guo et al., 2020) a
second-order approach that takes a single Newton step
to approximate retraining; 2) PRU (Izzo et al., 2021)
which uses a statistical technique called the residual
method to e�ciently approximate the Hessian used in
the Newton step; and 3) SISA (Bourtoule et al., 2020)
a method that splits the dataset into shards and trains
a model on each shard, while unlearning by retraining
each model separately to speed up the process. In
addition, we compare our Fair Unlearning method
designed for unlearning with fair loss (Eq. (4)) to brute-
force retraining with fair loss (named as Retraining
(Fair)). Finally, as references, we also evaluate models
trained on the full training set with BCE loss and fair
loss, respectively named as Full Training (BCE) and
Full Training (Fair). Note that the goal of all ma-
chine unlearning methods is to approximate retraining.
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Figure 1: Absolute equalized odds di↵erence (lower is better) for unlearning methods over random requests on
COMPAS, Adult, and HSLS. Our method well-approximates fair retraining.

Figure 2: Unlearning performance and leakage for various levels of noise added while unlearning 100 samples
according to Thm. 1. We set � = 0.0001 and report corresponding ✏ values in the legend.

Runtime Complexity. We compare the runtimes
of our unlearning method and retraining over various
removal sizes and report results in the Appendix. We
also report precomputation times for Hessian inversion.
Overall we see a 2⇥ to 20⇥ speedup with our method
over retraining.

Unlearning Leakage. We report the unlearning
leakage of our method for various levels of noise vari-
ance using the bound shown in Thm. 1. For small
datasets, Guo et al. (2020) propose a tighter data de-
pendent bound which we adapt to fair unlearning in
Appendix A.2. We pick the lower value of ✏ between
the two bounds for our reported results. For various
magnitudes of �, we fix � = 0.0001 and compute the
accuracy of the model unlearned with our method in ad-
dition to the leakage, ✏. Values are reported in Fig. 2.
We can achieve realistic values of ✏ with reasonable
amounts of noise while preserving performance.

5.2 Experimental Results on Fairness

Deletion at Random. We evaluate our method in
terms of fairness when unlearning at random from our

training dataset. For each of our datasets, and for both
BCE and fair loss, we train a base logistic regression
model on the full training dataset. Then, we randomly
select 1%, 5%, 10%, 15%, and 20% of our training set
to unlearn. We compare the AOED of our method
to various baselines. Results are reported in Figure 1.
Note that methods computed with BCE loss are shown
with dashed lines whereas methods computed with fair
loss are shown with solid lines.

As predicted by our theoretical results, our Fair Un-
learning method (green) well-approximates the fair-
ness performance of retraining with fair loss. In ad-
dition, we see that across all levels of unlearning, our
method outperforms all baselines by a significant mar-
gin in AEOD for COMPAS, with similar results for
Adult and HSLS. In the full statement of Thm. 1 for
unlearning m samples (see Appendix A.1), we show
that the unlearning bound scales with m. We similarly
observe that the precision of our method decreases
as we unlearn more samples. Note that Newton is
the best approximator for Retraining (BCE), often-
times exactly covering the retraining curve, and Fair
Unlearning similarly replicates the performance of
Retraining (Fair). Further, we see that certain exist-
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Figure 3: Absolute equalized odds di↵erence (lower is better) for unlearning methods when unlearning from the
minority (top) and majority (bottom) subgroup on COMPAS, Adult, and HSLS.

ing methods such as PRU and SISA are highly vari-
able and can lead to greater disparity than retraining.
Notably, across all datasets, our method outperforms
baselines in preserving fairness.

Deletion from Subgroups. If unlearning at random
preserves relative subgroup distribution in data, the
worst case unlearning distribution for fairness is when
unlearning requests are concentrated on specific sub-
groups. Subgroup deletion can also create a negative
feedback loop where data deletion results in degra-
dation in performance for that subgroup, motivating
more members of said subgroup to request unlearn-
ing. To explore this, we unlearn only from minority
groups and majority groups (Fig. 3). Note that when
unlearning from minority groups, we only unlearn up
to 10% of the dataset as the minority subgroup has
(by definition) less representation in the dataset. Too
many deletions from the minority group would destroy
the stability of the learned models. For example, in
the Adult dataset, which has 90% majority and 10%
minority data, 10% deletion from the minority group is
the maximum possible and already drastically reduces
model performance.

We see that when unlearning from both minority and
majority subgroups, our Fair Unlearning method
approximates Retraining (Fair) and thus maintains
the best fairness performance throughout unlearning.

When unlearning from minority subgroups, for both
COMPAS and HSLS, our method perfectly approx-
imates fair retraining and largely outperforms other
baselines in terms of AEOD. In Adult, note that vanilla
unlearning methods improve in fairness despite unlearn-
ing from the minority subgroup. This is not unexpected
as models can generalize better on subsets of a dataset,
especially if the removed data are outliers, and the
same can occur with fairness performance. However,
we highlight that our method always achieves better
AEOD than baselines. This indicates that even if re-
moving a portion of data happens to help fairness, we
can better improve fairness performance by explicitly
accommodating fairness constraints. We also see that
both fair retraining and unlearning have high standard
deviation at 10% unlearning due to its imbalanced sub-
group distribution. We do not see a similar change
for baseline methods trained with BCE loss because
those methods do not consider subgroups in their loss,
whereas in the fair setting this error can be attributed
primarily to the fair loss term which requires well-
represented subgroups for accurate estimation. This
behavior highlights a problem in unlearning settings
that even when unlearning a small proportion of the to-
tal dataset, unlearning requests may completely destroy
accurate estimates of subgroup distributions, resulting
in downstream disparity when not considering fairness.

In majority subgroups, we see consistent performance
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by our method across all datasets, with significant
improvements in terms of AEOD. Finally, similar to
the results for random unlearning, PRU display high
error bands and atypical AEOD scores when compared
to other baselines, while Newton remains accurate at
approximating Retraining (BCE).

5.3 Experimental Results on Accuracy

Finally, we validate the accuracy of Fair Unlearning
to ensure that increased fairness does not come at a cost
to performance. Trivially, AEOD can be optimized by a
random guessing classifier despite its poor performance.
We report test accuracy at 5% and 20% of samples
unlearned across our various baselines and datasets in
the supplemental material. We see that while achieving
significant improvements in fairness, our method and
brute-force retraining maintain performance in terms
of accuracy and can even improve in some cases when
unlearning at random and from subgroups.

6 CONCLUSION

In this work we show that existing methods fail to
accommodate models with fairness considerations, and
we resolve this issue by proposing the first fair unlearn-
ing algorithm. We prove our method is unlearnable
and bound its fairness guarantees. Then, we evaluate
our method on three real-world datasets and show that
our method well approximates retraining with a fair
loss function in terms of both accuracy and fairness.
Further, we highlight worst case scenarios where un-
learning requests disproportionately come from certain
subgroups. Our fair unlearning method allows practi-
tioners to achieve multiple data protection goals at the
same time (fairness and unlearning) and satisfy regula-
tory principles. Furthermore, we hope this work sparks
discussion surrounding other auxiliary goals that may
need be compliant with unlearning such as robustness
and interpretability, or other definitions of fairness such
as multicalibration and multiaccuracy.
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A APPENDIX

A.1 Proof of Theorem 1

We begin by introducing two lemmas.

Recall the definition of our full loss function,
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For our proof of Lemma 1, we multiply by the entire objective by n:

L(✓, D) =
nX

i=1

`(✓, xi, yi) +
�

2
||✓||2

2
+ �

n

|N |

X

i,j,k,l2N

`fair(✓, {(xf , yf )}f2{i,j,k,l}). (11)

Let ✓�D0 := ✓⇤D +H�1

✓⇤
D
� be the update step of our unlearing algorithm, where ✓⇤D is our optimum when training on

the entire dataset, H�1

✓⇤
D

:= (r2
L(✓⇤D;D0))�1 is the inverse hessian of the loss at ✓⇤D evaluated over the remaining

dataset defined as D0 = D \R. Let R be our unlearning requests, and without loss of generality assume these are
the last m elements of D, {xn�m, ..., xn}. Let Ga := {i : si = a}, Gb := {i : si = b} be sets of indices indicating
subgroup membership for each sample. Define ra := {i 2 Ga : xi 2 R}, rb := {i 2 Gb : xi 2 R}, and d0a, d

0
b

similarly for xi 2 D0. Recall n = |D|, and let na = |Ga|, nb = |Gb| and similarly let m = |R|,ma = |ra|,mb = |rb|.
Let N = Ga ⇥Gb ⇥Ga ⇥Gb, and let CD0 = d0a ⇥ d0b ⇥ d0a ⇥ d0b. Then, Then, define our unlearning step � as the
following:
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Lemma 1 Assume the ERM loss ` is  -Lipschitz in its second derivative (`00 is  -Lipschitz), and bounded in its
first derivative by a constant ||`0(✓, x, y)||2  g. Suppose the data is bounded such that for all i 2 n, ||xi||2  1.
Then the gradient of our unlearned model on the remaining dataset is bounded by:
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Proof: This proof largely follows the structure of the proof of Theorem 1 in Guo et al. (2020), but di↵ers in the
addition of our fairness loss term which introduces additional terms into the bound.

Let G(✓) = rL(✓;D0) be the gradient at the remaining dataset D0 = D \R. We want to bound the norm of the
gradient at ✓ = ✓�D0 , as we know for convex loss, the optimum when retraining over the remainder dataset D0 is
zero. Keeping the norm of the unlearned weights close to zero ensures we have achieved unlearning.

We substitute the expression for the unlearned parameter and do a first-order Taylor approximation, which states
there exists an ⌘ 2 [0, 1] such that the following holds:
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Recall that G is the gradient of the loss, so here rG is the Hessian evaluated at this ⌘ perturbed value. Let H✓⌘

be the Hessian evaluated at the point ✓⌘ = ✓⇤D + ⌘H�1
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�. Then we have
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By our choice of �, G(✓⇤D) +� = 0.
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Combining (12) and (15), we see G(✓⇤D) +� equals 0.
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We see in (16) that G(✓⇤D) +� = rL(✓⇤D;D). Then, rL(✓⇤D;D) = 0 because our loss function is convex and our
optimum occurs at ✓⇤D.

Returning to the proof of Lemma 1, we have:
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�1

✓⇤
D
���,

= 0 +H✓⌘H
�1

✓⇤
D
���,

= H✓⌘H
�1

✓⇤
D
��H✓⇤

D
H�1

✓⇤
D
�,

= (H✓⌘ �H✓⇤
D
)H�1

✓⇤
D
�. (17)

We want to bound the norm of (17).

||G(✓�D0)||2 = ||(H✓⌘ �H✓⇤
D
)H�1

✓⇤
D
�||2

 ||H✓⌘ �H✓⇤
D
||2||H

�1

✓⇤
D
�||2

First, we bound the left term. Recall we define H as the Hessian evaluated over the remainder dataset D0. Also
note that `00

fair
and �

2
||✓||2

2
are constant in ✓ so `00

fair
(✓⌘, {(xf , yf )}f2{i,j,k,l}) � `00

fair
(✓⇤D, {(xf , yf )}f2{i,j,k,l}) = 0.
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Then we have

||H✓⌘ �H✓⇤
D
||2 = ||

n�mX

i=1

r
2`(✓⌘, xi, yi) + �(n�m) + �

n�m

|CD0 |

X

i,j,k,l2CD0

`00
fair

(✓⌘, {(xf , yf )}f2{i,j,k,l})

�

n�mX

i=1

r
2`(✓⇤D, xi, yi)� �(n�m)� �

n�m

|CD0 |

X

i,j,k,l2CD0

`00
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l})||2,



n�mX

i=1

||r
2`(✓⌘, xi, yi)�r

2`(✓⇤D, xi, yi)||2,

=
n�mX

i=1

||xT
i (`

00(✓⌘, xi, yi)� `00(✓⇤D, xi, yi))xi||2, (18)



n�mX

i=1

||`00(✓⌘, xi, yi)� `00(✓⇤D, xi, yi)||2||xi||
2

2
,



n�mX

i=1

 ||✓⌘ � ✓⇤D||2||xi||
2

2
, (19)



n�mX

i=1

 ||✓⌘ � ✓⇤D||2, (20)

= (n�m) ||✓⌘ � ✓⇤D||2,

= (n�m) ||✓⇤D + ⌘H�1

✓⇤
D
�� ✓⇤D||2,

= (n�m) ||⌘H�1

✓⇤
D
�||2,

 (n�m) ||H�1

✓⇤
D
�||2, (21)

where (18) comes from chain rule, (19) comes from our assumption `00 is  -Lipschitz, and (20) comes from our
assumption that ||xi||2  1.

Thus, we have:

||G(✓�D0)||2  ||H✓⌘ �H✓⇤
D
||2||H

�1

✓⇤
D
�||2,

 (n�m) ||H�1

✓⇤
D
�||

2

2
(22)

We bound the quantity ||H�1

✓⇤
D
�||2. Remember we are evaluating our Hessians and gradients over the remainder

dataset, D0. With a convex ` and `fair where r
2`,r2`fair are positive semi-definite and regularization of strength

n�
2
, our loss function is n�-strongly convex. Thus, our Hessian over the remainder dataset (of size n �m) is

bounded:

||H✓||2 � (n�m)�

And so is its inverse

||H�1

✓ ||2 
1

(n�m)�
(23)

Finally, we bound �. Recall its definition:

� :=
nX

i=m

`0(✓⇤D, xi, yi) +m�✓⇤D + �
n

|N |

X

(i,j,k,l)2N

`0
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l})

� �
n�m

|CD0 |

X

(i,j,k,l)2CD0

`0
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l}). (24)
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We bound ✓⇤D to bound our second term. Recall that the gradient over the full dataset at ✓⇤D equals 0.

0 = rL(✓⇤D, D) =
nX

i=1

`0(✓⇤D, xi, yi) + n�✓⇤D + �
n

|N |

X

i,j,k,l2N

`0
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l}) (25)

We expand `0
fair

and see it is linear in ✓. Denote this coe�cient F (i, j, k, l).

`0
fair

(✓⇤D, {(xf , yf )}f2{i,j,k,l}) = 2 · 1[yi = yj ]1[yk = yl](x
T
i xk � xT

i xl � xT
j xk + xT

j xl)✓
⇤
D

= F (i, j, k, l)✓⇤D (26)

We can bound ✓⇤D by taking the stationary point condition (25) and solving for ✓⇤D. Using the assumption the
ERM loss is bounded ||`0(✓, xi, yi)||2  g, we see:

✓⇤D =
�
Pn

i=1
`0(✓⇤D, xi, yi)

n�+ � n
|N |

P
i,j,k,l2N F (i, j, k, l)

,

||✓⇤D||2 =

�����

�����

Pn
i=1

`0(✓⇤D, xi, yi)

n�+ � n
|N |

P
i,j,k,l2N F (i, j, k, l)

�����

�����
2

,

||✓⇤D||2  ng

�����

�����
1

n�+ � n
|N |

P
i,j,k,l2N F (i, j, k, l)

�����

�����
2

,

||✓⇤D||2  g

�����

�����
1

�+ � 1

|N |
P

i,j,k,l2N F (i, j, k, l)

�����

�����
2

(27)

Now, we can bound the norm of �. We use the triangle inequality as well as the fact that |CD0 | < |N |, and the
terms n > m > 0 to simplify.

||�||2 =

������

������

nX

i=m

`0(✓⇤D, xi, yi) + ✓⇤D

2

4m�+ �

0

@ n

|N |

X

i,j,k,l2N

F (i, j, k, l)�
n�m

|CD0 |

X

i,j,k,l2CD0

F (i, j, k, l)

1

A

3

5

������

������
2

,

 mg + ||✓⇤D||2

������

������
m�+ �

0

@ n

|N |

X

i,j,k,l2N

F (i, j, k, l)�
n�m

|CD0 |

X

i,j,k,l2CD0

F (i, j, k, l)

1

A

������

������
2

,

 mg + ||✓⇤D||2

������

������
m�+ �

0

@ n

|N |

X

i,j,k,l2N

F (i, j, k, l)�
n�m

|N |

X

i,j,k,l2CD0

F (i, j, k, l)

1

A

������

������
2

,

= mg + ||✓⇤D||2

������

������
m�+ �

0

@ n

|N |

X

i,j,k,l2N\CD0

F (i, j, k, l) +
m

|N |

X

i,j,k,l2CD0

F (i, j, k, l)

1

A

������

������
2

,

= gm+ ||✓⇤D||2

������

������
m�+ �

0

@ m

|N |

X

i,j,k,l2N

F (i, j, k, l) +
n�m

|N |

X

i,j,k,l2N\CD0

F (i, j, k, l)

1

A

������

������
2

,

 mg + ||✓⇤D||2

������

������
m�+ �

m

|N |

X

i,j,k,l2N

F (i, j, k, l)

������

������
2

+ ||✓⇤D||2

������

������
n�m

|N |

X

i,j,k,l2N\CD0

F (i, j, k, l)

������

������
2

(28)

We can plug in our solution for ||✓⇤D||2 from (27) and we see the second term equals g.

||�||2  2mg + ||✓⇤D||2

������

������
n�m

|N |

X

i,j,k,l2N\CD0

F (i, j, k, l)

������

������
2

(29)

Next we analyze the final term. Let, ma,mb be the number of removals from subgroups a and b respectively
and recall that na, nb is the total number of elements in subgroups a and b respectively. Recall our assumption
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||xi||2  1. Note that N \ CD0 is the union of two sets; first, the set of removed points from subgroup a
(ra) and their interactions with all points in subgroup b (Gb), and second the set of removed points from
subgroup b (rb) and their interactions with all points in subgroup a (Ga). Then, we can compute the cardinality
|N \ CD0 | = m2

an
2

b +m2

bn
2
a �m2

am
2

b . Note that |N | = n2
an

2

b .

||✓⇤D||2

������

������
n�m

|N |

X

i,j,k,l2N\CD0

F (i, j, k, l)

������

������
2

= ||✓⇤D||2

������

������
n�m

|N |

X

i,j,k,l2N\CD0

2 · 1[yi = yj ]1[yk = yl](x
T
i xk � xT

i xl � xT
j xk + xT

j xl)

������

������
2

,

 ||✓⇤D||2

����

����
8|N \ CD0 |(n�m)

|N |

����

����
2

,

= ||✓⇤D||2

����

����
8(m2

an
2

b +m2

bn
2
a �m2

am
2

b)(n�m)

(n2
an

2

b)

����

����
2

. (30)

Combining (29) and (30),

||�||2  2mg + ||✓⇤D||2

����

����
8(m2

an
2

b +m2

bn
2
a �m2

am
2

b)(n�m)

(n2
an

2

b)

����

����
2

. (31)

The final form of our gradient norm ||L(✓�D0 , D0)||2 = ||G(✓�D0)||2 is the following.

||G(✓�D0)||2  (n�m) ||H�1

✓⇤
D
�||

2

2
,

 (n�m) ||H�1

✓⇤
D
||
2

2
||�||

2

2
,

 (n�m) 
1

(n�m)2�2
(2mg + ||✓⇤D||2

����

����
8(m2

an
2

b +m2

bn
2
a �m2

am
2

b)(n�m)

(n2
an

2

b)

����

����
2

)2,

=
 

�2(n�m)

✓
2mg + ||✓⇤D||2

����

����
8(m2

an
2

b +m2

bn
2
a �m2

am
2

b)(n�m)

(n2
an

2

b)

����

����
2

◆2

. ⇤ (32)

Assume the number of samples in subgroups a and b (na, nb) are relatively balanced (O(n)), and the number of
unlearned samples (ma,mb) are su�ciently low, such that ma = O(

p
na),mb = O(

p
nb). Under these assumptions,

we see that the term in the parenthesis is O(1), so (32) is O(1/n). When we let m = 1, and without loss of
generality ma = 1,mb = 0, we exactly recover Thm. 1 in the main paper.

Lemma 2 (Guo et al. (2020)) Let A be the learning algorithm that returns the unique optimum of the perturbed
loss L(✓, D)+bT ✓, and let M be the an unlearning mechanism that outputs ✓�D0 . Suppose that ||rL(✓�D0 , D0)||2  ✏0

for some ✏0 > 0. Then, we have the following guarantees for M:

1. If b is drawn from a distribution with density p(b) / exp� ✏
✏0 ||b||2, then M is ✏-unlearnable for A;

2. If b ⇠ N(0, k✏0/✏)d with k > 0, then M is (✏, �)-unlearnable for A with � = 1.5 exp(�k2/2)

A.1.1 Proof of Theorem 1:

By combining Lemmas 1 and 2, we show that the loss gradient over the remaining dataset, evaluated at the
unlearned parameter ✓�D0 is bounded, and we can directly plug this into Lemma 2 to achieve (�, ✏)-unlearning for
some �, ✏ > 0. ⇤

A.2 Data-Dependent Bound

From Eqn. (17), we are computing a bound on the norm of the following:

(H✓⌘ �H✓⇤
D
)H�1

✓⇤
D
�. (33)
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The Hessian for L(✓, D0) is

XTW✓X + �(n�m) + �
n�m

|CD0 |

X

i,j,k,l2CD0

`00
fair

(✓, {(xf , yf )}f2{i,j,k,l})

Where X is the data matrix of samples in D0, and W✓ is a diagonal matrix where Wii = `00(✓, xi, yi). Then,
Eqn. (33) becomes

(XT (W✓⌘ �W✓⇤
D
)X)H�1

✓⇤
D
�, (34)

which by (Guo et al., 2020), Corollary 1, shows that

||rL(✓⇤D;D0)||2 = ||(XT (W✓⌘ �W✓⇤
D
)X)H�1

✓⇤
D
�||2  �||X||2||H

�1

✓⇤
D
�||2||XH�1

✓⇤
D
�||2. (35)

A.3 Proof of Theorem 2

We begin with a useful corollary of Lemma 1:

Corollary 1 (||✓�D0 �✓⇤D0 ||2 is bounded.) Recall L(✓, D0) is (n�m)�-strongly convex. Then, by strong convexity,

(n�m)�||✓�D0 � ✓⇤D0 ||
2

2
 (rL(✓�D0 ,D0)�rL(✓⇤D0 ,D0)T (✓�D0 � ✓⇤D0),

= (rL(✓�D0 ,D0))T (✓�D0 � ✓⇤D0),

 ||rL(✓�D0 ,D0)||2||✓
�
D0 � ✓⇤D0 ||2,

(n�m)�||✓�D0 � ✓⇤D0 ||2 
 

�2(n�m)

✓
2mg + ||✓⇤D||2

����

����
8(m2

an
2

b +m2

bn
2
a �m2

am
2

b)(n�m)

(n2
an

2

b)

����

����
2

◆2

,

||✓�D0 � ✓⇤D0 ||2 
 

�3(n�m)2

✓
2mg + ||✓⇤D||2

����

����
8(m2

an
2

b +m2

bn
2
a �m2

am
2

b)(n�m)

(n2
an

2

b)

����

����
2

◆2

(36)

Next, we introduce the lemmas we will use in this proof.

Lemma 3 (The interior angle between ✓⇤D0 and ✓�D0 is bounded.) Let ||✓⇤D0 � ✓�D0 ||2  . Define the angle
between ✓⇤D0 and ✓�D0 as �. Then,

�  arccos

✓
||✓⇤D0 ||

2
2
+ ||✓�D0 ||

2
2
� 2

2||✓⇤D0 ||2||✓
�
D0 ||2

◆
,

 arccos

✓
||✓⇤D0 ||

2
2
+ (||✓⇤D0 ||2 � )2 � 2

2||✓⇤D0 ||2(||✓⇤D0 ||2 + )

◆

= arccos

✓
||✓⇤D0 ||2 � 

||✓⇤D0 ||2 + 

◆
(37)

The first inequality follows directly from applying the cosine angle formula to the triangle described by ✓⇤D0 , ✓�D0 ,
and ✓⇤D0 � ✓�D0 and the fact that ||✓⇤D0 � ✓�D0 ||2  . Then, we use the triangle inequality to show

||✓�D0 ||2  ||✓⇤D0 ||2 + ||✓�D0 � ✓⇤D0 ||2  ||✓⇤D0 ||2 + ,

||✓�D0 ||2 � ||✓⇤D0 ||2 � ||✓⇤D0 � ✓�D0 ||2 � ||✓⇤D0 ||2 � .

This lemma implies that as  approaches 0, the angle � approaches zero as well.

Lemma 4 (Volume of internal segment of a d-sphere) Let S be a d-sphere with radius 1 and volume

V = ⇡d/2

�(
d
2+1)

. Then, let ✓1, ✓2 be normal vectors defining two hyperplanes such that their intersection lies tangent

to the surface of S with internal angle � such that the angle bisector to � also bisects S. Then, the volume of the
region of intersection B between the half spaces defined by the hyperplanes at � within S equals

B = V � 2

Z
1

µ

⇡
d�1
2

�(d+1

2
)
(1� y2)d�1dy,

µ =
1

2
sin

�

2
.
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We take the full volume V and subtract o↵ the volume of the spherical segment defined as the integral of the
volume for a d� 1-sphere over various radius values along the hyperplane to the surface of the sphere. Note that
as �! 0, µ ! 0, and therefore B ! 0 as the right term approaches V .

A.3.1 Proof of Theorem 2:

Let ✓⇤D0 have a mean absolute equalized odds upper bounded by ↵, or

AEOD(✓⇤D0)  ↵. (38)

This implies

|P (h✓⇤
D0 (X) = 1 | S = a, Y = 1)� P (h✓⇤

D0 (X) = 1 | S = b, Y = 1)|  ↵, (39)

|P (h✓⇤
D0 (X) = 1 | S = a, Y = 0)� P (h✓⇤

D0 (X) = 1 | S = b, Y = 0)|  ↵. (40)

Define A✓⇤
D0 = {x : h✓⇤

D0 (x) = 1}, A✓�
D0

= {x : h✓�
D0
(x) = 1}. Then,

|P (A✓⇤
D0 | S = a, Y = 1)� P (A✓⇤

D0 | S = b, Y = 1)|  ↵, (41)

|P (A✓⇤
D0 | S = a, Y = 0)� P (A✓⇤

D0 | S = b, Y = 0)|  ↵. (42)

Now, define the regions of agreement as A = A✓⇤
D0 \A✓�

D0
, B = AC

✓⇤
D0

\AC
✓�
D0

and the regions of disagreement as

C = AC
✓⇤
D0

\A✓�
D0
, D = A✓⇤

D0 \AC
✓�
D0
. These events are disjoint, so we can decompose our conditional probability

measures in to sums over these events and express P (A✓�
D0

| S, Y ) in terms of P (A✓⇤
D0 | S, Y )

P (A✓⇤
D0 | S, Y ) = P (A | S, Y ) + P (D | S, Y ),

P (A✓�
D0

| S, Y ) = P (A | S, Y ) + P (C | S, Y ),

P (A✓�
D0

| S, Y ) = P (A✓⇤
D0 | S, Y ) + P (C | S, Y )� P (D | S, Y ). (43)

Then, we can bound the absolute di↵erence:

|P (A✓�
D0

| S = a, Y = 1)� P (A✓�
D0

| S = b, Y = 1)|

=|P (A✓⇤
D0 | S = a, Y = 1)� P (A✓⇤

D0 | S = b, Y = 1)

+ P (C |, S = a, Y = 1)� P (C |, S = b, Y = 1)

� P (D |, S = a, Y = 1) + P (D |, S = b, Y = 1)|,

|P (A✓⇤
D0 | S = a, Y = 1)� P (A✓⇤

D0 | S = b, Y = 1)

+ |P (C |, S = a, Y = 1)� P (C |, S = b, Y = 1)|

+ |P (D |, S = b, Y = 1)� P (D |, S = a, Y = 1)|,

↵+ |P (C |, S = a, Y = 1)� P (C |, S = b, Y = 1)|

+ |P (D |, S = b, Y = 1)� P (D |, S = a, Y = 1)|. (44)

Next, we relate the probability measures P (· | S, Y ) to the size of their event spaces to establish a bound on the

second and third terms in Equation 44. We assume for all events x ✓ X , P (x|S, Y )  c |x|
|X | , or in other words,

that our probability mass is relatively well distributed up to a constant. Then, computing |C| and |D| will provide
upper bounds on their conditional likelihoods.

Recall our assumption that ||xi||2  1. This means all of our data lies within a unit d-sphere we call S, which

defines our event space X and has volume V = |X | = ⇡d/2

�(
d
2+1)

. We can define events A✓⇤
D0 and A✓�

D0
the halfspaces

defined by ✓⇤D0 and ✓�D0 intersected with S. Then, A,B,C, and D partition S into four disjoint volumes. We seek
to bound the volume of C and D. First observe that the largest volume for C +D occurs when ✓⇤D0 , ✓�D0 intersect
tangent to S and create a region where the angle between ✓⇤D0 and ✓�D0 is bisected by a hyperplane that also
bisects S. This creates a region where one of C,D is empty and the other draws a large slice through S. Define
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the angle between ✓⇤D0 and ✓�D0 as �. Without loss of generality, assume |D| = 0. Then, by Lemmas 3 and 4, if
||✓⇤D0 � ✓�D0 ||2  d, then � is bounded and thus |C| is bounded.

|C| = V � 2

Z
1

µ

⇡
d�1
2

�(d+1

2
)
(1� y2)d�1dy, (45)

�  arccos

✓
||✓⇤D0 ||2 � 

||✓⇤D0 ||2 + 

◆
, (46)

where

µ =
1

2
sin

�

2
,

=
1

2

r
1� cos�

2
,



p


2
. (47)

by the double angle formula for cosine.

Returning to Equation 44, we have

|P (A✓�
D0

| S = a, Y = 1)� P (A✓�
D0

| S = b, Y = 1)|

 ↵+ |P (C |, S = a, Y = 1)� P (C |, S = b, Y = 1)|

+ |P (D |, S = b, Y = 1)� P (D |, S = a, Y = 1)|,

 ↵+max(P (C |, S = a, Y = 1), P (C |, S = b, Y = 1))

+ max(P (D |, S = b, Y = 1), P (D |, S = a, Y = 1)),

 ↵+ c
|C|

|X |
+ c

|D|

|X |
,

= ↵+ c
V � 2

R
1

µ
⇡

d�1
2

�(
d+1
2 )

(1� y2)d�1dy

V
,

= ↵+ c

0

B@1�
2
R
1

µ
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d�1
2

�(
d+1
2 )

(1� y2)d�1dy

V

1

CA , (48)

where

µ 

p


2
.

By a symmetric argument, we also see
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And thus we have that the absolute mean equalized odds of ✓�D0 is bounded:

1
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h 

p


2
. ⇤
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A.4 Incompatibility of existing unlearning methods.

Existing unlearning methods require a decomposition of the loss term as L(✓) = 1

n

Pn
i=1

`(✓). For example, the
most similar method to Fair Unlearning comes from Guo et al. (2020), and their unlearning step involves a second
order approximation over � = �✓⇤D + r`(✓⇤D, xn, yn) to unlearn datapoint (xn, yn). Similarly to our proof of
Lemma 1, adding � with the gradient of ✓�D0 over the remaining dataset L(✓�D0 , D0) results in a cancellation that
enables the rest of their proof to bound the gradient. However, in their case � is directly corresponds to the
gradient over sample (xn, yn) only because of the decomposability of their loss term. This behavior makes all
unlearning over decomposable loss functions the same: compute a Newton step H�1� where H is the hessian
over D0 and � is the gradient over R. In our case our � is more complex because the fairness loss involves the
interactions between each sample and samples in the opposite subgroup. Thus, removing one point requires
removing a set of terms from the fairness loss, and thus � must be a more complex term to account for this
rather than simply the gradient over (xn, yn).

A.5 Extension of fairness penalty to other definitions of group fairness.

Recall the definition of Equalized Odds:

Pr(h✓(X) = 1 | S = a, Y = y) = Pr(h✓(X) = 1 | S = b, Y = y). (51)

In contrast, Demographic Parity does not condition on the true label, Y .

Pr(h✓(X) = 1 | S = a) = Pr(h✓(X) = 1 | S = b). (52)

Thus, to achieve this, we remove the indicator variable in our loss function.

LDemo. Par.(✓, D) :=

0

@ 1

nanb

X

i2Ga

X

j2Gb

(hxi, ✓i � hxj , ✓i)

1

A
2

. (53)

Equality of opportunity conditions only on true positive labels, Y = 1.

Pr(h✓(X) = 1 | S = a, Y = 1) = Pr(h✓(X) = 1 | S = b, Y = 1). (54)

Thus, to achieve this, we modify the indicator variable in our loss function to only consider true positives.

LEq. Opp.(✓, D) :=

0

@ 1

nanb

X

i2Ga

X

j2Gb

1[yi = yj = 1](hxi, ✓i � hxj , ✓i)

1

A
2

. (55)

A.6 Experiment details.

We run all of our experiments on a 32GB Tesla V100 GPU, but using tabular data and small models, these results
can be replicated with weaker hardware. When training, we use � = 1 for our objective perturbation and compute
✏, � bounds with � = 0.0001. We report the following hyperparameters for our final results in the main paper:

`2 Penalty (�) Fairness Penalty (�)

COMPAS 1e� 4 1e1
Adult 1e� 4 1e0
HSLS 1e� 2 1e1

Table 1: Hyperparameters for experiments in paper.

A.7 Runtimes.

Below we include runtime comparisons (Table 2) for our method with naive retraining as well as precomputation
times for COMPAS, Adult, and HSLS (Table 3). Our method achieves significant speedup over retraining a
model.
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Table 2: Runtime Comparisons for Proposed Method vs Retraining.

COMPAS Adult HSLS
Method 5% Unlearned 20% Unlearned 5% Unlearned 20% Unlearned 5% Unlearned 20% Unlearned

Retraining 3.500± 0.340 s 3.180± 0.142 s 36.796± 1.090 s 31.175± 1.040 s 14.963± 0.396 s 12.362± 0.795 s
Fair Unlearning (Ours) 0.170± 0.010 s 0.164± 0.003 s 8.800± 0.511 s 8.483± 0.938 s 6.014± 0.249 s 5.704± 0.015 s

Table 3: Precomputation Runtime Comparisons for Hessian Inversion.

COMPAS Adult HSLS
Precomputation Time: 0.182± 0.006s 6.210± 0.041s 4.964± 0.117s

A.8 Test accuracy when unlearning.

In Tables 4, 5, and 6, we report test accuracy at various amounts of unlearning with standard deviation.

Table 4: Test accuracy when unlearning at random.

COMPAS Adult HSLS
Method 5% Unlearned 20% Unlearned 5% Unlearned 20% Unlearned 5% Unlearned 20% Unlearned

Full Training (BCE) 0.652± 0.000 0.652± 0.000 0.817± 0.000 0.816± 0.000 0.724± 0.000 0.724± 0.000
Retraining (BCE) 0.652± 0.001 0.654± 0.003 0.817± 0.000 0.817± 0.001 0.724± 0.002 0.724± 0.002
Newton (Guo et al. (2020)) 0.652± 0.001 0.654± 0.003 0.817± 0.000 0.817± 0.001 0.724± 0.002 0.724± 0.002
SISA (Bourtoule et al. (2020)) 0.653± 0.001 0.656± 0.004 0.817± 0.000 0.817± 0.001 0.725± 0.001 0.724± 0.003
PRU (Izzo et al. (2021)) 0.688± 0.005 0.691± 0.001 0.810± 0.003 0.810± 0.001 0.726± 0.004 0.729± 0.000

Full Training (Fair) 0.647± 0.000 0.647± 0.000 0.819± 0.000 0.819± 0.000 0.713± 0.000 0.713± 0.000
Retraining (Fair) 0.646± 0.002 0.642± 0.003 0.819± 0.000 0.819± 0.001 0.713± 0.002 0.713± 0.002
Fair Unlearning (Ours) 0.646± 0.002 0.642± 0.003 0.819± 0.000 0.819± 0.001 0.713± 0.002 0.713± 0.002

Table 5: Test accuracy when unlearning from minority subgroups.

COMPAS Adult HSLS
Method 5% Unlearned 10% Unlearned 5% Unlearned 10% Unlearned 5% Unlearned 10% Unlearned

Full Training (BCE) 0.652± 0.000 0.652± 0.000 0.821± 0.000 0.821± 0.000 0.729± 0.000 0.729± 0.000
Retraining (BCE) 0.651± 0.002 0.652± 0.001 0.821± 0.000 0.822± 0.000 0.729± 0.001 0.730± 0.001
Newton (Guo et al. (2020)) 0.651± 0.002 0.652± 0.001 0.821± 0.000 0.823± 0.000 0.729± 0.001 0.730± 0.002
SISA (Bourtoule et al. (2020)) 0.653± 0.001 0.654± 0.002 0.822± 0.000 0.823± 0.000 0.728± 0.001 0.728± 0.001
PRU (Izzo et al. (2021)) 0.661± 0.007 0.666± 0.007 0.819± 0.004 0.815± 0.035 0.720± 0.004 0.724± 0.003

Full Training (Fair) 0.653± 0.000 0.653± 0.000 0.812± 0.000 0.812± 0.000 0.723± 0.000 0.723± 0.000
Retraining (Fair) 0.653± 0.001 0.661± 0.005 0.813± 0.000 0.816± 0.001 0.713± 0.002 0.713± 0.002
Fair Unlearning (Ours) 0.652± 0.001 0.661± 0.004 0.814± 0.000 0.816± 0.002 0.724± 0.001 0.721± 0.001

Table 6: Test accuracy when unlearning from majority subgroups.

COMPAS Adult HSLS
Method 5% Unlearned 20% Unlearned 5% Unlearned 20% Unlearned 5% Unlearned 20% Unlearned

Full Training (BCE) 0.654± 0.000 0.654± 0.000 0.814± 0.000 0.814± 0.000 0.738± 0.000 0.738± 0.000
Retraining (BCE) 0.654± 0.001 0.652± 0.002 0.814± 0.000 0.814± 0.000 0.736± 0.000 0.736± 0.002
Newton (Guo et al. (2020)) 0.654± 0.001 0.652± 0.002 0.814± 0.000 0.814± 0.001 0.736± 0.000 0.735± 0.002
SISA (Bourtoule et al. (2020)) 0.654± 0.002 0.653± 0.004 0.814± 0.000 0.815± 0.001 0.734± 0.001 0.733± 0.002
PRU (Izzo et al. (2021)) 0.696± 0.006 0.688± 0.003 0.812± 0.001 0.811± 0.002 0.723± 0.012 0.731± 0.004

Full Training (Fair) 0.666± 0.000 0.666± 0.000 0.815± 0.000 0.815± 0.000 0.725± 0.000 0.725± 0.000
Retraining (Fair) 0.663± 0.004 0.653± 0.002 0.815± 0.000 0.813± 0.000 0.724± 0.001 0.725± 0.002
Fair Unlearning (Ours) 0.663± 0.004 0.653± 0.003 0.815± 0.000 0.814± 0.001 0.724± 0.001 0.725± 0.002
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A.9 Fairness-Accuracy Tradeo↵s.

Below we report the impact of the fairness regularizer on the fairness and accuracy performance of the model
without unlearning. We see that the fairness regularizer has a tangible impact and controls a tradeo↵ between
the fairness and accuracy of the model. This motivates the selection of our fairness penalty, �, as detailed in A.6
where we see a good balance between fairness and accuracy performance.
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A.10 Figures for various fairness metrics.

Below we report figures for Demographic Parity, Equality of Opportunity, and Subgroup Accuracy. These results
reflect the results shown in the main body of the paper, with the exception of Subgroup Accuracy which has more
variable results, and sometimes worse results for fair methods. However, this is because our fairness regularizer
optimizes for group fairness metrics such as Equalized Odds, Equality of Opportunity, and Demographic Parity
which are metrics based on individual true and false positive rates rather than the raw test accuracy of each
subgroup.
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Figure 5: Absolute demographic parity (top), equality of opportunity (middle), and subgroup test accuracy
(bottom) di↵erences (lower is better) for unlearning methods over random requests on COMPAS, Adult, and
HSLS.
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Figure 6: Absolute demographic parity (top), equality of opportunity (middle), and subgroup test accuracy
(bottom) di↵erences (lower is better) for unlearning methods when unlearning from the minority subgroup on
COMPAS, Adult, and HSLS.
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Figure 7: Absolute demographic parity (top), equality of opportunity (middle), and subgroup test accuracy
(bottom) di↵erences (lower is better) for unlearning methods when unlearning from the majority subgroup on
COMPAS, Adult, and HSLS.


