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Abstract—Storing tabular data to balance storage and query
efficiency is a long-standing research question in the database
community. In this work, we argue and show that a novel DeepMap-
ping abstraction, which relies on the impressive memorization
capabilities of deep neural networks, can provide better storage
cost, better latency, and better run-time memory footprint, all at
the same time. Such unique properties may benefit a broad class of
use cases in capacity-limited devices. Our proposed DeepMapping
abstraction transforms a dataset into multiple key-value mappings
and constructs a multi-tasking neural network model that outputs
the corresponding values for a given input key. To deal with
memorization errors, DeepMapping couples the learned neural
network with a lightweight auxiliary data structure capable of
correcting mistakes. The auxiliary structure design further enables
DeepMapping to efficiently deal with insertions, deletions, and
updates even without retraining the mapping. We propose a
multi-task search strategy for selecting the hybrid DeepMapping
structures (including model architecture and auxiliary structure)
with a desirable trade-off among memorization capacity, size,
and efficiency. Extensive experiments with a real-world dataset,
synthetic and benchmark datasets, including TPC-H and TPC-
DS, demonstrated that the DeepMapping approach can better
balance the retrieving speed and compression ratio against several
cutting-edge competitors.

I. INTRODUCTION

Real-time computations are increasingly pushed to edge
servers with limited computational and storage capabilities for
efficiency, cost, and privacy reasons. It is nevertheless critical to
balance storage (e.g., on-disk, in-memory) and computational
costs (e.g., query execution latency) on these platforms to
achieve real-time response. Most existing works in balancing
compression and retrieval tasks rely on two approaches: (1)
using regression to approximate segmented numerical data, such
as ModelarDB [1f], and (2) enforcing ordering over compression,
such as segregated encoding [2]. Unfortunately, both approaches
provide sub-optimal latency for exact-match queries (lookups):
the former requires scanning each segment, while the latter
requires binary search. However, lookup is important for many
emerging edge applications. Taking self-serve retailing [J3[], [4],
as an example, to provide robust service in unreliable environ-
ments, the edge device should be able to manage transaction
and inventory data locally for random lookups and updates.
Other examples include large-scale manufacturing, where edge
devices must store product quality and defect categories for
looking up the quality of individual products and updating
categorical quality control parameters [S]], and autonomous
robots lookup information (e.g., brands and prices) about
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Fig. 1: DeepMapping relies on neural networks to memorize key-
value mapping in tabular data.

objects nearby from a local database [6]. Existing solutions
are not sufficiently effective in integrating compression and
indexing techniques to achieve low storage costs and low query
latency simultaneously: (de)compression operations are usually
computational-intensive, whereas indexing techniques impose
additional storage overheads.

To address these problems, in this work, we argue for a
novel data abstraction, called Deep Learned Data Mapping
(or DeepMapping), which leverages deep neural networks to
integrate the compression and indexing capabilities seamlessly.
The main idea is to leverage the impressive learning capabilities
of neural networks [7] for compression and efficient query
processing of key-value based maps. As illustrated in Figure [T}
a tabular Orders dataset is represented as two mappings
from the key Order_1ID to the attributes Order_Type and
Order_Status, respectively. In DeepMapping, these two
mappings are stored as one multi-tasking neural network which
takes Order_1ID as input feature and outputs Order_Type
and Order_Status as labels. DeepMapping is motivated by
opportunities brought by deep neural network models:

o Compressibility opportunities. Compressibility is a function
of the statistical properties of the data, such as the underlying
key-value correlations. If structures or patterns exist in the
underlying datasets, deep learning models often have signifi-
cantly smaller sizes than their training datasets. For example,
the common crawl dataset is 220 Terabytes in size [8], yet the
language-agnostic BERT sentence embedding model trained
on the dataset is just 1.63 Gigabytes in size [9]], [10].

e Hardware acceleration opportunities. In general, (batched)
inference computations of a neural network can be accelerated
using hardware such as GPU processors. ow-end GPUs that
cost hundreds of dollars, equipped with 4 — 16 GB memory,
are becoming widely available at the edge [11].



While there exist related works exploiting these opportunities

for compression and learned indexing, respectively (Section [I)),
DeepMapping is facing unique challenges:
e The accuracy challenge. Unlike numerical data for which
accuracy loss caused by compression is acceptable, categorical
data usually requires lossless compression with 100% accu-
racy. Although the universal approximation theorem [[12]]—[14]
states that given a continuous function defined on a certain
domain, even a neural network with a single hidden layer can
approximate this continuous function to arbitrary precision,
the resulting layer’s size could be significantly larger than the
dataset size. In addition, it is challenging for a deep neural
network to recognize non-existing keys and avoid the data
existence hallucination, as detailed in Sec. [IV-B

e The modification challenge. Although simple lookup
queries, such as SELECT Order_Type FROM Orders
WHERE Order_ID=19, can be implemented as inference
operations over neural models, it is not straightforward to
implement update, insertion, deletion. Particularly,
relying on the incremental model (un)learning for the above
operations can result in "catastrophic forgetting" issues [[15].

e The model search challenge. The overall performance (i.e.,
size reduction and accuracy) of DeepMapping depends on
the underlying neural network model. Obviously, it would be
difficult and laborious for developers to search for architectures
to replace tabular data manually.

To address these challenges, we introduce a novel DeepMap-
ing framework, outlined in Figure 2] (and detailed in Sec-
tion , with the following key contributions:

(1) A Novel Hybrid Data Representation (Sec. Instead
of trying to increase the model size to achieve the last-
mile accuracy, we propose to couple a relatively simple and
imperfect neural network with a lightweight auxiliary structure
that manages the misclassified data and an existence indexing:

e A Compact, Multi-Task Neural Network Model is trained
to capture the correlations between the key (i.e., input features)
and the values (i.e., labels) of a given key-value mapping. To
memorize the data with multiple attributes, we propose to train
a multi-task neural network, where each output layer outputs
the value for its corresponding attribute. The query answering
process takes a (batch of) query key(s) as the input and outputs
the predicted value(s).

o An Auxiliary Accuracy Assurance Structure compresses the
mappings that are misclassified by the model and a snapshot of
the keys, to ensure query accuracy. While the neural network
memorizes a significant portion of the data, the auxiliary data
structure memorizes misclassified data to achieve 100% overall
accuracy on data query; An additional bit vector is used to
record the existence of the data.

(2) Multi-Task Hybrid Architecture Search (MHAS)
(Sec. IV-C) The objective of the model search process is
to minimize the overall size of the hybrid architecture: (a) The
architecture should maximize the sharing of model layers/pa-
rameters across the inference tasks corresponding to different

mappings. (b) The model should specialize well for tables with
attributes that have heterogeneous types and distributions. We
abstract the search space as a directed acyclic graph (DAG),
comprising a collection of k£ nodes, where each node represents
a configurable layer and each edge represents a data flow from
the source node to the target node. A candidate model is
sampled as a sub-graph from the DAG. We further propose a
multi-task search strategy based on deep reinforcement learning
that adaptively tunes the number of shared and private layers
and the sizes of the layers.

(3) Workflows for Insertions, Deletions, and Updates
(Sec. To address the challenge of supporting data
modifications, we propose a lazy-update process that re-
purposes the lightweight auxiliary structure outlined above
by materializing the modification operations in this structure
if the model cannot capture those modifications. The system
triggers retraining of the neural network model only when the
size of the auxiliary structure exceeds a threshold.

We implemented the proposed approach and conducted
extensive experiments on TPC-H, TPC-DS, synthetic datasets,
and a real-world crop dataset. We considered baselines,
such as hash-based and array-based representations of the
datasets partitioned and compressed by cutting-edge compres-
sion techniques.The evaluation results demonstrated that the
DeepMapping approach better balances efficiency, offline and
run-time storage requirements against the baselines in our target
scenarios. Especially in scenarios with limited memory capacity,
DeepMapping achieved up to 15x speedup by alleviating the
I/O and decompression costs. In such cases, DeepMapping runs
in memory. However, the baselines require loading (evicted)
partitions (back) into the memory and decompressing these to
answer random queries.

II. RELATED WORKS

Learned Indexing. Driven by the desirable properties of the
neural networks outlined in Section [I} in recent years, learned
index structures [16]]-[24], have been proposed to improve
the computational efficiency of indexing structures. These
techniques apply machine learning to capture the correlation
between the keys and the positions of the queried values in

underlying storage. There also exist works [25]—[28] that use a

machine learning model to replace the hash function for hash

indexing. The problem we target in this paper is different from
learned indexes in several critical ways:

o Generally speaking, learned indexing predicts positions in a
(sorted) array, which is commonly posed as a regression task.
We, however, are aiming to learn direct key-value mapping —
moreover, the values can be discrete or categorical.

« For learned indexing, if the queried value is not found in the
predicted position, the search can continue on the (sorted)
array until the value is found or determined as non-existing.
This is not possible for learning a direct key-value mapping.

o Learned indexing only compresses the indexing structure,
but will not compress the data. Our DeepMapping method
combines both losslesscompression and indexing and strikes
an even better trade-off between storage and lookup latency.



Order_ID | Order_Type |Order_Status / Insert, if mis-classified
1 Shipping In Process 5 Pick-Up Returned by the model .
2 Pick-Up Done 9 Pick-Up Done Newly inserted record
Misclassified Data [ 9999 T Shipping [ InProcess |
10000 Pick-Up Update the bit vector

| 9999 | 10000
0 [ 1

Bone 1 [ 2 |
[

[

Multiple Key-Value
Mappings (Sec. Ill)

Order_Type Auxiligry
>/ Shipping Structyre
»  Pick-Up
Order_ID
; 1 | [ PickUp
Order_Status Learned
10000 »{ In Process Model
> Done (Sec. IV.A)
Shared Layers
—>[ Done

Modification Workflows (Sec. IV.D)
LSTM Controller

©
2 | Update model
> .
F, | architecture next node:
= L1 L2 L3
) and parameters
5 h
»
2
F)
w| Compute reward
S
3 based on model
O / size, auxiliary size, input layer
Private Layers and bit vector size LO L2

Novel Hybrid Data Representation (Sec. IV.B)

Hybrid Architecture Search (Sec. IV.C)

Fig. 2: Overview of the proposed neural network-based data compression methods.

Compression. Semantic compression [29]-[32] leverage cor-
relations among columns, which could be captured by tree-
based models, auto-encoding methods, and so on, to store a
minimum number of columns for restoring entire tuples with
error bounded. However, these approaches cannot eliminate
the errors. In addition, these approaches cannot avoid the
decompression overheads and accelerate the lookups. Abundant
syntactic compression works [[1], [33|-[37] use machine learn-
ing for error-bounded compression of high-dimensional data by
levaraging a statistical model to closely capture the underlying
distribution of the input data. However, these works mainly
focus on numerical data, and their approaches are not extensible
to lossless compression for categorical data. Several syntactic
compression works also aim to balance the compression
ratio and query speed. For example, ModelarDB [1] focuses
on the compression and aggregation queries over streaming
numerical time-series data by modeling data as multiple linear
segments. Their work cannot be applied to the compression and
lookups of categorical data. Segregated encoding [2] allows
query processing over compressed data without decompression
overheads. However, the lookup queries require searching in
ordered segregates, which is sub-optimal.

III. PROBLEM AND DESIDERATA

We first formulate the problem and desiderata as follows:

« Single-Relation, Single-Key Mapping. Let
R(Ky,...,K;,V1,...,V,,)  be a relation  where
K = (Ki,...,K;) defines a key that consists of [

attributes and V; through V,, are m value attributes.
The goal is to identify a mapping data structure, d,()
which, given a key k (k1,..., ki) € domain(K),
and a target attribute V; € {Vi,...,V,,}, it returns
du(k, Vi) = v, (0 Ky =ky A...AK, =k, (R)). Different from the
key in relational models, a key in DeepMapping does not
need to be a unique identifier. A key can consist of any
attribute. While we focus on this problem, our approach
is extensible to the following two problems (See [38] for
detailed formalization).

« Single-Relation, Multiple-Key Mapping. Note that in
practice, the workload may look up values using different

key columns from the same relation, thus requiring multiple
mappings with different keys.

« Multiple-Relation, Multiple-Key Mapping. Furthermore, in
many contexts, such as databases with star schemas, the same
attribute from one relation (e.g., the fact table) may reference
attributes in other relations (e.g., the dimension tables). Cross-
table lookups require multiple-relation multiple-key mapping.

For any of these three alternative problem scenarios, our key
desiderata from the mapping data structure, d,, (), are as follows:

o Desideratum #1 -Accuracy: d,() is accurate — i.e., it does
not miss any data and it does not return any spurious results.

o Desideratum #2 -Compressibility: d,,() structure is com-
pact in offline disk storage and runtime memory footprint.

o Desideratum #3 -Low latency: The data structure d,,() is
efficient and, thus, provides low data retrieval latency.

o Desideratum #4 -Updateability: d,,() is updateable with
insertions of new key-value rows and deletions of some
existing keys from the database. Moreover, the data structure
also allows changing the value of an existing key.

IV. DEEPMAPPING ARCHITECTURE
A. Shared Multi-Task Network

This paper uses DeepMapping to manage key-value map-
pings, where the key and values are discrete (e.g., integers,
strings, and categorical values). Without loss of generality, we
consider a sequence of fully connected layers as the underlying
neural network architecture, where the strings or categorical
data are encoded as integers using one-hot encoding before
training and inference.

To achieve high compression rates, some of these layers can
be shared across multiple inference tasks within a relation and
across relations that have foreign key reference relationships.
At the same time, other layers are private to each inference
task to improve the accuracy of that particular inference task.
How to divide shared/private layers? The first few layers of
the neural network, which capture the structures common to
both inference tasks, are shared. However, the latter layers of
the neural network, which capture the output attribute-specific
structures, are private to specialize the network for each output
attribute. An example can be found in Figure [T} which consists



of two shared fully connected layers (in orange) and two private
output layers, one for the Order_Type column (in green) and
the other for the Order_Status column (in blue). The number,
types, and sizes of the shared layers and private layers are
all determined by our multi-task hybrid architecture search
(MHAS) algorithm, as detailed in Sec.

B. Ensuring 100% Accuracy (Desideratum #1)

DeepMapping should not miss any data and should not return
spurious results. It is a challenging task because seeking an
arbitrarily large model [12], [13] to achieve 100% accuracy
is not appropriate, considering the desiderata include update
ability, compressibility, and low latency. In addition, when
querying the non-existing data, it is challenging for the neural
networks to tell whether the tuple exists accurately. That is
because the inference task will predict an output even when
the data is not seen in the training data — this makes the
neural network-based solutions useful for generalizing. Still,
in our context, any such output will be spurious and need to
be avoided, as a hallucination.

Solution: Lightweight Auxiliary Accuracy Assurance Struc-
tures. To address these issues, we propose to use a novel
hybrid data representation, consisting of (1) a compact
neural network model that memorizes the data (denoted as
M), (2) an auxiliary accuracy assurance table (denoted as
Touz) that compresses any misclassified data, and (3) an
existence bit vector (denoted as V,.;st), whose range corre-
sponds to the key range — intuitively, each bit marks the
existence of the corresponding key.

1) The Auxiliary Structures (Tyy.): To construct Ty, the
system runs all the keys in the input key-value mapping
through the trained model and checks whether the inferred
result matches the corresponding value. If not (i.e., the key-
value mapping is misclassified), the key-value pair is stored in
the auxiliary table. The misclassified key-value pairs are sorted
by the key and equally partitioned. All misclassified key-value
pairs in the same partition are sorted by key. (We NEVER rekey
to make key ordering consistent with value orderings in either
the model training process or the auxiliary data management).
To further reduce the storage overhead, we apply Z-Standard
or LZMA compression to each partition before they are stored.
In this work, we focus on keys that consist of discrete values
and use a single dynamic bit array to serve an existence index
for the keys, denoted as V... Additionally, the decoding map
(denoted as fgecode) that converts predicted labels from integer
codes (resulting from one-hot encoding) to their original format,
is also part of the auxiliary structure.

2) Lookup Process: The lookup process using the proposed
hybrid data representation is illustrated in Algorithm [I] - the
key aspects of the process are outlined below:

Inference. DeepMapping leverages the ONNX runtime [39]] for
optimizing the inference performance in edge environments.
Existence check. The algorithm checks the existence of each
query key in V.,;s; to eliminate any spurious results.
Validation. For any key that passes the existence check, the
algorithm checks whether this key was misclassified by the

Algorithm 1 (Parallel) Batch Key Lookup by DeepMapping

1: INPUT:
Q: A vector of k encoded query keys.
M: Pre-trained neural network.
Taue: Auxiliary table that stores the misclassified data.
Vezist: Bit vector for existence check.
fdecode: Decoding map.

2: OUTPUT: R: A vector of n queried values.
3: R= M.infer(Q) // running in GPU as batch inference
4: for i =1ton do

50 if Vegist[Q[i]] == 1 then

6: if Q[¢] exists in T,y then

7 Ri] = Tauz [QLi]]

8: end if

9: else

10: R[{]=NULL

11:  end if

12: end for

13: R = faecoae(R) // decoding
14: return R

model using the auxiliary table, T,,. To look up the query key
in the auxiliary table, the algorithm first locates its partition,
brings it to the main memory if needed, and decompresses
it; it then applies a binary search to look up the value within
the partition. If the query key is located in the auxiliary table
(i.e., the key-value pair was misclassified by the model), we
return the value from the auxiliary table. Otherwise, the model’s
output is returned as the result. In memory-constrained devices,
we free up the space of the least recently used (LRU) partition
before loading the subsequent partition of the auxiliary table
when the memory becomes insufficient. In this case, query keys
in a batch are sorted before validation so that each partition is
decompressed only once for each query batch.

Note that while their primary benefit is to ensure 100% ac-
curacy without necessitating a prohibitively large model, these
auxiliary structures also enable insert/update/delete on
the data. We provide details of these operations in Sec.

C. Multi-Task Hybrid Architecture Search (Desiderata #2,3)

A critical part of the DeepMapping initialization process is
to select a neural network architecture to achieve the desiderata
listed in Section Given a dataset R that consists of n
tuples, where each tuple is represented as < x,y >. Here, x
represents a collection of one or more attributes that serve as
the key so that each key uniquely and minimally identifies a
tuple. y represents a collection of m attributes that are disjoint
with x and serve as the values. Our goal is to identify a
hybrid data representation, M = (M, Touas Vewists fdecode)s
consisting of a neural network model, M along with the
auxiliary structures, Tyyz, Vegists and fiecode, satisfying our
desiderata. As aforementioned in Sec. [V-A] we consider a
multi-layer fully connected neural network to memorize a
significant portion of the data in the given relation(s). As
depicted in Figure [T} some layers (which help abstract the
key) are shared across multiple data columns, while others
are private to each output attribute. Therefore, the problem is
posed as a multi-task model search problem.
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Neural architecture search is an active research area [40]—
[46]]. To develop our multi-task hybrid architecture search
(MHAS) strategy, we build on the efficient neural architecture
search (ENAS) strategy [44]], which supports parameter sharing
across sampled model architectures. While the original moti-
vation of this parameter sharing is to improve the efficiency
of NAS by forcing all sampled child models to share weights
to eschew training each model from scratch, in this paper, we
argue that this approach can also help reduce the model search
overhead in multi-task learning by encouraging parameter
sharing across multiple tasks. Our MHAS search algorithm,
differs from ENAS in several ways: (a) MHAS is extended
with the ability to search for multi-task models with shareable
and private layers. (b) To balance the compressibility brought
by shared layers and the accuracy obtained by the private
layers, MHAS searches within a search space with flexible
numbers and sizes of hidden layers among each task’s shared
and private layers. (c) Since our goal is not to search for a
neural network but a hybrid structure, an objective function
(see Eq. [l) governs the search that captures our desiderata.

MHAS consists of two components: a search space, which
defines how the components of the underlying neural network
can be connected to enumerate new neural architectures and
a controller algorithm which seeks a structure for the target
model within this search space. We describe both as follows:

1) MHAS Multi-Task Search Space: Each model in the
search space can be represented as a tree, where each non-leaf
node represents a sequence of shared layers, and each leaf
represents a sequence of private layers for a target column.
Figure [3(a)| illustrates a class of models for memorizing a table
with a key column and three non-key columns. It has four
nodes: one for the shared layers (capturing the characteristics
of the key) and three for the private layers, each corresponding
to a target column.

Each node in the tree corresponds to a direct-acyclic graph
(DAG). A DAG contains a node representing the input layer,
a node representing the output layer, and multiple nodes
representing candidate intermediate layers. Validated through
our experiments, tabular data can be represented well using
fully connected layers [47]. Therefore, we consider each DAG
node to be a fully-connected layer (with hyper-parameters,
such as the number of neurons at each hidden layer also being

Algorithm 2 MHAS Model Search Algorithm

1: INPUT:
D: A dataset to be memorized
0: The controller model parameters
W: The weights of all candidate layers in the search space
N¢y, N, Nc: The number of searching, model training, and
controller training iterations
Dhpatcn: batch size used in each model/controller training iteration
m_epochs: number of epochs in each model training iteration
2: OUTPUT: optimal model structure M
3: for i =1 to N; do
4:  # Controller parameter 0 is fixed

5. if i mod | 5+] == 0 then
6: # Train a sampled model for Ny, iterations
7: Sample a model M from the search space
8: for k =1 to m_epochs do
9: for Dyaicr, € D do
10: Update W through M. fit(Dypatch)
11: end for
12: end for
13:  end if
14:  if i mod LN*J == 0 then
15: # Model welght W is fixed
16: for Dyoicn € D do
17: Sample a model M from the search space
18: Update 6 through £(M, D)
19: end for
20:  end if
21: end for
22: return M

searched). The DAG in Figure [3(b)| represents a search space
that contains up to two hidden layers. Edges of the DAG
represent all possible data flows among these layers (with
each edge corresponding to a specific model parameter tensor
that connects the two layers). Given this, the model search
process will enumerate subgraphs of the DAGs by activating
and deactivating network edges — each activated directed edge
represents a connection between two neural network layers.
Deactivated edges represent connections that do not exist in
that particular network. In Figure [3(b)] red color is used to
highlight activated edges.

Once an edge is activated and the destination node is a
hidden layer, the controller will further choose the number of
neurons for that layer (i.e., layer size) flexibly to fully explore
the entire search space. Suppose NV is the number of different
layer sizes, M is the maximum number of shared/ })rlvate layers.
The overall search space size is NQM[H it HJ 1(2x5—1)]
(i.e., O(N?MMI(2M — 1)!1)). The first term represents all
possible layer size selections, while the second term represents
all possible numbers of DAGs (i.e., layer connections).

2) Multi-Task Model Search Controller: The DeepMapping
multi-task model search algorithm is outlined in Algorithm
[2l Since the goal is to learn a sequence of nodes (and train
the model parameters at each edge), as in ENAS [44], the
DeepMapping controller is constructed as a long short-term
memory (LSTM) neural network architecture. The LSTM
architecture samples decisions via softmax classifiers in an
autoregressive fashion to derive a sequence of nodes in the
DAG. The algorithm runs over NV, iterations — at each iteration,



the algorithm alternatively trains the controller parameter 6 in
a controller training iteration or the weights of the sampled
neural architecture M through a model training iteration:

e During a controller training iteration, for each batch of the
data, the controller samples a model from the search space and
updates the controller parameter, 6, through the loss function,
ﬁ(M ,D) (D represents the dataset to be compressed):

size(M) + size(Tyuz) + size(Vexist) + size(faecode)
size(D)

ey

The controller samples a model by taking a node in the DAG
as input and picking and configuring the next node among the
ones that connect to it; the selected node serves as the input
for the next iteration of the process. This process repeats until
the output node is selected.

e During a model training iteration, DeepMapping trains the
weights of the sampled neural architecture in m_epochs by
fixing the controller parameters (f). We use standard cross
entropy [48]] as the loss function to update model weights
M. Since the sampled neural architecture is a subgraph of
the search space, and these layers may be sampled again in
future iterations, each model training iteration may improve
the accuracy and convergence rate of future model training
iterations by sharing parameters across iterations. Note that
each training iteration is run for % training steps.
Since the memorization task may, in practice, need a larger
number of iterations to stabilize to a desired level, usually we
choose N,, > N., where N,, is the number of model training

iterations and NN, is the number of controller training iterations.

D. DeepMapping Modification Operations (Desideratum +#4)

Neural networks are notoriously challenging to be updated:
(a) Incremental training tends to reduce the accuracy of existing
data; (b) It is difficult to tell the neural network to forget
something that is already learned, and (c) Retraining incurs
significant latency. Therefore, to support data modification
operations, insert/update/delete, we piggy-back on the
auxiliary structure that we have described in Section [[V-B}
Insertions. Given a collection of key-value pairs (D;,sert) tO
be inserted into the DeepMapping’s hybrid data structure, we
first set the corresponding bit as 1 in the bit vector V., for

the inserted data to indicate these new data exist at query time.

Then we run an evaluation of the model on the newly inserted
data (D;nsert) to check whether the (M) can generalize to

them by running inference over the keys for the target columns.

Only those key-value pairs that are incorrectly inferred need
to be inserted into the auxiliary table (7},).

Deletions. The deletion process is relatively straightforward as
it can be implemented simply by marking the corresponding
existence bit as 0 in the bit vector, V.., to indicate this data
does not exist, and delete the ones in the auxiliary table, T,
if it was misclassified, which as detailed in Algorithm []
Updates (Substitutions). We treat updated/replaced key-value
pairs (Dypdate) as mis-learned data and insert the new values
into the auxiliary table (7,,:) , if they do not have existing
entries there. Otherwise, the corresponding entries will be

Algorithm 3 Insert

1: INPUT:
Dinsert: A collection of n tuples to be inserted.
M The pre-trained neural network model.
Tauz: The auxiliary table that stores the mis-classified data.
Vezist: The bit vector for existence check.
for i =1tondo
/I set corresponding existence bit as 1
‘/eacist[Dinsert [i]'kEy] =1
if fdeC?de(M.infer(Dinsert [{].key)) = Dinsert[i].values then
continue
else
/I misclassified data is stored in Tgyz
Touz -add(Dinsert [74} )
end if
: end for
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Algorithm 4 Delete

1: INPUT:
Dgeiete: A collection of n keys to be deleted.
Vezist: A bit vector for existence check.
:fori=1tondo
/] set corresponding existence bit as 0
Vezist[Ddelete[i” =0
if Ddeletem in Tyuo then
/I removed the corresponding data from Tgyq, if it exists
Taus-remove(Derete i)
end if
end for

R U

updated in-place. Since the keys already exist (otherwise, the
process would be an insertion), we do not need to update the
existence index. The process is illustrated in Algorithm [3]

Algorithm 5 Update

1: INPUT:
Doypdate: @ vector of n tuples to be updated.
Taue: Auxiliary table that stores the mis-classified data.

2: for i = 1 to n do

30 if figecode(M.infer(Dypdateli]-key)) = Duypdateli].values then
4: Tauz remove(Dypdatelt])

5: else

6: /I stored the updates as misclassified data in Tgyq
7: if Dypdate(t] ¢ Taua then

8: Tauz~add(Dupdate[i])

9: else

10: Tauz - update(Dypaqtet])

11: end if

12: end if

13: end for

DeepMapping retrains the model and reconstructs the
auxiliary structures on the underlying data to optimize the
compression ratio and query efficiency, only when the auxiliary
table becomes too large to satisfy the desiderata in Section
Retraining could be performed offline, in background, and/or
during non-peak time. In addition, a significant portion of (an-
alytics) database workloads are write-once and read-many [49],
[50], and thus will not frequently trigger retraining.

E. Extension to Range Queries

DeepMapping can be extended to support range queries
using two different approaches. The first approach is based on
batch inferences: (1) It applies the range-based filtering over the
existence index to collect all keys that fall into the range; (2) It
then runs batch inferences on the collected keys to retrieve the



corresponding values. The second approach is view-based: (1)
It first materializes the results of sampled range queries into a
view that contains multiple columns, e.g., range-lower-bound,
range-upper-bound, range-query-results; (2) It then learns a
DeepMapping structure on top of the materialized view using
the range boundaries as the key; (3) At runtime, given the range
boundaries, we look up the result in the learned DeepMapping
structure. The second approach returns approximate results and
is more suitable for range aggregation queries. We will extend
DeepMapping to range queries and other types of queries in
our future works.

V. EVALUATION
A. Experimental Environment Setup

1) Workloads: We considered lookup queries and modifi-
cation queries (insert/update/delete) over three types
of datasets with different scale factors (SFs).

TPC-H [51], with SF 1 and 10. We removed attributes that
have float-point types, such as quantity and retail_price, to
focus on attributes that have categorical and integer types.
TPC-DS [52], also with SF 1 and 10. Similar to TPC-H, we
removed all float-point type attributes. TPC-DS scales domains
sub-linearly and avoids the unrealistic table ratios that exist
under TPC-H [53]].

Synthetic datasets with different levels of key-value corre-
lations We synthesize 1GB and 10GB datasets by sampling
TPC-H and TPC-DS columns from tables with low/high key-
value correlations as explained below. Each dataset has a key
column and single/multiple additional columns.

The Single-Column w/ Low Correlation synthetic dataset
is generated by sampling <OrderKey, OrderStatus> mappings
from the Order table of TPC-H. In this case, the key-value
mapping only exhibits a Pearson correlation of le™4.

The Multiple-Column w/ Low Correlation synthetic dataset
is generated from the TPC-H Lineltem table, where the average
Pearson correlations of key-value mappings are below 5e 4.

The Single/Multiple-Column w/ High Correlation datasets
are generated from TPC-DS Customer_Demographics tables.
At the same time, the single-column case only selects the
CD_Education_Status column, and the multiple-column case
uses all columns from the table. In this table, the key-value
mappings show a 0.12 Pearson correlation on average. The
columns from the table exhibit periodical patterns along the key-
dimension, which do not exist in the low-correlation dataset.

Real-World Dataset We sampled a region of the real-world
cropland data from CroplandCROS [54], an image-based crop
distribution data, where each pixel represents one crop type. We
preprocessed the data to a three-column tabular data consisting
of latitude, longitude, and crop type.

2) Hardware Environments: This experimental study has
used three environments: (1) Small-size machine (our target
environment): An AWS t2-medium instance with two CPUs
and 4 GB memory, which are used to approximate resource-
limited edge environments; (2) Medium-size machine: An AWS
g4dn.xlarge instance that has 4 CPUs, 16 GB memory, and
one T4 GPU with 16 GB memory. All systems run Ubuntu

20.04; (3) Large-size machine: A server that has 24 CPU
cores, 125 GB memory, and 1 Nvidia-A10 GPU with 24 GB
memory, which is used to understand DeepMapping’s benefits
for in-memory computing.

3) Comparison Baselines: We compare the compression
ratio and query speed of our DeepMapping (DM) approach
against the following baselines:

o Array-based representations without compression (AB),
where each partition is encoded as a serialized numpy array;

o Array-based representations with compression(ABC);,

o Hash-based representations with compression (HBC);

o Hash-based representations without compression (HB),
where each partition is a serialized hash table;

We considered various compression algorithms for DM (i.e.,
to compress the auxiliary data structure), ABC, and HBC. We
used ABC-D to refer to ABC with Dictionary Encoding [55],
ABC-G for ABC with Gzip [56]], ABC-Z for ABC with Z-
Standard [57]], and ABC-L for ABC with LZMA [58|]. For
HBC and DM, we only considered thetwo best performing
compression algorithms: HBC-Z and DM-Z for HBC and DM
with Z-Standard [57]], and HBC-L and DM-L for HBC and DM
with LZMA [58]]; In addition to the aforementioned lossless
compression baselines, we also considered the state-of-the-art
semantic compression method, DeepSqueeze [32] (DS). Since
it is lossy compression, we set the error bound to ¢ = 0.001.

DeepMapping was implemented in Python with the lat-
est numpy, bitarray, and ONNX libraries with C-backends.
We implemented all baselines in Python with most of the
computational intensive functions backed by C/C++, such as
dictionary [59]], binary search, Numpy functions [[60]. For
Dictionary Encoding, Gzip, LZMA, and Z-Standard, we used
public software [[61]-[64], which are all backed by C/C++
with Python bindings. When loading a partition to memory,
the corresponding data structure is deserialized. We used the
state-of-the-art Pickle [[65] library for (de)serialization. The
source code is publically available{ﬂ

4) Compression Tuning: We carefully fine-tuned the com-
pression algorithms for each test case. Taking Z-Standard (ztsd)
as an example, the default compression level of 1 (fastest) is
the best for small-batch queries where the data loading time
and the decompression time dominate the end-end latency.
However, for other cases, after tuning the compression level,
zstd can reduce the decompression time up to 30% compared
to the default compression level.

5) Partition Size Tuning: For each test case, we use grid
search to tune the partition size of DeepMapping and all
baselines to ensure the best performance numbers are reported.
Our observations are as follows: (1) For queries over AB
and ABC with small batch sizes, the data loading (including
deserialization) and decompression time will contribute most
to the end-end latency. Therefore, a large partition size, such
as 8MB, will reduce the frequency of partition loading and
decompression and thus reduce latency. However, as the batch
size increases, looking up the data in the array starts dominating

Uhttps://github.com/asu-cactus/DeepMapping



the overheads, and a small partition size, such as 128 KB, will
benefit large-batch queries. (2) For HB and HBC, the lookup
complexity is O(1), and the latency is bottlenecked by the
deserialization overheads when loading a partition to memory.
We observed that deserializing multiple small hash partitions
will be faster than deserializing one large partition, and a small
partition size, such as 128 KB, leads to optimal performance.
(3) For DM-Z, similar to AB and ABC, with a small batch size,
such as 1000, the auxiliary data’s loading and decompression
time will dominate the latency, and a relatively large partition
size, such as 4 MB, can help reduce the latency. However, for
large batch sizes, such as 100K, the latency is less sensitive
to the partition size. That is because the auxiliary structure
contains only misclassified data and is significantly smaller than
the array-based approaches. In the context of DM-L, LZMA
introduces additional decompression overhead, which makes
the latency sensitive to the partition size. Choosing a small
partition size, such as 128 KB, can enhance query performance.

6) Architecture Search : For MHAS search, we consider a
search space of up to two shared hidden layers and two private
hidden layers for each task, which serves well for the targeting
workloads in this work. For each layer, we also search the
number of neurons on the layer in a range of [100, 2000].
As in [44], the controller is constructed as an LSTM neural
network with 64 hidden units. During MHAS, the controller
parameters, 6, are initialized uniformly in A (070.052) and
trained with Adam optimizer at a learning rate of 0.00035.
Each model training iteration uses a learning rate of 0.001,
decayed by a factor of 0.999. In each iteration, the model
has been trained for 5 epochs with batch size of 16384; the
controller is trained for 1 epoch every 50 iterations with batch
size 2048. Other configurations are as follows: (a) number
of iterations (/N;) for the MHAS model search: 2000; (b)
number of model training iterations (IV,,): 2000; (c) number
of controller training iterations (/N.): 40. The model search
process is followed by training to finetune the accuracy. Model
search and training processes terminate once the absolute value
of the changed loss is less than 0.0001.

B. Lookup Queries

For evaluating the query performance, each time we issue a
batch of queries that lookup B randomly selected keys, where
B varies from 1,000 to 100,000. We test for 5 times for each
experiment and report the average latency.

1) Overview: We first visualize the trade-offs made by
DeepMapping and baselines for TPC-H, TPC-DS, as illustrated
in Figure ] and Figure [3] respectively. These results demon-
strate that DeepMapping provides the best trade-off among all
competitors for an overwhelming majority of the scenarios. In
the TPC-DS benchmark, more columns have large cardinalities
(hundreds to thousands of distinct values) than in TPC-H.
A consequence is that the memorization is somewhat more
complicated, and TPC-DS is generally harder to compress than
the TPC-H dataset. In contrast, some TPC-DS columns strongly
correlate with the key column, making these mappings relatively
easy to compress. For example, the customer_demographics
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Fig. 4: Trade-off between compression ratio and lookup performance
in TPC-H (SF=10, B=100,000) in the small-size machine — Annota-
tions are explained in the footnote 2.
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column achieved a compression ratio of 0.6%, reducing the size
from 95MB to 0.5MB. The proposed DeepMapping approach
can provide significant data size reductions, with an average
of 70.8% in TPC-H and TPC-DS (with both SF=1 and 10).

2) Detailed Analysis: We first analyze two scenarios: (1)
the size of the dataset exceeds memory (Table E[) vs. (2) the
dataset fits into available memory (Table [II).

As illustrated in Table [, in situations where the dataset
exceeds the available memory, the in-memory DeepMapping
structure (DM-Z) achieves the best retrieval latency, outper-
forming other baselines. This is because DeepMapping avoids
the decompression overheads and reduces I/O overheads. For
example, in TPC-H with SF 10, the size of the uncompressed
Lineitem dataset is about 3.2 GB in length (after removing the
numerical attributes), which is close to the physical memory
size in our small-size environment that has 4 GB memory
and exceeds the available memory pool that we set as 3
GB. As illustrated in Table [, both the compression ratio
and the retrieving speed of DeepMapping (DM-Z and DM-L)
significantly outperform the best baselines (i.e., ABC-Z is the
fastest and ABC-L achieves the best compression ratio among
all baselines except DM-Z and DM-L) up to 3.4x and 3.7x
respectively. For synthetic datasets, the compression ratio and
latency improvements compared to the second best (i.e., ABC-
Z for query latency and ABC-L for compression ratio) are up
to 43x and 44 x, respectively.

For the comparisons on the real-world crop dataset, DM-Z
outperforms the fastest compression baseline, ABC-Z, by up
to 2.08x in the query lookup. DM-Z also saves 16% more
space compared to the most storage-efficient baseline, ABC-
L. In the rest of the baselines (excluding DM-Z and DM-
L), ABC-Z achieves the best query latency, while ABC-L
achieves the best compression ratio. However, the LZMA
compression algorithm used by ABC-L incurs significantly
higher decompression overhead, resulting in slower lookup
performance compared to ABC-Z. By applying LZMA on the

2 In the figures, uncompressed data is always at the point (1.0,1.0)).
Configurations closer to (0.0, 0.0) are more desirable regarding compression
ratios and latencies. The dashed arc, ™ , indicates the points in the space with
the same L2 distance to (0.0,0.0) as the DeepMapping algorithm — hence
configurations outside of this arc have a less desirable compression/latency
trade-off than DeepMapping; the — indicates cases where the access latency
is more than 3x slower than accessing the uncompressed data.
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auxiliary data structure, DM-L can achieve the best storage
size among all baselines. Compared to ABC-Z, DM-L achieves
a speedup of 1.27x in performance and reduces the space by
3x. DeepSqueeze targets lossy compression. It has to create a
set of quantization bins to minimize the errors, which makes it
unable to compress the data effectively. Also, the DeepSqueeze
relies on a complex AutoEncoder for decompression, leading to
high memory consumption and leads to out-of-memory (OOM)
errors, while benchmarking datasets that exceed the available
memory (e.g., synthetic datasets and the real-world crop dataset
on the small-size machine).

We further compare the performance of DeepMapping and
other baselines over datasets that fit the available memory pool
size in all three machine environments. Some of the results
(for cases with SF=10 and table size larger than 30MB) are
illustrated in Table [[I] highlighting the following findings:

e Even when the dataset fits memory, DeepMapping provides
the highest benefits for relatively large datasets, primarily when
a strong correlation exists in the underlying data.

e In all considered cases, DeepMapping provides a good
compression ratio, easily outperforming the compressed array-
based and hash-based representations.

e When the dataset fits into memory, DeepMapping could be
slower in query speed than baselines, because the bottleneck
is in lookup rather than data-loading. However, when high
key-value correlations exist, DeepMapping spends less time
in checking auxiliary table and provides up to 1.5x query
speedup (e.g., the customer_demographics table).

e For compressed baselines, the need to decompress data will
significantly damage the lookup performance compared to the
uncompressed baselines in most of cases.

Figure [] provides a detailed breakdown of the DeepMapping
storage mechanism for TPC-H with different scale factors. As
shown in Figure [6] the bulk of the storage is taken by the
auxiliary table in most scenarios. Although the model size is
significantly smaller than the auxiliary data structure, the model
memorized 68% and 66% of the tuples on average for TPC-H
SF=1 and SF=10 respectively. This observation justifies our
MHAS search algorithm, which targets optimizing the entire
size of the hybrid architecture rather than searching for a perfect
model that achieves 100% accuracy. The observed pattern also
applies to other datasets. The models can memorize 78%, 80%,
and 81% of tuples from TPC-DS, SF=10, synthetic datasets,
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Fig. 6: DeepMapping storage breakdown in the small-size machine.

and the real-world cropland dataset, respectively.

Figure [7) further shows a breakdown of point query latency
over TPC-H tables. For DeepMapping, in most cases, the neural
network inference overheads are insignificant, and most of the
time is spent querying the auxiliary structure. DeepMapping
significantly reduced the decompression overheads and the I/O
overheads, which were included in the purple bar in Figure [7]
In addition, we also observed significant runtime memory
reduction brought by DeepMapping when the datasets fit into
memory, which explained the query latency benefits of DM
on the medium and large-size machines as shown in Table [

C. Modification Queries: Insertion/Deletion/Updates

Insertion. We focus on the synthetic datasets where the value
part in the key-value pairs consists of multiple columns. We
insert a varying number of key-value pairs following and
NOT following the underlying distribution of the data: (1) As
illustrated in Tab. [IT} we first insert low-correlation data (i.e.,
unseen tuples sampled from the TPC-H Lineitem table) into the
low-correlation multi-column synthetic dataset (, which is also
sampled from the same table). Then, we insert high-correlation
data into the high-correlation multi-column synthetic dataset.
(2) As illustrated in Tab. [IV] we first insert highly-correlated
data into the low-correlation synthetic dataset, and then insert
low-correlation data into the high-correlation synthetic dataset.
In Sec. DM-Z1 represents DM-Z (DeepMapping using
Z-Standard to compress the auxiliary data structure) with



TABLE I: Offline storage size and query latency for datasets that exceed available memory pool on small-size machine.

Workloads Metrics AB HB ABC-D ABC-G ABCZ ABCL HBC-Z HBC-L DS DM-Z DM-L
Storage size (MB) 3,203 4,698 833 479 573 359 702 491 1,928 461 293
TPC-H SF=10 Latency, B=1K (sec) 1.1 2.0 1.1 1.6 1.6 22 15 13 32921 0.3 0.6
Lineitem Latency, B=10K (sec) 5.7 13.6 9.5 7.7 7.6 9.6 10.3 12.9 38,431 2.0 2.6
Latency, B=100K (sec) 101 297 133 35 30 47 165 249 42,779 10 28
Synthetic - Sinele Storage size (MB) 10,000 23,284 4,175 1,668 1,415 815 2,084 1,089 624 856 563
C{)lumn w Lm‘i Latency, B=1K (sec) 1.8 79 2.1 1.6 1.7 22 7.0 8.0 failed 15 1.6
Corrolntion Latency, B=10K (sec) 224 92.6 23.9 207 19.6 253 67.6 745 failed 159 17.2
Latency, B=100K (sec) 158 742 204 119 119 164 635 820 failed 30 54
Synthetic - Single  Storage size (MB) 10,000 31,691 4,171 1,563 1,127 560 2,342 783 648 13 13
Cyl T gh Latency, B=1K (sec) 2.0 16.5 4.1 1.6 1.7 29 152 205 failed 0.8 0.9
cgrlrl:anngn 18 Latency, B=10K (sec)  11.8 178.2 5.1 11.2 10.1 20.6 149.4 185.4 failed 1.2 3.9
Latency, B=100K (sec) 148 1,112 204 102 105 155 912 1011 failed 2 9
Svnthetic - Mulg Storage size (MB) 10,000 14,678 2,521 1,283 1,432 875 1,712 1,180 2372 984 678
C}(/)lumn w/ Low Latency, B=1K (sec) 1.4 6.7 4.9 14 1.2 2.2 4.0 4.8 failed 1.1 3.0
Corrolntion Latency, B=10K (sec) 239 72.1 29.6 223 20.5 26.3 436 529 failed 17.8 18.5
Latency, B=100K (sec) 148 443 153 125 101 141 270 363 failed 27 84
Synthetic . Mul Storage size (MB) 10,000 15044 4,638 900 666 355 1213 514 2,291 26 21
Cyl Hiah  Latency, B=IK (sec) 1.8 56 52 13 14 1.8 44 45 failed 0.3 0.6
Cgr‘r‘:l‘a‘ti‘o"n 18 Latency, B=10K (sec) 118 713 324 10.4 9.1 14.9 40.0 48.5 failed 0.9 1.8
Latency, B=100K (sec) 145 474 117 191 95 130 329 409 failed 4 12
Storage size (MB) 15414 52247 7,707 1,672 1,014 341 2,599 834 4914 293 99
Real-world Crop Latency, B=1K (sec) 15.7 214.6 5.1 7.2 33 11.6 205.3 240 failed 0.8 2.3
Dataset Latency, B=10K (sec) 333 3423 9.0 123 59 19.9 3345 381 failed 1.1 4.1
Latency, B=100K (sec)  38.8 3458 114 15.0 9.4 24.8 3322 386 failed 45 74

TABLE II: Offline storage size and query latency for datasets that fit memory pool on small-size (latency-small), medium-size (latency-
medium), and large-size (latency-large) machines, B=100,000.

Workloads Metrics AB HB ABC-D ABC-G ABC-Z ABC-L HBC-Z HBC-L DS DM-Z DM-L
Storage size (MB) 343 716 145 41 42 27 67 45 114 34 19
TPC-H SF=10 Latency-Small (sec) 8 29 10 9 8 12 31 36 872 6 7
Orders Latency-Medium (sec) 5 12 7 6 5 9 13 16 41 3 5
Latency-Large (sec) 4 9 4 5 5 8 10 15 24 3 3
Storage size (MB) 61 110 21 13 17 8 19 12 28 13 8
TPC-H SF=10 Latency-Small (sec) 8 13 9 13 8 13 13 15 160 7 8
Part Latency-Medium (sec) 5 3 6 3 5 7 13 10 8 4 5
Latency-Large (sec) 5 3 4 4 5 6 3 4 7 3 4
Storage size (MB) 327 681 137 74 69 43 106 68 303 77 37
TPC-DS SF=10 Latency-Small (sec) 8 17 8 10 9 12 17 29 1,461 8 8
Catalog_sales Latency-Medium (sec) 5 11 7 7 5 8 12 26 55 4 5
Latency-Large (sec) 5 9 5 5 5 6 10 20 50 4 4
TPC-DS SF=10 Storage size (MB) 95 142 44 9 5 3 9 5 64 0.5 0.5
Cus- Latency-Small (sec) 10 9 13 10 10 11 9 13 517 10 10
tomer_demographics Latency-Medium (sec) 4 3 3 5 4 6 3 4 14 2 2
Latency-Large (sec) 6 5 6 5 5 7 6 6 13 6 4
Storage size (MB) 37 12 19 10 9 6 12 8 29 9 5
TPC-DS SF=10 Latency-Small (sec) 8 6 7 9 8 11 6 7 207 7 8
Catalog_returns Latency-Medium (sec) 6 5 4 6 6 8 4 5 8 4 5
Latency-Large (sec) 4 3 4 4 4 5 3 4 6 3 3

retraining triggered after 2000/ B data gets modified, e.g.,
inserted/deleted, while DM-Z represents DM-Z w/o retraining.)
As illustrated in Tab. [T and Tab. [[V] our Deep Mapping
approaches DM-Z and DM-Z1 outperformed other baselines
for the compressed storage size and the query latency over the
compressed data. DM-Z1 can achieve the optimal compression
ratio and query speed because DM-Z1 will trigger retraining
once. Compared to DM-Z, DM-Z1 leads to a more reasonable
hybrid structure with a similar storage size. DM-Z1’s searched
network consists of a slightly bigger and more accurate model
and a smaller auxiliary structure than DM-Z. This structure
optimization contributes to the reduction in query latency. As
illustrated in Tab. [[V] DM-Z trained on the low-correlation
synthetic data is robust to the input data that follows the high-
correlation distribution.However, inserting low-correlation data

into high-correlation data leads to a larger auxiliary structure
than the results in Tab. [l The retrained model achieved
compression ratios similar to the cases of inserting data of
similar distributions in Tab. [T, which demonstrates the model’s
capability of learning the data mapping.

Retraining overheads is triggered after inserting 200MB
data to the original 1 GB data (1.2GB in total). For the low-
correlation case, the MHAS model search process takes 2 hours
13 mins, while the training/fine-tuning after the model search
only takes 529 seconds. The high-correlation case spent 3 hours
5 mins in MHAS searching and 694 seconds in the post-search
training. The model search and training time is significantly
slower when the datasets exhibit high key-value correlations.
That’s because the compressibility of the underlying data is
higher, and the search space is larger than the low-correlation
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case. As a result, it takes more time to converge the loss and
stop the MHAS and training early.The retraining could run
offline, in backgrounds, or at non-peak time. For DM-Z, which
does not retrain, its insertion speed is faster than baselines, as
illustrated in Figure [§]

In addition, we observed that the query performance of the

hashing-based baselines(HB and HBC) is significantly worse
than other methods. That is due to the hash table representation,
which results in a larger storage size and substantially higher
deserialization overheads. Consequently, loading hash partitions
from disk to memory is significantly more expensive than other
baselines. Therefore, they are significantly slower if many hash
partitions cannot fit into and need to be loaded into the memory,
as shown in the purple bar in Figure [7]
Deletion and Updates. As illustrated in Table[V] DM and DM1
outperform the best of baselines by 1.5x to more than 10x
in query speed and 1.3x to more than 10X in compression
ratio. DM1’s query speed is slower than DM in a few cases
because of the randomness in decompressing V.., (due to
the random distribution of the 1 bits). Other observations are
similar to the insertion case. The update operation is similar
to an insertion. Therefore, we do not elaborate on evaluation
results for the update operation to save space.

D. Multi-Task Hybrid Architecture Search (MHAS)

We have discussed the MHAS overheads (i.e., retraining) in
Sec. [V-C] In this section, we further evaluate the effectiveness

TABLE III: Comparison of the compressed storage size and the
query latency (with B = 100,000) after inserting varying data (follows
the original distribution) to synthetic datasets using various systems,
on the small machine. (DM-Z: w/o retrain; DM-Z1: retrains when
200MB data is inserted)

Insertion Size (MB) 0 100 200 300 400 500 600

Multi-column with Low Correlation (Uncompressed size: 1GB)
DM-Z-Storage (MB) 100 110 120 129 139 149 159
DM-Z-Query (ms) 4,483 4,614 4,605 4,610 4,621 4,618 4,642
DM-Z1-Storage (MB) - - 120 129 139 149 159

DM-Z1-Query (ms) - - 4,302 4306 4,343 4325 4,330
AB-Storage (MB) 1,000 1,100 1,200 1,300 1,400 1,500 1,600
AB-Query (ms) 9,413 9215 9307 9,858 9933 9515 9,343

ABC-Z-Storage (MB) 143 158 172 186 200 215 229

ABC-Z-Query (ms) 7,832 7,539 7269 7,380 7,178 7,304 7,381
HB-Storage (MB) 1,468 1,615 1,762 1,908 2,055 2,202 2,349
HB-Query (ms) 59,362 59,828 58,116 57,629 59,244 58,246 60,102

HBC-Z-Storage (MB) 172 189 206 223 240 257 274

HBC-Z-Query (ms) 33,977 34,151 33421 33933 33413 33,100 33,595
Multi-column with High Correlation (Uncompressed size: 1GB)

DM-Z-Storage (MB) 5 14 23 33 42 51 61
DM-Z-Query (ms) 2,210 2,398 2399 2337 2403 2366 2,340
DM-Z1-Storage (MB) - - 21 30 40 49 58
DM-Z1-Query (ms) - - 2,197 2,188 2,293 2,292 2,285
AB-Storage (MB) 1,000 1,100 1,200 1,300 1,400 1,500 1,600
AB-Query (ms) 9,998 9,543 9,517 9972 9,933 9,741 10,122

ABC-Z-Storage (MB) 67 73 80 87 93 100 107

ABC-Z-Query (ms) 6,823 6,867 6875 6,759 7,077 6999 6,814
HB-Storage (MB) 1,504 1,655 1,805 1,956 2,106 2,256 2,407
HB-Query (ms) 63,330 62,595 61,269 62,445 65,629 61,940 61,877

HBC-Z-Storage (MB) 121 133 146 158 170 182 194
HBC-Z-Query (ms) 32,416 32,118 32,142 32,293 33,085 33,668 32,220

TABLE IV: Comparison of the compressed storage size and the
query latency (with B = 100K) after inserting varying data that does
not follow the original distribution on the small machine. (DM-Z:
w/o retrain; DM-Z1: retrains when 200MB data is inserted)

Insertion Size (MB) 0 100 200 300 400 500 600
Multi-column with Low Correlation (Uncompressed size: 1GB)
DM-Z-Storage (MB) 100 109 119 129 139 149 158
DM-Z-Query (ms) 4,483 4,468 4,691 4588 4,557 4,637 4,556
DM-Z1-Storage (MB) - - 104 105 107 109 111
DM-Z1-Query (ms) - - 4183 4,173 4,253 4,184 4,180
AB-Storage (MB) 1,000 1,100 1,200 1,300 1,400 1,500 1,600
AB-Query (ms) 9413 9457 9,564 99351 9,501 9,151 9,862

ABC-Z-Storage (MB) 143 146 149 151 154 157 159

ABC-Z-Query (ms) 7,832 7978 8012 7,703 7,679 8,129 8,155
HB-Storage (MB) 1,468 1,615 1,762 1,908 2,055 2202 2,349
HB-Query (ms) 59,362 59,519 60,795 59,339 60,337 60,712 61,015

HBC-Z-Storage (MB) 172 177 183 189 195 200 206
HBC-Z-Query (ms) 33,977 29,344 29,407 29,458 28,839 29,466 30,992

Multi-column with High Correlation (Uncompressed size: 1GB)

DM-Z-Storage (MB) 5 18 31 44 57 70 83

DM-Z-Query (ms) 2210 2253 2245 2231 2256 2274 2237
DM-Z1-Storage (MB) - - 23 32 a1 50 59

DM-Z1-Query (ms) - - 2173 2,189 2207 2,167 2,177
AB-Storage (MB) 1,000 1,100 1200 1300 1,400 1,500 L1600
AB-Query (ms) 9998 9921 9,676 9,512 9,609 9,851 9743

ABC-Z-Storage (MB) 67 83 99 116 132 148 164

ABC-Z-Query (ms) 6,823 6,905 6,922 6,878 6613 6,840 6,826
HB-Storage (MB) 1,504 1,655 1,805 1,956 2,106 2256 2407
HB-Query (ms) 63,330 63,796 64831 61905 62014 60647 61456

HBC-Z-Storage (MB) 121 141 160 180 199 218 238
HBC-Z-Query (ms) 32,416 34,160 35959 34,647 36,736 34,618 35,713

of our proposed MHAS algorithm, using the TPC-H, SF=1.
In Figure O] we plot the sampled models’ compression ratio
against the controller’s training process.

Training Time vs. Compression Time Taking the Lineltem
table from TPC-H SF=1, as an example, DM takes 1 hour and
25 mins for the model search (MHAS) to converge and takes 5
mins for model training. DeepSqueeze (DS) requires 11 mins
to encode the data. Z-Standard takes 80 seconds for compres-



TABLE V: Comparison of the compressed storage size and the query
latency (with B = 100,000) after deleting varying data from synthetic
datasets using various systems, on the small machine. (DM-Z: w/o
retrain; DM-Z1: retrains when 200MB data is deleted)

Deletion Size (MB) 0 -100 -200 -300 -400 -500 -600

Multi-column with Low Correlation (Uncompressed size: 1GB)

DM-Z-Storage (MB) 100 92 34 75 66 56 a7
DM-Z-Query (ms) 4483 3,885 3824 4000 3779 3834 3771

DM-Z1-Storage (MB) - - 84 75 66 56 47

DM-Z1-Query (ms) - - 3496 3430 3310 3321 3,169
AB-Storage (MB) 1000 900 800 700 600 500 400
AB-Query (ms) 9413 7,548 7,998 7,064 6402 6,207 6,267
ABC-Z-Storage (MB) 143 129 115 102 88 74 60
ABC-Z-Query (ms) 7,794 6428 6470 6,101 5841 5719 5444
HB-Storage (MB) 1,504 1,322 1,175 1,029 882 736 589
HB-Query (ms) 63,330 53,944 49,635 42,387 28,444 19,538 20,381
HBC-Z-Storage (MB) 172 156 140 124 108 91 75
HBC-Z-Query (ms) 33,977 24,426 21,672 19,498 17,730 14,715 12910
Multi-column with High Correlation (Uncompressed size: 1GB)
DM-Z-Storage (MB) 5 6 6 6 5 5 4
DM-Z-Query (ms) 2,210 2,180 2,038 1,933 1,844 1,818 1,753
DM-Z1-Storage (MB) - - 4 4 4 4 4
DM-Z1-Query (ms) - - 2211 2,092 1954 1,839 1,676
AB-Storage (MB) 1000 900 800 700 600 500 400
AB-Query (ms) 9,998 8295 8,136 8,148 7,150 6,657 6,054

ABC-Z-Storage (MB) 67 64 58 53 47 41 35

ABC-Z-Query (ms) 6,823 6,660 6,172 6,551 6,018 5982 5,931
HB-Storage (MB) 1,504 1,354 1,204 1,054 904 754 604
HB-Query (ms) 63,330 56,836 52929 48,052 35353 20,715 20,862
HBC-Z-Storage (MB) 121 112 102 90 78 66 55
HBC-Z-Query (ms) 32,416 30,987 23,187 20,906 18,723 15,900 13,721
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Fig. 9: Compression ratios during MHAS (TPC-H, scale =1; plots
smoothed with running average window of 500).
sion. LZMA spends 86 seconds in compression. In addition,
Hashtable with Z-Standard (HBC-Z) and LZMA (HBC-L)
spend 82 and 152 seconds in compression respectively.

Despite DeepMapping’s significant improvements in bal-
ancing compression ratio and query performance, the search
and training of the neural network model is expensive. Our
future work will optimize this process for DeepMapping, e.g.,
leveraging model reuse and transfer learning [66].

As we see here, at the very beginning of the search stage,
there is a "flat" region where the compression ratio is not yet
decreasing — this is because, at the early stages, the sampled
models are not yet capable of memorizing the data. In fact,
at this stage, the data structure size may be larger than the
original data since much of the memorization work is left to the
auxiliary table. As the controller training proceeds, however,
the sampled models are quickly getting better at memorizing

the data, and the compression ratio improves significantly.

Figure [I0] illustrates the trade-ff between compression ratio
and latency during the search. In the figure, each dot corre-
sponds to a sampled architecture, and each color corresponds to
a certain search stage. Initially, samples may cover a large range,
indicating that the model search has not stabilized. However,
as the search progresses, the samples start clustering in an
increasingly shrinking region in the search space, illustrating
the effectiveness of the MHAS strategy.
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Fig. 10: Progression of compression ratio vs. latency trade-off
during MHAS search process (TPC-H part table, scale = 1; each
dot corresponds to a sampled architecture)

VI. CONCLUSIONS

In this work, we proposed a novel DeepMapping structure
to achieve lossless compression and desirable query speed at
the same time. It is achieved by automatically searching multi-
tasking deep neural networks to model key-value mappings in
relational tables while using an auxiliary structure to manage
misclassified data and support insert/update/delete.
The evaluation observations include:

e DeepMapping achieves the best compression ratio and
retrieval speeds for large datasets, especially when the key
strongly correlates to the value. When the uncompressed
dataset exceeds memory but the DeepMapping structure fits
into memory (ensured by the MHAS), DeepMapping helps
significantly reduce the I/O and decompression overheads and
outperforms other baselines.

o The hashing baseline may achieve better retrieval speeds for
small datasets that fit memory because the hashtable lookup
operation is cheaper than inference computations. However,
in these cases, DeepMapping achieves a better compression
ratio than the hashing baseline applied with state-of-the-art
compression techniques. For large-scale datasets that do not
fit into memory, hashing-based approaches perform the worst
due to the deserialization complexity of hash structures.

e The MHAS framework can effectively decide whether a
proper DeepMapping structure exists for the given tabular
dataset that can gain compression size and retrieval speeds.
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