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Abstract

Cyclic and randomized stepsizes are widely used in the deep learning practice and can of-
ten outperform standard stepsize choices such as constant stepsize in SGD. Despite their
empirical success, not much is currently known about when and why they can theoretically
improve the generalization performance. We consider a general class of Markovian stepsizes
for learning, which contain i.i.d. random stepsize, cyclic stepsize as well as the constant
stepsize as special cases, and motivated by the literature which shows that heaviness of the
tails (measured by the so-called “tail-index”) in the SGD iterates is correlated with gener-
alization, we study tail-index and provide a number of theoretical results that demonstrate
how the tail-index varies on the stepsize scheduling. Our results bring a new understanding
of the benefits of cyclic and randomized stepsizes compared to constant stepsize in terms
of the tail behavior. We illustrate our theory on linear regression experiments and show
through deep learning experiments that Markovian stepsizes can achieve even a heavier tail
and be a viable alternative to cyclic and i.i.d. randomized stepsize rules.

1 Introduction

Stochastic optimization problems are ubiquitous in supervised learning. In particular, the learning problem
in neural networks can be expressed as an instance of the stochastic optimization problem

minxœRd Ez≥D[f(x, z)], (1)

where x œ Rd are the parameters, z œ Z is the random data which is assumed to obey an unknown
probability distribution D, and f is the loss of misprediction with parameters x corresponding to data z.
Since the population distribution D is unknown, in practice, we often approximately solve the empirical
version of (1):

minxœRd F (x) := 1
n

ÿn

i=1
fi(x), where fi(x) := f(x, zi), (2)
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based on a dataset (z1, z2, . . . , zn) œ Zn which consists of independent identically distributed (i.i.d.) samples
from data. Stochastic gradient descent (SGD) methods are workhorse methods for solving such problems
due to their scalability properties and their favorable performance in practice (Bottou, 2010; 2012). SGD
with batch-size b consists of the updates

xk+1 = xk ≠ ÷k+1Ò̃f (xk) , (3)

where ÷k+1 is the stepsize and Ò̃f(xk) := 1
b

q
iœ�k

Òfi(xk) is the stochastic gradient at k-th iterate with
�k being a set of data points with cardinality |�k| = b (see Sec. 2 for details).

Understanding the generalization behavior of SGD, i.e. how a solution found by SGD performs on unseen
data has been a major question of research in the last decades (see e.g. Keskar & Socher (2017); Hardt et al.
(2016); Lei & Ying (2020); Lin et al. (2016)). Recent empirical and theoretical studies have revealed an
interesting phenomenon in this direction. Heavy tails in fact can arise in SGD iterates due to multiplicative
noise and the amount of heavy tails (measured by the so-called “tail-index") is significantly correlated with the
generalization performance in deep learning practice (Gürbüzbalaban et al., 2021; Hodgkinson & Mahoney,
2021). This phenomenon is not specific to deep learning in the sense that it arises even in surprisingly simple
settings such as linear regression (when the loss is a quadratic) with Gaussian input data. This raises the
natural question of how the choice of the stepsize sequence {÷k} a�ects the tail-index and generalization
properties which will be the main topic of study in this work.

The stepsize sequence {÷k} can be chosen in various ways in a deterministic or a randomized fashion.
Constant stepsize as well as varying stepsizes are proposed in the literature (Robbins & Monro, 1951; Kiefer
& Wolfowitz, 1952; Smith, 2017; Bottou et al., 2018). For constant stepsize and for (least squares) linear
regression problems where the loss f is a quadratic, Gürbüzbalaban et al. (2021) showed that the tails are
monotonic with respect to the stepsize and the batch-size and there exists a range of stepsizes for which
there exists a stationary distribution with an infinite variance. In a very recent work, Gürbüzbalaban et al.
(2022) showed that even heavier tails can arise in the decentralized stochastic gradient descent with constant
stepsize and this correlates with generalization. However, other (non-constant) choices of the stepsize can
often outperform constant stepsize. Musso (2020) suggests that in the small learning rate regime, uniformly-
distributed random learning rate yields better regularization without extra computational cost compared to
constant stepsize. Also, cyclic stepsizes where the stepsize changes in a cyclic fashion (obeying lower and
upper bounds) have been numerically demonstrated to be very useful for some problems. Among this line
of work, Smith (2017) argued that cyclic stepsizes require less tuning in deep learning and can lead to often
better performance. Smith (2015) suggests that experiments with sinusoidal learning rates versus cyclic
stepsize with equal grid points lead to similar results. Smith & Topin (2017) demonstrates that the cyclical
learning rate can produce greater testing accuracy than traditional training despite using large learning
rates for di�erent network structures and datasets. Huang et al. (2017) argues that cyclic stepsize allows to
train better models compared to constant stepsize. Kalousek (2017) studies a steepest descent method with
random stepsizes and shows that it can achieve faster asymptotic rate than gradient descent without knowing
the details of the Hessian information. Zhang et al. (2020b) suggests cosine cyclical stepsize for Bayesian
deep learning. Gulde et al. (2020) investigates cyclical learning rate and proposes a method for defining a
general cyclical learning rate for various deep reinforcement learning problems. They show that using cyclical
learning rate achieves similar or even better results than highly tuned fixed learning rates. Wang et al. (2023)
applies the cyclical learning rate to train transformer-based neural networks for neural machine translation.
They show that the choice of optimizers and the associated cyclical learning rate policy can have a significant
impact on performance. Alyafi et al. (2018) argues that with a cyclical learning rate, the neural networks
will have better results with similar or even smaller number of epochs on unbalanced datasets without extra
computational cost compared to constant stepsize. In addition, due to their popularity, cyclic stepsizes are
also part of popular packages such as PyTorch.1

Despite the empirical success of randomized stepsize and cyclical stepsize rules, to our knowledge, the e�ect
of the stepsize scheduling (cyclic, randomized versus constant etc.) on the generalization performance is not
well studied from a theoretical standpoint except numerical results that highlight the benefits of randomized

1
See e.g. the “CyclicLR package" available at the website https://pytorch.org/docs/stable/generated/torch.optim.lr_

scheduler.CyclicLR.html.
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and cyclic stepsize rules compared to a constant stepsize choice. While studying the generalization itself
as a function of the stepsize sequence appears to be a di�cult problem; building on the literature which
demonstrates that tail-index is correlated with generalization (see e.g. �im�ekli et al. (2020); Barsbey et al.
(2021); �im�ekli et al. (2019); Gürbüzbalaban et al. (2021)), we study tail-index as a proxy to generalization
performance and demonstrate how the tail-index depends on the stepsize scheduling, highlighting the benefits
of using cyclic and randomized stepsizes compared to constant stepsize in terms of the tail behavior.

Contributions. We propose a general class of Markovian stepsizes for learning, where the stepsize sequence
÷k evolves according to a finite-state Markov chain where transitions between the states happen with a certain
probability p œ [0, 1]. This class recovers i.i.d. random stepsize, cyclic stepsize as well as the constant stepsize
as special cases. For losses that have quadratic growth outside a compact set in dimension one, one can
infer from the results of Mirek (2011) that SGD iterates with Markovian stepsizes will be heavy-tailed (see
Thm. 15 and Thm. 1). However, the assumptions involved are highly nontrivial to check and do not hold for
dimension two or higher even for linear regression.2 Furthermore, these results do neither specify how the
tail-index depends on quantities of interest such as the batch-size, dimension nor compare the tails with that
of the constant stepsize. Hence, to get finer characterizations of the tail-index and further intuition about the
tails, we focus on linear regression as a case study throughout this paper and obtain explicit characterizations
that provides further insights as well as theoretical support for the use of cyclic and randomized stepsizes
in deep learning practice. We find that even in the linear regression setting, there are significant technical
challenges. Here, viewing SGD as an iterated random recursion, we make novel technical contributions in
analyzing the iterated random recursions with cyclic and Markovian structure with finite state space. We
borrow the idea of regeneration times from probability theory, and consider iterates at those regeneration
times to utilize the hidden renewal structure of the underlying iterated random recursions (see Sec. 3 for
further details). As a result, we are able to study and characterize the tail-index of the SGD iterates with
cyclic stepsizes (Thm. 5), Markovian stepsizes (Thm. 2) as well as i.i.d. random stepsizes (Thm. 11).

For cyclic, Markovian and i.i.d. stepsizes, under Gaussian data assumptions for linear regression, we also
give a sharp characterization of the tail-index and provide a formula for the range of stepsizes in which
SGD iterates admit a stationary distribution with an infinite variance (Lem. 9, Prop. 7, Lem. 11, Prop. 9,
Lem. 7, Prop. 6 in the Appendix). We provide non-asymptotic bounds moment bounds for SGD iterates and
provide non-asymptotic convergence rates to the stationary distribution in the Wasserstein metric (Thm. 16,
Thm. 21, Thm. 14 in the Appendix). These results are obtained by using various technical inequalities,
synchronous coupling, and spherical symmetry of Gaussian distributions and are deferred to the Appendix
due to space considerations.

In Sec. 4, we compare the tail-indices among these stepsize rules theoretically for linear regression. We show
that i.i.d. random stepsizes (where ÷k are i.i.d. with the same distribution as ÷) centered around an expected
value ÷̂ and a positive range R has heavier tail compared to constant stepsize with ÷̂ (Prop. 1) as well as
cyclic stepsize centered around ÷̂ on a uniform grid with the same range (Prop. 2). Our results show that
coarser the grid for the stepsize or wider the stepsize range R, heavier the tails become in a sense that we will
precise (Thm. 13, Thm. 19, Thm. 20). We prove that reducing the batch-size or increasing the dimension
also leads to heavier tails, provided that the tail-index is not too small (Thm. 7, Thm. 4, Thm. 12). These
results are obtained by employing delicate analysis leveraging convexity and Jensen’s inequality. When the
transition probability p œ (0, 1/2) and there are two states, we completely work out the distribution of the
regeneration time and the sample path of the Markov chain till the regeneration time to show that Markovian
stepsizes can achieve even heavier tail with respect to cyclic and i.i.d. stepsizes and the tail gets heavier if
p gets smaller (Prop. 5). We also discuss in Appendix B.4 how our comparisons can be extended to general
state spaces. Since smaller tail-indices are correlated with better generalization in deep learning practice, our
results shed further light into why random and cyclic stepsizes could perform better than constant stepsize
in some deep learning settings. In Sec. 5, we illustrate our theory on linear regression experiments and show
through deep learning experiments that our proposed Markovian stepsizes can be a viable alternative to
other standard choices in the literature, leading to the best performance in some cases.

2
In Mirek (2011), it is required that the Hessians of the component functions f(x, zi) have certain orthogonality properties

which does not typically hold in linear regression or more generally in statistical learning.
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2 Technical Background and Literature Review

Heavy-tailed power-law distributions. A real-valued random variable X is said to be heavy-tailed if the
right tail or the left tail of the distribution decays slower than any exponential distribution. A real-valued
random variable X is said to have heavy right tail if limxæŒ P(X Ø x)ecx = Œ for any c > 0, and a
real-valued random variable X is said to have heavy left tail if limxæŒ P(X Æ ≠x)ec|x| = Œ for any c > 0.
Similarly, an Rd-valued random vector X is said to have heavy tail if u

T
X has heavy right tail for some

vector u œ Sd≠1, where Sd≠1 := {u œ Rd : ÎuÎ = 1} is the unit sphere in Rd. Heavy tail distributions
include –-stable distributions, Pareto distribution, log-normal distribution and Weilbull distribution. An
important class of the heavy-tailed distributions is the distributions with power-law decay, which is the focus
of our paper. That is, P(X Ø x) ≥ c0x

≠– as x æ Œ for some c0 > 0 and – > 0, where – is known as the
tail-index, which determines the tail thickness of the distribution. Similarly, the random vector X is said to
have power-law decay with tail-index – if for some u œ Sd≠1, we have P(uT

X Ø x) ≥ c0(u)x≠–, for some
constant c0(u) that may depend on the direction u and for some – > 0.

Tail-index in SGD with constant stepsize. It is possible to show that SGD iterates are heavy-tailed
with polynomially-decaying tails admitting a unique stationary distribution, when the loss is strongly convex
outside a compact set (Hodgkinson & Mahoney, 2021) or when the loss has linear growth for large x (Mirek,
2011; Gürbüzbalaban et al., 2021) (see Thm. 8 in the Appendix for details), however in these results verifying
the assumptions behind are highly non-trivial; and the dependence of the tail-index to the parameters of
SGD such as the stepsize is not explicitly given. This motivates the study of least square problems (when f is
a quadratic) where more precise characterizations of the tail-index can be obtained (see e.g. (Gürbüzbalaban
et al., 2021; Raj et al., 2023a;b; Gürbüzbalaban et al., 2022)). It is also known that slow algorithms that can
generalize well subject to heavier tails can be slower for optimization purposes. For example, heavier tails
in the gradients and iterates can often result in slower convergence rates in the training process in di�erent
optimization settings �im�ekli et al. (2019); Wang et al. (2021), where clipping the gradients and robust ver-
sions of stochastic gradient descent have been proposed for achieving faster convergence Zhang et al. (2020a);
Gorbunov et al. (2022). Therefore, we believe understanding the heavy-tailedness of the iterates can be ben-
eficial for understanding both optimization and generalization performance of an algorithm, and least square
problems serve as a fundamental case where stronger results can be obtained due to their special structure.

Consider the least squares problem minxœRd
1

2n
ÎAx ≠ yÎ2, where A is an n ◊ d matrix, with i.i.d. entries,

y œ Rn and x œ Rd. This problem can be written in the form of (2) as

F (x) = 1
n

ÿn

i=1
fi(x), where fi(x) := 1

2
!
a

T

i
x ≠ yi

"2
, (4)

where a
T

i
is the i-th row of the data matrix A. Using the fact that Òfi(x) = ai

!
a

T

i
x ≠ yi

"
, we can rewrite

SGD iterations (3) as
xk+1 = (I ≠ (÷k+1/b)Hk+1) xk + qk+1 , (5)

where Hk :=
q

iœ�k
aia

T

i
and qk := ÷k

b

q
iœ�k

yi with �k := {b(k ≠ 1) + 1, b(k ≠ 1) + 2, . . . , bk} and |�k| = b.
Here, for simplicity, throughout the paper, we assume that we are in the streaming regime (also called the
one-pass setting (Frostig et al., 2015; Jain et al., 2017; Gao et al., 2022)) where each sample is used once
and is not recycled. We also make the following assumptions on the data throughout the paper:

(A1) ai’s are i.i.d. with a continuous density supported on Rd with all the moments being finite.

(A2) yi are i.i.d. with a continuous density whose support is R with all the moments finite.

Assumptions (A1) and (A2) are satisfied in a large variety of cases, for instance when ai and yi are Gaussian
distributed. When the stepsize ÷k © ÷ is constant, and Hk are i.i.d., xk converges to xŒ, where xŒ has a
heavy tail distribution with a tail-index that can be characterized (Gürbüzbalaban et al., 2021). However, to
the best of our knowledge, cyclic stepsizes or Markovian stepsizes are not studied in the literature in terms of
the tail behavior that they result in the SGD iterates which will be the subject of this work. We also note that
decaying stepsize rules where ÷k æ 0 are also widely used and they can ensure convergence of the SGD iterates
Sebbouh et al. (2021); Gower et al. (2019). However, in this case, the iterates often converge to a limit point

4



Published in Transactions on Machine Learning Research (08/2023)

almost surely and therefore the stationary distribution of the iterates will typically be degenerate as a Dirac
mass where characterizing the tail-index of the iterates will no longer be meaningful at stationarity. There-
fore, in our analysis, we will assume that the stepsize is bounded away from zero, often lying on a finite grid.

3 Main Results

Stochastic Gradient Descent with Markovian Stepsizes. We consider Markovian stepsizes with finite
state spaces. The discussions with general state spaces will be provided in Section B.4.1 in the Appendix.
Let us consider the finite state space

{÷1, ÷2, . . . , ÷m, ÷m+1} = {c1, c2, . . . , cK≠1, cK , cK≠1, . . . , c2, c1}, (6)

where m = 2K ≠ 2 and (c1, c2, . . . , cK) is the stepsize grid. We assume the stepsize goes from ÷1 to ÷2 with
probability 1 and it goes from ÷K to ÷K≠1 with probability 1. In between, for any i = 2, 3, . . . , K ≠ 1, K +
1, . . . , m, the stepsize goes from ÷i to ÷i+1 with probability p and from ÷i to ÷i≠1 with probability 1 ≠ p with
the understanding that ÷m+1 := ÷1. Therefore, p = 1 reduces to the case of cyclic stepsizes. We assume ci

is not the same for every i; otherwise this setting reduces to the case of constant stepsizes.

We first observe that SGD (3) is an iterated random recursion of the form

xk = �k(xk≠1, ÷k), (7)

where the map �k : Rd ◊ R+ æ Rd, hides the dependence on �k which are random and i.i.d. and ÷k are
Markovian with the finite state space (6). To the best of our knowledge, there is no general stochastic linear
recursion theory for Markovian coe�cients, except for some special cases, e.g. with heavy-tailed coe�cients
(Hay et al., 2011). However, we will show that in the case of finite-state space, it is possible to use the idea
of regeneration times from probability theory to analyze the iterated random recursion. The key idea is to
introduce the regeneration times rk, which are defined as r0 = 0 and for any k Ø 1:

rk := inf {j > rk≠1 : ÷j = ÷0} . (8)

That is, rk are the random times that the stepsizes start at ÷0 at k = 0. It is easy to see that {rk ≠ rk≠1}kœN
are i.i.d. with the same distribution as r1. By iterating (7), we have

xrk+1 = �(r)
k+1(xrk ), (9)

with �(r)
k+1(·) := �rk+1

!
· · · �rk+2(�rk+1(·, ÷rk+1), ÷rk+2), . . . , ÷rk+1

"
, where the superscript (r) refers to the

random choice of stepsizes and it also happens to be the first letter of “regeneration”. Since �k are i.i.d.
over k, by the definition of the regeneration time, it follows that �(r)

k
are i.i.d. over k. We denote that �(r)

k

has the common distribution as �(r). If we assume that the random map �(r) is Lipschitz on average, i.e.
E[L(r)] < Œ with L

(r) := sup
x,yœRd

Î�(r)(x)≠�(r)(y)Î
Îx≠yÎ , and is mean-contractive, i.e. if E log(L(r)) < 0 then it

can be shown under further technical assumptions that the distribution of the iterates converges to a unique
stationary distribution xŒ geometrically fast (Diaconis & Freedman, 1999).

The following result can be obtained in dimension d = 1, which follows directly from Mirek (2011) by adapting
it to our setting (see also Buraczewski et al. (2016)). Mirek (2011) also considers higher dimensions; but for
d > 1, the assumptions required are not satisfied for quadratic losses nor for least square problems.
Theorem 1 (Adaptation of Mirek (2011) ). Assume stationary solution to (12) exists, d = 1, and:

(i) There exists a random variable M
(r) and a random variable B

(r)
> 0 such that a.s. |�(r)(x) ≠

M
(r)

x| Æ B
(r) for every x where | · | denotes the absolute value;

(ii) The conditional law of log |M (r)| given M
(r) ”= 0 is non-arithmetic; i.e. its support is not equal to

aZ for any scalar a where Z is the set of integers;

(iii) There exists –
(r)

> 0 such that E[|M (r)|–(r) ] = 1, E[|B(r)|–(r) ] < Œ and E[|M (r)|–(r) log+ |M (r)|] <

Œ, where log+(x) := max(log(x), 0).

5
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Then, there exists some constant c
(r)
0 > 0 such that limtæŒ t

–
(r)P(|xŒ| > t) = c

(r)
0 .

For linear regression, �(r) is a composition of a�ne maps and stays a�ne (see our discussion in the proof of
Thm. 2); therefore Thm. 1 is applicable in dimension one. More generally, Thm. 1 can be applicable to the
restricted class of smooth losses that can be non-convex on a compact while having a quadratic structure
outside the compact (so that the gradient is a�ne up to a constant), and says that heavy tails arises in
SGD in this setting but does not precise the tail-index –

(r) and this result works only in dimension d = 1.
This motivates the study of more structured losses in high dimensional settings where more insights can be
obtained. When the objective is a quadratic, we will provide a more detailed analysis.

For Markovian stepsizes, we observe that the SGD iterates are given by (5) where (Hk, qk) is an i.i.d. sequence
and ÷k is a stationary Markov chain with finite state space independent of (Hk, qk)kœN. Next, we will show
that one can fully characterize the tail-index when the stepsizes follow a Markov chain with a finite state
space using a renewal argument based on regeneration times. Let us introduce

h
(r)(s) := limkæŒ

1
E

...M
(r)
k

M
(r)
k≠1 . . . M

(r)
1

...
s21/k

, (10)

where
M

(r)
k+1 :=

!
I ≠ (÷rk+1/b)Hrk+1

" !
I ≠ (÷rk+1≠1/b)Hrk+1≠1

"
· · · (I ≠ (÷rk+1/b)Hrk+1)

and rk’s are regeneration times defined in (8). We also define

�(r)
k

:= M
(r)
k

M
(r)
k≠1 . . . M

(r)
1 ,

and
fl

(r) := limkæŒ(2k)≠1 log
3

largest eigenvalue of
1

�(r)
k

2T 1
�(r)

k

24
.

We have the following result that characterizes the tail-index for the SGD with Markovian stepsizes.
Theorem 2. Consider the SGD iterations (5) with Markovian stepsizes in a finite-state space. If fl

(r)
< 0

and there exists a unique positive –
(r) such that h

(r) !
–

(r)" = 1, then (5) admits a unique stationary solution
x

(r)
Œ and the SGD iterations with Markovian stepsizes converge to x

(r)
Œ in distribution, where the distribution

of x
(r)
Œ satisfies limtæŒ t

–
(r)P(uT

x
(r)
Œ > t) = e–(r)(u), for any u œ Sd≠1, for some positive and continuous

function e–(r) on Sd≠1.

Proof. We recall from (5) that the SGD iterates are given by xk+1 =
!
I ≠ ÷k+1

b
Hk+1

"
xk + qk+1, where

(Hk, qk) is an i.i.d. sequence and ÷k is a stationary Markov chain with finite state space independent of
(Hk, qk)kœN. We recall from (8) the regeneration times rk, such that r0 = 0 and for any k Ø 1: rk :=
inf {j > rk≠1 : ÷j = ÷0}. That is rk are the random times that the stepsizes start at ÷0 at k = 0. It is easy to
see that {rk ≠ rk≠1}kœN are i.i.d. with the same distribution as r1. It follows that xrk+1 = M

(r)
k+1xrk + q

(r)
k+1,

where M
(r)
k+1 and q

(r)
k+1 are defined as:

M
(r)
k+1 :=

!
I ≠ (÷rk+1/b)Hrk+1

" !
I ≠ (÷rk+1≠1/b)Hrk+1≠1

"
· · · (I ≠ (÷rk+1/b)Hrk+1) ,

q
(r)
k+1 :=

ÿrk+1

i=rk

!
I ≠ (÷rk+1/b)Hrk+1

" !
I ≠ (÷rk+1≠1/b)Hrk+1≠1

"
· · · (I ≠ (÷i+1/b)Hi+1) qi.

Since rk are regeneration times, one can easily check that
1

M
(r)
k

, q
(r)
k

2
are i.i.d. in k. The rest of the proof

follows from Theorem 4.4.15 in Buraczewski et al. (2016) which goes back to Theorem 1.1 in Alsmeyer &
Mentemeier (2012) and Theorem 6 in Kesten (1973). See also Goldie (1991); Buraczewski et al. (2015). The
proof is complete. ⇤
Remark 1. It is possible to extend some of our results given in Thm. 2 for linear regression to problems
where the loss function is a convex quadratic up to an error term outside a compact set. Smoothed Lasso
problems where the penalty term is a smooth version of the ¸1 penalty would be an example. In this more
general case, while it is not possible to provide a formula for the tail-index exactly, one can still provide lower
and upper bounds on the tail-index. The details can be found in Appendix F.
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In general, there is no simple explicit formula for h
(r)(s) to evaluate –

(r). However, we can easily obtain the
following bound using the sub-multiplicativity of the norm of matrix products:

h
(r)(s) Æ ĥ

(r)(s) := E
ËŸr1

i=1
ÎI ≠ (÷i/b)HiÎs

È
= E

ËŸr1

i=1
EH [ÎI ≠ (÷i/b)HÎs]

È
, (11)

where EH denotes the expectation taken over Hi, which are i.i.d. distributed as H, and which are
independent of (÷k)kœN, where r1 is the regeneration time defined in (8). We define the lower bound
–̂

(r) for the tail-index –
(r) as the unique positive value such that ĥ

(r) !
–̂

(r)" = 1, provided that
fl̂

(r) := E
#q

r1
i=1 EH

#
log

..I ≠ ÷i

b
H

..$$
< 0. In the following, we show that the lower bound –̂

(r) for the
tail-index is increasing in batch-size.
Theorem 3. –̂

(r) is strictly increasing in batch-size b provided that –̂
(r) Ø 1.

Our proof of Theorem 3 is based on the fact that the function h
(r)(s) is strictly decreasing in b for s Ø 1

which follows from Jensen’s inequality and convexity of the function Î · Îs for s Ø 1. The function Î · Îs

is not convex for s < 1; this is the reason why the condition –̂
(r) Ø 1 is needed in Theorem 3 within our

analysis. Note also that the tail-index –
(r) is the unique positive value such that h

(r) !
–

(r)" = 1 provided
that fl

(r)
< 0. In general, there is no simple closed-form expression for h

(r)(s) that is defined in (10).

However, when the input data ai are Gaussian, we are able to obtain more explicit expression for h
(r)(s).

(A3) ai ≥ N (0, ‡
2
Id) are Gaussian distributed for every i.

Under (A3), we can obtain a more explicit expression (see Lem. 11 and Lem. 12 in the Appendix) to
characterize the tail-index –

(r). Under (A3), we obtain the following result that shows the tail-index –
(r)

is increasing in batch-size b and decreasing in dimension d.
Theorem 4. Assume (A3) holds and fl

(r)
< 0. Then: (i) The tail-index –

(r) is strictly increasing in
batch-size b provided that –

(r) Ø 1; (ii) The tail-index –
(r) is strictly decreasing in dimension d.

Stochastic Gradient Descent with Cyclic Stepsizes. As a special case of the Markovian stepsizes,
we consider the stochastic gradient descent method with cyclic stepsizes. More specifically, we assume that
÷k takes values on a grid (c1, c2, . . . , cK) in a cyclic manner satisfying (6) and the length of the cycle is
m = 2K ≠2. In other words ÷mk+i = ÷i, i = 1, 2, . . . , m, for any k = 0, 1, 2, . . .. Note that we can view cyclic
stepsizes as a special case of Markovian stepsizes with transition probability p = 1.

As a special case of the Markovian stepsizes, the SGD (3) can be iterated and we can consider:

x(k+1)m = �(m)
k+1(xkm), (12)

where �(m)
k+1(·) := �(k+1)m

!
· · · �km+2(�km+1(·, ÷km+1), ÷km+2), . . . , ÷(k+1)m

"
are i.i.d. over k. This is basi-

cally the map that corresponds to consecutive m iterations of SGD, which demonstrates an i.i.d. structure.
We denote �(m) as the common distribution of �(m)

k
where the superscript (m) highlights the dependence

on the cycle length m. In this case, an analogue of Thm. 1 can be obtained in dimension one (see Thm. 15 in
the Appendix); but as before in the rest of the discussion, we focus on the quadratic case to have finer results
for the tail-index. We recall the SGD iterates from (5), where we consider the stepsize ÷k to be deterministic
and cyclic with a cycle length m. Next, let us introduce

h
(m)(s) := limkæŒ

1
E

...M
(m)
k

M
(m)
k≠1 . . . M

(m)
1

...
s21/k

, (13)

where
M

(m)
k

:= (I ≠ (÷m/b)Hkm) (I ≠ (÷m≠1/b)Hkm≠1) · · ·
!
I ≠ (÷1/b)H(k≠1)m+1

"
, (14)

is the product of consecutive m iteration matrices. We also define

fl
(m) := limkæŒ(2k)≠1 log

3
largest eigenvalue of

1
�(m)

k

2T 1
�(m)

k

24
, �(m)

k
:= M

(m)
k

M
(m)
k≠1 . . . M

(m)
1 .

7
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We can iterate the SGD from (5) to obtain x(k+1)m = M
(m)
k+1xkm + q

(m)
k+1, where M

(m)
k+1 is defined in (14)

and q
(m)
k+1 :=

q(k+1)m

i=km+1
!
I ≠ ÷(k+1)m

b
H(k+1)m

" !
I ≠ ÷(k+1)m≠1

b
H(k+1)m≠1

"
· · ·

!
I ≠ ÷i+1

b
Hi+1

"
qi. We have the

following result that characterizes the tail-index.
Theorem 5. Consider the SGD iterations (5) with cyclic stepsizes {÷k} where the length of the cycle is
m. If fl

(m)
< 0 and there exists a unique positive –

(m) such that h
(m) !

–
(m)" = 1, then (5) admits a unique

stationary solution x
(m)
Œ and the SGD iterations with cyclic stepsizes converge to x

(m)
Œ in distribution, where

the distribution of x
(m)
Œ satisfies limtæŒ t

–
(m)P(uT

x
(m)
Œ > t) = e–(m)(u), for any u œ Sd≠1, for some positive

and continuous function e–(m) on Sd≠1.

Proof. This follows immediately from Theorem 2, by noting that Markovian stepsizes reduce to the cyclic
stepsizes in the special case when p = 1. ⇤

Determining the exact value of the tail-index –
(m) for the stationary distribution x

(m)
Œ seems to be a hard

problem; nevertheless, we can characterize a lower bound for the tail-index to control how heavy tailed SGD
iterates can be by following a similar approach to our discussions for the Markovian stepsizes. We start by
noticing that h

(m)(s) = 1 if and only if
!
h

(m)(s)
"1/m = 1. In general, there is no simple explicit formula

for h
(m)(s). However, we have the following bound due to the sub-multiplicativity of the norm of matrix

products:
1

h
(m)(s)

21/m

Æ ĥ
(m)(s) :=

1Ÿm

i=1
E

Ë...I ≠ ÷i

b
H

...
sÈ21/m

.

Let –̂
(m) be the unique positive value such that ĥ

(m) !
–̂

(m)" = 1 provided that fl̂
(m) :=q

m

i=1 E
#
log

..I ≠ ÷i

b
H

..$
< 0. This provides a lower bound for the tail-index –

(m). Next, we show that
the lower bound –̂

(m) for tail-index is increasing in batch-size. We next state analogues of Thm. 3 and
Thm. 4 in the cyclic stepsize setting, the proofs are similar, with the only di�erence that regeneration times
(the time it takes to revisit a particular stepsize) are random for Markovian stepsizes, whereas they are
deterministic for cyclic stepsizes. The proofs are given in the appendix for the sake of completeness.
Theorem 6. –̂

(m) is strictly increasing in batch-size b provided that –̂
(m) Ø 1.

Under (A3), we can get a more explicit formula for h
(m)(s) and fl

(m) (see Lem. 9, Lem. 10 in the Appendix)
and hence can obtain further properties of the tail-index –

(m). Under (A3), we obtain the monotonic
dependence of the tail-index –

(m) on the batch-size b and the dimension d.
Theorem 7. Assume (A3) holds and fl

(m)
< 0. Then: (i) The tail-index –

(m) is strictly increasing in
batch-size b provided –

(m) Ø 1. (ii) The tail-index –
(m) is strictly decreasing in dimension d.

4 Comparisons of Tail-Indices

In this section, we compare the tail-indices of SGD with constant, i.i.d., cyclic and Markovian stepsizes. The
i.i.d. stepsizes can be considered as a special case of the Markovian stepsizes and in Sec. B.2 in the Appendix,
we study the SGD with i.i.d. stepsizes in detail. Under Assumption (A3), we compare the tail-index –

of the SGD with i.i.d. stepsizes (where ÷k = ÷ has the same distribution for every k) with the SGD with
constant stepsize (where stepsize is fixed at E[÷]).
Proposition 1. Assume (A3) holds and fl < 0. Then the tail-index – with i.i.d. stepsize is strictly less
than the tail-index –c with constant stepsize E[÷] provided – Ø 1.

In Prop. 1, we showed that the tail-index – is strictly less than the tail-index –c with constant stepsize E[÷].
Under (A3), we can also compare the tail-index –

(m) of the SGD with cyclic stepsizes and the tail-index –

of the SGD with i.i.d. uniformly distributed stepsizes such that P(÷ = ÷i) = 1
m

, for any 1 Æ i Æ m. Then,
we have the following result which says i.i.d. stepsizes have heavier tail.
Proposition 2. Assume (A3) holds. The tail-index – for the SGD with i.i.d. stepsizes such that
P(÷ = ÷i) = 1

m
for any 1 Æ i Æ m is smaller than the tail-index –

(m) for SGD with cyclic stepsizes.

8
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Next, we compare the the tail-index –
(m) with cyclic stepsizes and the tail-index –c with constant stepsize

1
m

q
m

i=1 ÷i. When the batch-size is not too large relative to the dimension (i.e. when d Ø b + 3), we can
show that cyclic stepsizes lead to heavier tails under (A3). The proof is based on exploiting log-convexity
properties of the h

(m)(·) function when the batch-size is in this regime.
Proposition 3. Assume (A3) holds and d Ø b + 3. Then the tail-index –

(m) with cyclic stepsizes is strictly
smaller than the tail-index –c with constant stepsize 1

m

q
m

i=1 ÷i provided that ÷i’s are su�ciently small.

In general, for SGD with Markovian stepsizes, the regeneration time is hard to analyze. Next, we consider
the simplest example of a Markov chain, i.e., a homogeneous Markov chain with two-state space {÷l, ÷u} such
that P(÷1 = ÷u|÷0 = ÷l) = p and P(÷1 = ÷l|÷0 = ÷u) = p. This Markov chain exhibits a unique stationary
distribution P(÷0 = ÷¸) = P(÷0 = ÷u) = 1

2 . We notice that the special case p = 1 reduces to the cyclic
stepsizes. Indeed, we have the following monotonicity result of the tail-index depending on the parameter p.
Proposition 4. Consider the two-state Markov chain, i.e. P(÷1 = ÷u|÷0 = ÷l) = p and P(÷1 = ÷l|÷0 =
÷u) = p and assume that p œ P, where

P :=
;

p œ [0, 1] : (1 ≠ p) max
3
EH

5...
1

I ≠ ÷l

b
H

2
e1

...
–

(r)6
,EH

5...
1

I ≠ ÷u

b
H

2
e1

...
–

(r)64
< 1

<
. (15)

Then, the tail-index –
(r) is increasing in p œ P. In particular, –

(r) Æ –
(m).

Prop. 4 shows that Markovian stepsizes lead to heavier tails than cyclic stepsizes. In Prop. 2, we showed
that SGD with i.i.d. stepsizes lead to heavier tail than the SGD with cyclic stepsizes, which has heavier tail
than the SGD with constant stepsizes (Prop. 3). The next result states that Markovian stepsizes may lead
to heavier tails than i.i.d. stepsizes depending on whether p is greater or less than 1

2 .

Proposition 5. Under the setting of Propositions 3 and 4, we have – < –
(r)

< –
(m)

< –c for any 1
2 < p < 1

and we have –
(r)

< – < –
(m)

< –c for any p <
1
2 , where –c, –, –

(m), –
(r) denote the tail-index for SGD

with constant, i.i.d., cyclic and Markovian stepsizes respectively.

5 Numerical Experiments

In this section, we present the numerical experiments including the tail-index estimation of linear regression
using uniform stepsize and Markovian stepsize and the performance of uniform, Markovian, cyclic and
constant stepsize on deep learning settings.

Linear regression (least squares). In the following experiments, we investigate the relationship between
the tail-index and the stepsize choice. We consider the following model: w ≥ N

!
0, ‡

2
I
"
, xi ≥ N

!
0, ‡

2
x
I
"
,

and yi|w, xi ≥ N
!
x

T

i
w, ‡

2
y

"
, where w, xi œ Rd, yi œ R for i = 1, . . . , n, and ‡, ‡x, ‡y > 0. In the experiments,

we set d = 100, take ‡ = 3, ‡x = 1, ‡y = 3, and generate {xi, yi}n

i=1 by simulating the statistical model.
To estimate the stationary measure, we iterate SGD for 1000 iterations and we repeat this for 10000 runs.
At each run, we take the average of the last 500 SGD iterates; in the Appendix (Cor. 1, 2 and 3) we argue
that the average follows an –-stable distribution under some assumptions. This enables us to use advanced
estimators (Mohammadi et al., 2015) specific to –-stable distributions. For constant stepsize schedules, we
set the stepsize to be constant ÷̂ during the training process. For i.i.d. uniformly distributed stepsize, cyclic
stepsize, and Markovian stepsize, the interval of stepsize is set as [÷̂ ≠ R, ÷̂ + R].

To compare di�erent stepsize (learning rate) schedules, we calculate the tail-index for the linear regression
experiment in Fig. 1(a). In this experiment, we set batch-size 10 for all stepsize schedules, R = 0.05 and
K = 10 for uniform, cyclic, and Markovian stepsize schedules. For Markovian stepsize, we set p = 0.6.
We can conclude from the figure that the tail-index of all these stepsize schedules will decrease when the
mean of stepsize ÷̂ increases, meanwhile the tail-index of SGD with i.i.d. uniformly distributed stepsize is
smaller than the tail-index of cyclic stepsize schedule, which validate our Prop. 2. We can also observe that
the tail-index of Markovian stepsize is smaller than the cyclic stepsize schedule, which is predicted by our
Prop. 5.

9
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(a) Dierent stepsize schedules (b) Markovian with parameterp

Figure 1: Center of the stepsize interval (̂÷) vs. tail-index for linear regression. (Left panel) Comparison
of constant, uniform, cyclic and Markovian stepsizes withp=0.6with batch-sizeb= 10, and the stepsize
grid parametersR=0.05andK = 10. (Right panel) Comparison of Markovian stepsizes with dierent
transition probabilitiespwhen the mean of the learning rate÷̂is varied, with batch-sizeb= 10,R=0.05.

(a) i.i.d. stepsize (b) Cyclic stepsize (c) Markovian stepsize

Figure 2: Tail-index corresponding to dierent range values (R) as a function of the mean stepsize÷̂for
linear regression, for i.i.d. random stepsizes (left panel), for cyclic stepsize (middle panel) and for Markovian
stepsizes withp=0.6(right panel). We fixK= 10and vary”from0to0.05.

In the next sets of experiments, we will investigate the influence of dierent values of parameters on the
tail-index for dierent stepsize schedules. In the first experiment, we test dierent transition probabilityp
for Markovian stepsize. The result is shown in Fig. 1(b), where the values ofpis varied from0.6to1where
we set batch-sizeb= 10,R=0.05. Whenp=1, the Markovian stepsize schedule will degenerate to cyclic
stepsize. We observe that with a smallerpvalue, the tail-index of Markovian stepsize will become smaller.
This result validates our Prop. 4. In another experiment, we test di erent rangeRvalues for i.i.d. uniformly
distributed, cyclic and Markovian stepsize schedules where we set the batch-sizeb= 10andp=0.6for
Markovian stepsize. To vary R=(K≠1)”/2,wekeepK = 10as a constant and vary”from0to0.05.
As shown in Fig. 2, the tail-index of all schedules will decrease when the rangeRincreases. These results
validate our Thm. 19 and Thm. 13 in the Appendix. Finally, in Fig. 3, we test dierent batch-size values
from5to15where we set rangeR=0.05and for Markovian stepsizep=0.6. We observe that the tail-index
of every stepsize schedule is strictly increasing in batch-size, which is consistent with our theory (Thm. 7, 4
and Thm. 12 in the Appendix).

Deep Learning. In our second set of experiments, we investigate the performance of uniform stepsize,
Markovian stepsize, cyclic stepsize, and constant stepsize beyond the linear regression setting. Here we
consider the 3-layer fully connected network with the cross entropy loss on the MNIST dataset. We train the
models using SGD with batch-sizeb= 20. Similar to the linear regression setting, we test dierent stepsizes
centered at÷̂where we vary÷̂while keeping the range of stepsize fixed withR=0.05andK = 100for
cyclic and Markovian stepsize schedules. We display the results of the deep learning experiment in Table 1.
Following the literature (Chen et al., 2018), we measure generalization in terms of the dierence between the

10
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(a) Uniform stepsize (b) Cyclic stepsize (c) Markovian stepsize

Figure 3: Tail-index of batch-size value for linear regression for uniform stepsize (left panel), cyclic stepsize
(middle panel) and Markovian stepsize withp=0.6(right panel). We test dierent batch-size values
bœ{5,10,15}with range parameterR=0.05andK= 10.

training and test loss; the smaller dierence is the better generalization. As an alternative but correlated
metric, we also consider the di erence between test and training accuracy for quantifying the generalization
performance. For dierent center stepsize÷̂, we can observe that uniform, cyclic, and Markovian stepsize
schedules lead to a smaller tail-index compared to the constant stepsize. While the tail-index and heavy
tail are well correlated according to existing theoretical and numerical results (imekli et al., 2020; Barsbey
et al., 2021; Raj et al., 2023a;b; Gürbüzbalaban et al., 2021), the relationship is not a perfect straight
line. For example, we can see that for̂÷=0.06case, the smallest tail-index does not lead to the better
generalization power in the sense of smaller error dierence and accuracy dierence. But for all the other
cases where÷̂=0.08,0.09, Markovian stepsize schedule withp=0.5has both the smallest tail-index and
best generalization performance.

As a larger-scale deep learning experiment, we next consider the VGG-11 architecture that has 8 convolutional
layers and 3 fully-connected layers and we use the CIFAR10 dataset. For the stepsize grid parameters, we use
R=0.03andK= 100and take batchsizeb= 25. We use SGD for training and compare dierent stepsize
schedules in Table 2 for dierent choices of the mean stepsize÷̂, similarly to the previous experiment. We
observe that i.i.d. stepsize has the heaviest tails (with the lowest tail index) in all cases, and the constant
stepsize has the lightest tails (with the highest tail index) whereas the cyclic and Markovian stepsizes are in
between except when÷̂=0.12. As a general trend, these results are roughly inline with our results given in
Prop. 5 that compares the tails of dierent stepsizes schedules under some assumptions. In Figure 2, we also
see that the heaviest tails led to the best generalization in terms of accuracy, except for thê÷=0.11case. It
would be interesting to investigate how the tails are related to generalization and optimization performance
further as a part of future work.

To summarize, our results suggest that good performance associated to cyclic, randomized and Markovian
stepsize can be due to the incurrence of heavier tails compared to constant stepsize in the deep learning
settings. While deep learning setting is significantly more complicated than the linear regression setting
we considered in our theoretical results, our results o er theoretical support into why alternative stepsizes
(randomized, cyclic) can be successful and oers new Markovian stepsize rules that can perform better in
some cases.

6 Conclusion

In this work, we proposed Markovian stepsizes which recovers uniformly random, cyclic and constant stepsizes
as special cases. We developed proof techniques where we show that uniformly random, cyclic and Markovian
stepsizes can lead to heavier tails in the distribution of SGD iterates. Since smaller tail-indices are correlated
with better generalization in deep learning practice, our results shed further light into why random and cyclic
stepsizes can perform better than constant stepsize in deep learning. We also showed that our proposed
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Schedule ÷̂ Train Err Test Err Error di� Train Acc Test Acc Acc di� Tail-index
Constant

0.06

3.81E-07 0.0055 5.54E-03 100% 98.39% 1.61% 1.95
Uniform 1.70E-07 0.0067 6.69E-03 100% 98.38% 1.62% 1.93
Cyclic 3.27E-07 0.0065 6.50E-03 100% 98.33% 1.67% 1.98

Markovian p=0.6 2.97E-07 0.0062 6.16E-03 100% 98.36% 1.64% 1.90
Markovian p=0.5 2.79E-07 0.0068 6.84E-03 100% 98.34% 1.66% 1.90

Constant

0.08

0.00194 0.0332 3.13E-02 99.55% 97.64% 1.91% 1.95
Uniform 0.00221 0.0346 3.24E-02 99.59% 97.63% 1.96% 1.94
Cyclic 0.01490 0.0346 1.97E-02 94.99% 93.17% 1.82% 1.78

Markovian p=0.6 0.00055 0.0198 1.93E-02 99.76% 97.80% 1.96% 1.89
Markovian p=0.5 2.10E-07 0.0071 7.14E-03 100% 98.35% 1.65% 1.69

Constant

0.09

0.00154 0.0366 3.50E-02 99.61% 97.71% 1.90% 1.85
Uniform 0.00208 0.0283 2.62E-02 99.49% 97.48% 2.01% 1.77
Cyclic 0.00294 0.0316 2.87E-02 99.18% 97.22% 1.96% 1.62

Markovian p=0.6 0.00433 0.0266 2.22E-02 99.04% 97.05% 1.99% 1.69
Markovian p=0.5 0.00168 0.0217 2.00E-02 99.38% 97.52% 1.86% 1.51

Table 1: 3-layer fully connected network on the MNIST dataset. We vary the mean of the stepsize ÷̂ and
compare the stepsize schedules, where in the third to nineth columns we report the training error, test error,
di�erence between the test and training errors, training accuracy, test accuracy, di�erence between the test
and training accuracy and the tail-index respectively.

Schedule ÷̂ Train Err Test Err Error di� Train Acc Test Acc Acc di� Tail-index
Constant

0.10

3.49E-08 0.012 1.18E-02 1 85.15% 14.85% 1.83
Uniform 3.38E-08 0.011 1.15E-02 1 85.19% 14.81% 1.80

Cyclic 3.81E-08 0.011 1.14E-02 1 84.69% 15.31% 1.82
Markovian p=0.7 2.81E-08 0.012 1.18E-02 1 85.05% 14.95% 1.83

Constant

0.11

5.59E-08 0.011 1.14E-02 1 85.21% 14.79% 1.84
Uniform 3.39E-08 0.012 1.20E-02 1 84.77% 15.23% 1.79

Cyclic 2.74E-08 0.012 1.17E-02 1 84.91% 15.09% 1.82
Markovian p=0.7 3.24E-08 0.012 1.16E-02 1 85.13% 14.87% 1.79

Constant

0.12

3.99E-08 0.012 1.18E-02 1 85.33% 14.67% 1.80
Uniform 6.85E-08 0.012 1.21E-02 1 85.41% 14.59% 1.76

Cyclic 4.25E-08 0.012 1.16E-02 1 85.15% 14.85% 1.80
Markovian p=0.7 3.02E-08 0.013 1.29E-02 1 84.57% 15.43% 1.81

Table 2: VGG11 network on the CIFAR10 dataset. We vary the mean of the stepsize ÷̂ and compare the
stepsize schedules, where in the third to nineth columns we report the training error, test error, di�erence
between the test and training errors, training accuracy, test accuracy, di�erence between the test and training
accuracy and the tail-index respectively.
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Markovian stepsizes can be a viable alternative to other standard choices in the literature, leading to the
best performance in some cases.
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