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Abstract: Eighth grade students received automated feedback from PyrEval - an NLP tool - 
about their science essays. We examined essay quality change when revised. Regardless of prior 
physics knowledge, essay quality improved. Grounded in literature on AI explainability and 
trust in automated feedback, we also examined which PyrEval explanation predicted essay 
quality change. Essay quality improvement was predicted by high- and medium-accuracy 
feedback.  

Introduction 
Teaching students to engage in scientific practices such as writing is core to the Next Generation Science 
Standards, but is by no means easy (Osborne, 2014). To do so requires both adequate support, and actionable 
feedback. Automated feedback can provide customized feedback on students’ scientific explanations (e.g., Gerard 
& Linn, 2022). However, little is known about the role of prior science knowledge in using automated feedback. 
While personalized feedback specially designed for students with low prior knowledge was used in the context of 
using automated feedback (Tansomboon et al., 2017), methods of designing automated feedback in discrete and 
effective manners for students who begin with low science knowledge are needed. Still, students do not always 
use automated feedback to inform revisions of their work, especially when they do not trust automated feedback 
(Conijn et al., 2023; Ranalli, 2021). Lower-performing students often ignore feedback, potentially due to low 
expectancies for improvement (Tansomboon et al., 2017). To enhance trust in automated feedback, transparency 
about automated feedback’s approach and accuracy is recommended (Ranalli, 2021; Tansomboon et al., 2017).  

The conceptual framework of this study was informed by literature on automated assessment of scientific 
explanations (e.g., Gerard & Linn, 2022), and explainability of AI and user trust (e.g., Conijn et al., 2023; Ranalli, 
2021). Research questions were: Does essay quality change when revised? Does essay quality change vary 
according to prior physics knowledge? How does PyrEval accuracy explanation predict essay quality change?  

Method 
Seven 8th grade science teachers from two US school districts and their students participated in a design-based 
physics unit for 14 to 15 instructional periods (45-min. each). Students wrote essays about relationships between 
height, mass, and energy, energy transformation, and the law of conservation of energy while designing a roller 
coaster, and revised their essays using automated feedback generated by PyrEval (Singh et al., 2022). PyrEval 
assessed the extent to which students addressed six content units (CUs). PyrEval assigned a score of 1 if present 
or 0 if absent for each CU. The scores were used to list either a check mark (ü) or a question mark (?) in a 
feedback table (Figure 1). We used a training set of essays to test PyrEval’s accuracy, resulting in a set of labels 
regarding PyrEval’s accuracy (high, medium, low) for each CU, which were listed in the feedback table.  

We analyzed 337 students’ essay quality scores calculated by summing up PyrEval-generated scores for 
each CU. Prior physics knowledge scores were grouped into low (29%, M = 3.11, SD = 0.96), moderate (45%, M 
= 5.50, SD = 0.72), and high levels (26%, M = 7.76, SD = 0.87) based on pretest scores (possible scores ranged 
from 0 to 11). The pretest scores were normally distributed (Shapiro-Wilk’s p = 0.058).  

Results and discussion 
Repeated measures ANOVA indicated that there was a significant increase in essay quality between version 1 (M 
= 4.35, SD = 1.42) and version 2 (M = 5.10, SD = 1.18), F(1, 334) = 169.323, p < 0.001, Cohen’s d = 0.71. There 
was also a significant difference in essay quality among the low (M = 4.46, SD = 2.26), moderate (M = 4.73, SD 
= 1.78), and high (M = 4.98, SD = 2.24) prior physics knowledge groups, F(2, 334) = 4.614, p = 0.011, ηp2 = 
0.027. The high prior knowledge group demonstrated significantly higher essay quality than the low prior 
knowledge group, p < 0.01. However, there was no significant interaction between time and prior knowledge 
level, p = 0.169. Regardless of prior physics knowledge, essay quality improved when revised (Figure 2).  
 



 
Figure 1 
Sample Essay (left) and Automated Feedback Table (right) 

 
Figure 2 
Essay Quality Change per Prior  

 

Physics Knowledge Group 

 

 
To examine which explanation about PyrEval predicts essay quality change, we grouped explanations 

into high, medium, and low accuracy explanations (Figure 1), and ran a GLMM with the model: essay quality 
change ~ time + prior physics knowledge + CU score change with high accuracy explanation + CU score change 
with medium accuracy explanation + CU score change with low accuracy explanation + (student). The results 
showed that score changes in the CUs within high- and medium-accuracy explanations were significant predictors 
of essay quality change, Ps < 0.001, but not in the CU with low-accuracy explanation, p = 0.136.  

While further research is warranted, these findings suggest that automated feedback was effective for all 
three prior knowledge groups. Simple visualization and applying asset-based approaches may have facilitated 
engagement of students with low prior knowledge in revision. For example, when students saw a question mark, 
it did not mean the absence of the CU to them; rather, it meant that they needed to analyze their own essay to see 
if the CU was indeed missed or PyrEval was inaccurate. This approach may have steered students away from 
seeing deficit in their ability and motivated them to revisit their writing. Still, students would likely discard 
feedback that they do not trust (Conijn et al., 2023; Ranalli, 2021). Considering recent studies in which simple 
visualization increased user understanding and trust in AI (e.g., Branley-Bell et al., 2020; Leichtmann et al., 2023), 
explanations about PyrEval’s accuracy through simple visualization may have helped with students’ feedback 
understanding and trust. In essence, actionable information was provided to students that they could use to 
calibrate their trust appropriately and inform their use or nonuse of the feedback (Ranalli, 2021).  
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