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ABSTRACT
This paper addresses novel applications to practicalmodelling
of the newly developed theory of necessary optimality con-
ditions in controlled sweeping/Moreau processes with free
time and pointwise control and state constraints. Problems
of this type appear, in particular, in dynamical models deal-
ing with unmanned surface vehicles (USVs) and nanoparticles.
We formulate optimal control problems for a general class of
such dynamical systems and show that the developed neces-
sary optimality conditions for constrained free-time controlled
sweeping processes lead us to designing efficient procedures
to solve practical models of this class. Moreover, the paper
contains numerical calculations of optimal solutions tomarine
USVs and nanoparticle models in specific situations. Overall,
this study contributes to the advancement of optimal control
theory for constrained sweeping processes and its practical
applications in the fields of marine USVs and nanoparticle
modelling.
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1. Introduction

Sweeping process models, initially termed ‘processus de rafle’, were pioneered by
Jean-Jacques Moreau in the 1970s as a means to elucidate the dynamics inherent
in elastoplasticity and related mechanical domains; see, e.g. [1]. Such models,
described in the form of the dissipative differential inclusions of the type{

ẋ(t) ∈ −N (x(t);C(t)) a.e. t ∈ [0,T],
x(0) = x0 ∈ C(0) ⊂ R

n, (1)

via the normal cone to the convex moving sets C(t), have been expounded
upon in many publications by Moreau and other researchers. We list here just
a few of them [2–15], where the reader can find further references to theoretical
developments and various applications to aerospace, process control, robotics,
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2 B. S. MORDUKHOVICH ET AL.

bioengineering, chemistry, biology, economics, finance, management science,
and engineering.

Lionel Thibault, a colleague of Moreau, has made fundamental contributions
to the theory of sweeping processes in finite and infinite dimensions; see, e.g. [2,
13, 16, 17] and the references therein.

Since the Cauchy problem for sweeping processes of type (1) admits a unique
solution under natural assumptions, there is no room for optimization in the
framework of (1). More recently, some optimization problems have been formu-
lated and investigated for various controlled sweeping processes, where control
actions enter moving sets, adjacent differential equations, and/or perturbations
of the sweeping dynamics. We refer the reader to the stream of rather recent
publications [18–32] and the bibliographies therein, where necessary optimality
conditions have been established and applied to models of friction and plasticity,
robotics, traffic equilibria, ferromagnetism, hysteresis, and other fields of applied
sciences.

It should be mentioned that deriving necessary optimality conditions for con-
trolled sweeping problems ismuchmore challenging in comparisonwith optimal
control of ODEs and Lipschitzian differential inclusions of the type ẋ ∈ F(x); see,
e.g. [33–35]. The main difficulties come from the intrinsic discontinuity of the
sweeping dynamics described by the normal cone mappings and the intrinsic
presence of pointwise state as well as irregular mixed constraints on control and
state functions.

This paper is devoted to applications of the novel theory of necessary optimal-
ity conditions developed in [36] for a new class of controlled sweeping processes
with free time and hard control-state constraints. For the first time in the litera-
ture, we address here practical optimal control models, which naturally arise in
the dynamical modelling of marine unmanned surface vehicles and nanoparti-
cles. In fact, the theoretical developments in [36] have been largely motivated by
the applications presented in this paper.

In Section 2, we formulate and discuss the free-time sweeping optimal control
problem of our study with overviewing some major results on discrete approx-
imations and necessary optimality conditions distilled from [36]. Employing
these developments, we consider in Section 3 a broad class of planar dynami-
cal models, which can be delineated via the free-time sweeping optimal control
problem investigated in Section 2. Sections 4 and 5 formulate and study in
detail optimal control problems for marine USVs and nanoparticles, respec-
tively, with calculating optimal solutions to these models by using the obtained
necessary optimality conditions for controlled sweeping constrained systems.
The concluding Section 6 summarizes the underlying features of the devel-
oped models and obtained results with discussing some directions of the future
research.
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OPTIMIZATION 3

2. Sweeping optimal control with free time

First we formulate a general free-time optimal control problem for the sweep-
ing dynamics and highlight (with additional discussions and comments) some
pivotal findings from [36] that are essential for the subsequent applications
to practical modelling. By (P), we label the sweeping optimal control problem
described as follows:

minimize J[x, u,T] := ϕ(x(T),T)

over measurable controls u(·) and absolutely continuous sweeping trajectories
x(·) defined on the variable time interval [0,T] and satisfying the dynamic,
control, and endpoint constraints⎧⎪⎪⎨⎪⎪⎩

ẋ(t) ∈ −N (x(t);C(t)) + g (x(t), u(t)) a.e. t ∈ [0,T], x(0)
= x0 ∈ C(0) ⊂ R

n,
u(t) ∈ U ⊂ R

d a.e. t ∈ [0,T],
(x(T),T) ∈ �x × �T ⊂ R

n × [0,∈ fty),

(2)

where �x and�T are subsets ofRn and [0,∈ fty), respectively, and where C(t) is
a convex polyhedron given by⎧⎪⎪⎨⎪⎪⎩

C(t) :=
s⋂

j=1
Cj(t) with Cj(t) :=

{
x ∈ R

n | 〈xj∗(t), x〉 ≤ cj(t)
}
,

‖xj∗(t)‖ = 1, j = 1, . . . , s, t ∈ [0,∈ fty).

(3)

Recall that the normal cone to the convex set in (2) is defined by

N(x;C) := {
v ∈ R

n | 〈v, y − x〉 ≤ 0, y ∈ C
}

if x ∈ C and

N(x;C) := ∅ if x /∈ C.

The latter tells us that problem (P) automatically contains the pointwise state
constraints

x(t) ∈ C(t), i.e. 〈xj∗(t), x(t)〉 ≤ cj(t) for all t ∈ [0,T] (with different T)

and j = 1, . . . , s.

In fact, the sweeping dynamics intrinsically induce irregular mixed constraints on
controls and trajectories that are the most challenging and largely underinvesti-
gated even in classical control theory for smooth ODEs.

All the triples (x(·), u(·),T) ∈ W1,2([0,T];Rn) × L2([0,T];Rd) × R+ satisfy-
ing (2) are called feasible solutions to (P). We identify the trajectory x : [0,T] →
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4 B. S. MORDUKHOVICH ET AL.

R
n with its extension to the interval (0,∈ fty) given by

xe(t) := x(T) for all t > T,

and for x(·) ∈ W1,2([0,T],Rn) define the norm

‖x‖W1,2 := ‖x(0)‖ + ‖ẋe‖L2 .
Let us now specify what we mean by a W1,2 × L2 × R+-local minimizer for (P)
and its relaxation; cf. [26] when the duration of the process is fixed.

Definition 2.1: A feasible solution (x̄(·), ū(·),T) to problem (P) qualifies as a
W1,2 × L2 × R+-local minimizer for this problem if there exists ε > 0 such that
J[x̄, ū,T] ≤ J[x, u,T] holds for all feasible solutions (x(·), u(·),T) to (P) satisfying
the localization condition

∈ tT0
(∥∥ẋe(t) − ˙̄xe(t)

∥∥2 + ‖u(t) − ū(t)‖2
)
dt + (T − T)2 < ε.

The relaxed version (R) of problem (P) is constructed as follows:

minimize Ĵ[x, u,T] := ϕ(x(T),T)

over absolutely continuous trajectories of the convexified differential inclusion

ẋ(t) ∈ −N (x(t);C(t)) + co g (x(t),U)

a.e. t ∈ [0,T], x(0) = x0 ∈ C(t) ⊂ R
n, (4)

where ‘co’ represents the convex hull of the set.

Definition 2.2: Let (x̄(·), ū(·),T) be a feasible solutions for problem (P). We say
that it is a relaxed W1,2 × L2 × R+-local minimizer for (P) if the following
condition holds: there exists ε > 0 such that

ϕ
(
x̄(·),T) ≤ ϕ (x(·),T) whenever

∈ tT0
(∥∥ẋe(t) − ˙̄xe(t)

∥∥2 + ‖u(t) − ū(t)‖2
)
dt + (T − T)2 < ε,

where u(t) ∈ coU a.e. on [0,T] with u(·) representing a measurable control, and
x(·) denotes a relaxed trajectory of the convexified inclusion (4), which can be
uniformly approximated in W1,2([0,T];Rn), by feasible trajectories to (P) gen-
erated by piecewise constant controls uk(·) on [0,T], the convex combinations of
which converge strongly to u(·) in the norm topology L2([0,T];Rd).

It follows from the construction of the relaxed problem (R) that the local min-
imizers in Definitions 2.1 and 2.2 agree under the convexity assumptions on the
data of (P). Due to the nonatomicity of the Lebesgue measure, such a relaxation
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OPTIMIZATION 5

stability phenomenon also holds in broad nonconvex settings; see [26, 36] for
more details.

Now we formulate the standing assumptions on the given data of the sweep-
ing control system in (2) and (3), which are all satisfied in the practical models
studied in the subsequent sections.

(H1) The control set U �= ∅ is closed and bounded in R
d.

(H2) The generating functions xj∗(·) and cj(·) of the moving polyhedron in (3)
are Lipschitz continuous with a common Lipschitz constant L.

(H3) The uniform Slater condition is fulfilled:

for every t ∈ [0,T] there exists x ∈ R
n such that 〈xj∗(t), x〉

< cj(t) whenever i = 1, . . . , s. (5)

(H4) The perturbation mapping g : Rn × U → R
n exhibits Lipschitz continuity

with respect to x uniformly on U whenever x belongs to a bounded subset
of Rn, and the sublinear growth condition holds: there is β ≥ 0 with

‖g(x, u)‖ ≤ β (1 + ‖x‖) for all u ∈ U.

(H5) The endpoint-final time constraint set �x × �T is closed.

Note that the uniform Slater condition (5), introduced recently in [29] always
holds under the fulfilment of the linear independence constraint qualification
(LICQ) ⎡⎣ ∑

j∈I(t,x)
λjx

j
∗(t) = 0, λj ∈ R

⎤⎦ =⇒ [
λj = 0 for all j ∈ I(t, x)

]
, (6)

where the moving active index set at (t, x) is defined by

I(t, x) :=
{
j ∈ {1, . . . , s} | 〈xj∗(t), x〉 = cj(t)

}
.

On the other hand, (5) yields the positive linear independence constraint qual-
ification (PLICQ) corresponding to (6) with λj ∈ R replaced by λj ∈ R+ for
j ∈ I(t, x). It follows from [29, Theorem 2] that the assumptions imposed above
ensure that any feasible control u(·) to (P) generates the unique Lipschitz contin-
uous trajectory x(·) of the sweeping process in (2).

Our approach to the study and solving dynamic optimization problems is
based on themethod of discrete approximations developed by the first author [34,
37] for Lipschitzian differential inclusions. Since the sweeping dynamics is highly
non-Lipschitzian, applications of this method to controlled sweeping processes
require significantmodifications, which have been done in [21, 24, 26, 36, 38–41]
for various classes of sweeping control problems. To proceed in the setting of (2)
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6 B. S. MORDUKHOVICH ET AL.

and (3) of (P), for each natural number k ∈ IN := {1, 2, . . .} consider the time Tk
approximating T and form the uniform grid on [0,T] by

tk0 = 0, tki+1 = tki + hk as i = 0, 1, . . . , k − 1, tkk := Tk, hk := k−1Tk. (7)

The following result, distilled from [36, Theorem 2.3], verifies a strong approxi-
mation of any feasible solution to the continuous-time sweeping control problem
(P) by a sequence of feasible solutions to perturbed discrete-time sweeping pro-
cesses. Beside being useful in deriving necessary optimality conditions for (P),
this result justifies the possibility to replace the infinite-dimensional sweeping
dynamics by its finite-dimensional counterparts in numerical calculations, which
is important for practical modelling.

Theorem 2.3: Let (x̄(·), ū(·),T) ∈ W1,2([0,T];Rn) × L2([0,T];Rd) be an arbi-
trary feasible solution to problem (P) under the imposed standing assumptions.
Then we have the assertions:

(i) There exists a sequence of piecewise constant functions {uk(·) | k ∈ IN} such
that uk(·) → ū(·) strongly in the L2-norm topology on [0,T] as k →∈ fty.

(ii) There exists a sequence of piecewise linear functions {xk(·) | k ∈ IN}, which
converges strongly to x̄(·) in the W1,2-norm topology on [0,T] with xk(0) =
x̄(0) for all k ∈ IN and such that

ẋk(t) ∈ −N(xk(tki );C
k
i ) + g(xk(tki ), u

k(tki )) + τ ki IB, t ∈ [tki , t
k
i+1),

for i = 0, . . . , k − 1, where τ ki ≥ 0, hk
∑k−1

i=1 τ ki → 0 as k →∈ fty, IB stands
for the closed unit ball, and the perturbed polyhedra Ck

i are defined by

Ck
i :=

s⋂
j=1

Ck
ij with Ck

ij :=
{
x ∈ R

n | 〈x, xj∗(tki )〉 ≤ cijk
}

with some vectors xj∗(tki ) and numbers cijk . Furthermore, all the approximating
arcs xk(·) are Lipschitz continuous on [0,T] with the same Lipschitz constant
as x̄(·).

(iii) The piecewise linear extensions of xj∗k(t
k
j ) and cijk on the continuous time

interval [0,T] converge uniformly on [0,T] as k →∈ fty to cj(t) and xj∗(t),
respectively.

Having in hand the strong approximation results of Theorem 2.3 applied to
the designated relaxed W1,2 × L2 × R+-local minimizer (x̄(·), ū(·),T) of (P),
we construct the sequence of discrete approximation problems (Pk) with a vary-
ing grid whose optimal solutions exists (assuming that the cost function ϕ

Deleted Text
Deleted Text
modeling

THI DAI TRANG NGUYEN

THI DAI TRANG NGUYEN

THI DAI TRANG NGUYEN



259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301

OPTIMIZATION 7

is lower semicontinuous) and strongly converge in W1,2 × L2 × R+-norm to
{x̄(·), ū(·),T}. For each k ∈ IN, define problem (Pk) as follows:

minimize Jk[xk, uk,Tk] := ϕ(xkk,Tk) + (Tk − T)2

+
k−1∑
i=0

∈ t
tki+1
tki

⎛⎝∥∥∥∥∥xki+1 − xki
hk

− ˙̄x(t)
∥∥∥∥∥
2

+
∥∥∥uki − ū(t)

∥∥∥2
⎞⎠ dt

over (xk, uk,Tk) := (xk0, x
k
1, . . . , x

k
k−1, x

k
k, u

k
0, u

k
1, . . . , u

k
k−1,Tk) satisfying the con-

straints

xki+1 − xki ∈ −hkFki (t
k
i , x

k
i , u

k
i ) for i = 0, . . . , k − 1,

xk0 := x0 ∈ C(0),

(xkk,Tk) ∈ �k
x × �k

T := (�x + δkIB) × (�T + δk),

k−1∑
i=0

∈ t
tki+1
tki

⎛⎝∥∥∥∥∥xki+1 − xki
hk

− ˙̄x(t)
∥∥∥∥∥
2

+
∥∥∥uki − ū(t)

∥∥∥2
⎞⎠ dt ≤ ε,

∥∥∥∥∥xki+1 − xki
hk

∥∥∥∥∥ ≤ L + 1 for all i = 0, . . . , k − 1,

uki ∈ U for i = 0, . . . , k − 1,

‖((xki , uki ) − (x̄(tki ), ū(t
k
i ))‖ ≤ ε for i = 0, . . . , k − 1,

|Tk − T| ≤ ε

〈xj∗(t), xkk〉 ≤ cj(t) for all j = 1, . . . , s, (8)

where the discrete velocity mappings Fki are given by

Fki (t
k
i , x

k
i , u

k
i ) := N(xki ;C

k
i ) − g(xki , u

k
i ) − τ ki IB,

where δk := ‖x̄(T) − x̂k(T)‖with the sequence {xk(T)} constructed in Theorem
2.3 for x̄(·), where ε > 0 is taken from Definition 2.2 for x̄(·), and where L is the
Lipschitz constant of x̄(·) on [0,T].

Employing Theorem 2.3 and using the construction of problems (Pk) allow
us to verify the strong W1,2 × L2 × R+ convergence of the extended (as in
Theorem 2.3) optimal solutions to the designated local minimizer (x̄(·, ū(·),T)

of (P). This means that optimal solutions to the discrete approximation prob-
lems (Pk) can be viewed as suboptimal solutions to the original sweeping control
problem (P).

To derive further precise necessary optimality conditions for the given local
minimizer in (P), we develop the following two-step procedure:

Step A: Obtain necessary conditions for optimal solutions to (Pk)
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8 B. S. MORDUKHOVICH ET AL.

Step B: By passing to the limit in the necessary optimality conditions for (Pk)
as k →∈ fty, establish necessary optimality conditions for the designated
local minimizers (x̄(·), ū(·),T) in (P).

The goal of Step A is accomplished by reducing each problem (Pk) to a
mathematical program with geometric and functional constraints and deriving
necessary optimality conditions in the latter setting by employing appropriate
tools of generalized differentiation in variational analysis. Major requirements to
such tools to be useful for furnishing the limiting procedure in Step B include
robustness with respect to small perturbations, comprehensive calculus rules of
generalized differentiation, and the ability to deal with geometric constraints of
the graphical type (8), which are crucial to reflect the sweeping dynamics. Note
to this end that Clarke’s constructions of generalized differentiation [33] are not
suitable for these purposes, since his normal cone is too large for graphical sets
associated with functions andmappings even in very simple situations as, e.g. for
the graph of f (x) := |x|, where Clarke’s normal cone at (0, 0) is the entire plane
R
2. On the other hand, the limiting generalized differential constructions, intro-

duced by the first author and then developed in numerous publications (see, e.g.
the books [17, 42–44] and the references therein), provide the desired variational
machinery for passing to the limit in Step B and deriving in this way an adequate
collection of necessary optimality conditions in the sweeping control prob-
lem (P) that are satisfactory for applications to the practical models considered
below.

The underlying feature of the sweeping dynamics and its discrete approxi-
mations is their descriptions via the normal cone mapping, which accumulates
first-order information about the process. Thus the adjoint systems in both
discrete-time and continuous-time problems unavoidably require a dual-type
generalized derivative (coderivative) of normal cone mappings that are formal-
ized by the first author as the second-order subdifferential (or generalizedHessian).
The explicit calculations of this second-order construction for set-valued map-
pings, which appear in the sweeping dynamics (2) and (8), play a crucial in
the realization of the method of discrete approximations for optimal control of
sweeping processes. The reader can find such calculations and related results
in the aforementioned papers on sweeping optimal control with the references
therein. A comprehensive theory of second-order subdifferentials with a wide
spectrum of applications is presented in [45].

To formulate the major necessary optimality conditions for problem (P)
proved in [36, Theorem 5.2] by using the method of discrete approximations,
we need the following notion. Observe to this end that Motzkin’s theorem of
the alternative gives us the representation of the normal cone N (x(t);C(t)) as{∑

j∈I(t,x) ηj(t)xj∗(t) | ηj(t) ≥ 0
}
.
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OPTIMIZATION 9

Definition 2.4: Let x(·) be a solution to the controlled sweeping process (2), i.e.

−ẋ(t) =
s∑

j=1
ηj(t)xj∗(t) − g (x(t), u(t)) for all t ∈ [0,T),

where ηj ∈ L2([0,T];R+) and ηj(t) = 0 for a.e. t such that j �∈ I(t, x(t)). We say
that the normal cone to C(t) is active along x(·) on the set E ⊂ [0,T] if for a.e.
t ∈ E and all j ∈ I(t, x(t)) it holds that ηj(t) > 0.Denoting byE0 the largest subset
of [0,T] where the normal cone to C(t) is active along x(·) (i.e. the union of the
density points of E such that the normal cone to C(t) is active with respect to
this set), we simply say that the normal cone is active along x(·) provided that
E0 = [0,T].

Note that the requirement that the normal cone is active along a trajectory
of (2) distinguishes (2) from trajectories of the classical controlled ODE ẋ =
g(x, u) which satisfy the tangency condition 〈g(x(t), u(t)), xj∗(t)〉 ≤ 0 for a.e. t
such that j ∈ I(t, x(t)) and thus x(t) ∈ C(t) for all t ∈ E. Observe also that the
above requirement holds automatically when the set I(t, x(t)) is empty, i.e. when
x(t) stays in the interior of C(t).

Theorem 2.5 ([36]): Let (x̄(t), ū(t),T), 0 ≤ t ≤ T, be a relaxed W1,2 × L2 ×
R+–local minimizer to problem (P). In addition to the standing assumptions, sup-
pose that LICQ holds along x̄(t), t ∈ [0,T], and that ϕ is locally Lipschitzian
around (x̄(T),T). Then there exist a multiplier μ ≥ 0, a nonnegative vector
measure γ> = (γ 1

>, . . . , γ s
>) ∈ C∗([0,T];Rs), and a signed vector measure γ0 =

(γ 1
0 , . . . , γ

s
0) ∈ C∗([0,T];Rs) together with adjoint arcs p(·) ∈ W1,2([0,T];Rn)

and q(·) ∈ BV([0,T];Rn) such that the following conditions are fulfilled:

• The sweeping trajectory representation

−˙̄x(t) =
s∑

j=1
ηj(t)xj∗(t) − g (x̄(t), ū(t)) for a.e. t ∈ [0,T), (9)

where the functions ηj(·) ∈ L2([0,T]);R+) are uniquely determined for a.e. t ∈
[0,T) by representation (9).

• The adjoint arc inclusion(−ṗ(t),ψ(t)
) ∈ co ∂〈q(t), g〉 (x̄(t), ū(t)) for a.e. t ∈ [0,T],

where the limiting subdifferential is taken with respect to (x, u), where ψ(·) ∈
L2([0,T];Rd) satisfies the

ψ(t) ∈ coN(ū(t);U) for a.e. t ∈ [0,T],
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10 B. S. MORDUKHOVICH ET AL.

where the right continuous representative of q(·) is given by

q(t) = p(t)− ∈ t(t,T]
s∑

j=1
dγ j(τ )xj∗(τ )

for a.e. t ∈ [0,T] except at most a countable subset, and where γ := γ> + γ0.
Moreover, p(T) = q(T).

• The tangential maximization condition: if the limiting normal cone is generated
as

N(ū(t);U) = T∗(ū(t);U) := {
v ∈ R

n | 〈v, u〉 ≤ 0 for all u ∈ T (ū(t);U)
}

by some tangent set T(ū(t);U) associated with U at ū(t), then we have

〈ψ(t), ū(t)〉 = max
u∈T(ū(t);U)

〈ψ(t), u〉 for a.e. t ∈ [0,T].

In particular, the global maximization condition

〈ψ(t), ū(t)〉 = max
u∈U 〈ψ(t), u〉 for a.e. t ∈ [0,T]

is satisfied provided that the control set U is convex.
• The dynamic complementary slackness conditions〈

xj∗(t), x̄(t)
〉
< cj(t) =⇒ ηj(t) = 0 and ηj(t) > 0 =⇒

〈
xj∗(t), q(t)

〉
= 0

for a.e. t ∈ [0,T] and all indices j = 1, . . . , s.
• The transversality conditions at the optimal final time: there exist numbers

ηj(T) ≥ 0 whenever j ∈ I(T, x̄(T)) ensuring the relationships⎛⎝−p(T) −
∑

j∈I(T,x̄(T))

ηj(T)xj∗(T), H̄

⎞⎠
∈ μ∂ϕ(x̄(T),T) + N((x̄(T),T);�x × �T),

ηj(T) > 0 =⇒ j ∈ I
(
T, x̄(T)

)
, (10)

where H̄ := T−1 ∈ tT0 〈p(t), ˙̄x(t)〉 dt is a characteristic of the optimal time.
• The endpoint complementary slackness conditions〈

xj∗(T), x̄(T)
〉
< cj(T) =⇒ ηj(T) = 0 for all j ∈ I

(
T, x̄(T)

)
with the nonnegative numbers ηj(T) taken from (10).

• The nonatomicity condition: If t ∈ [0,T) and 〈xj∗(t), x̄(t)〉 < cj for all j =
1, . . . , s, then there exists a neighbourhood Vt of t in [0,T) such that γ

j
0(V) =

Deleted Text
Deleted Text
neighborhood 
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γ
j
>(V) = 0 for all Borel subsets V of Vt. In particular, supp(γ j

>) and supp(γ j
0)

are contained in the set {t | j ∈ I(t, x̄(t))}.
• The general nontriviality condition

(μ, p, ‖γ0‖TV , ‖γ>‖TV) �= 0,

accompanied by the support condition

supp(γ>) ∩ int(E0) = ∅,
which holds provided the normal cone is active on a set with nonempty interior.

• The enhanced nontriviality: we have μ = 1 for the cost function multiplier
in (10) provided that 〈xj∗(t), x̄(t)〉 < cj(t) for all t ∈ [0,T] and all indices j =
1, . . . , s.

In the subsequent sections, we develop applications of the obtained results to
practicalmodels formulated in the form of the sweeping optimal control problem
(P).

3. Modeling

In this section, we delineate a class of rather general dynamical optimization
models on the plane whose dynamics are described by sweeping processes. These
models deal with n ≥ 2 objects that have arbitrary shapes identified as virtual
safety disks of different radius Ri, i = 1, . . . , n, on the plane. Each object aims at
reaching the target by the shortest path with theminimum time T while avoiding
the other n−1 static and/or dynamic obstacles.We define the configuration space
of objects at some time t ∈ [0,T] by the vector x(t) = (x1(t), . . . , xn(t)) ∈ R

2n

with the variable ending time T, where xi(t) = (‖xi(t)‖ cos θxi , ‖xi(t)‖ sin θxi ) ∈
R
2 denotes the Cartesian position of the i-th object, and where θxi stands for the

corresponding constant direction which is the smallest positive angle in stan-
dard position formed by the positive x-axis and vectors xi with 0 ∈ R

2 as the
target. The configuration is admissible when themotion of different objects is safe
by imposing the noncollision/nonoverlapping condition. This can be formulated
mathematically as

A := {
x = (

x1, . . . , xn
) ∈ R

2n | Dij(x) ≥ 0 for all i, j ∈ {1, . . . , n}} ,
where Dij(x) := ‖xi − xj‖ − (Ri + Rj) is the distance between the disks i and j.

Describing the motion of objects without collisions can be outlined as follows:
starting from an admissible configuration at time tk ∈ [0,T] (with different T),
consider xk := x(tk) ∈ A. Then the next configuration after the period of time
h>0 is xk+1 = x(tk + h). To ensure a nonoverlappingmotion of all objects at the
next time tk + h for a small value of h>0, the next configuration should also be
admissible, i.e. x(tk + h) ∈ A. This implies that the constraintDij(x(tk + h)) ≥ 0
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12 B. S. MORDUKHOVICH ET AL.

should be satisfied. To verify the latter, by using the first-order Taylor expansion
at xk �= 0 we deduce the constraint on the velocity vector as

Dij (x(tk + h)) = Dij (x(tk)) + h∇Dij (x(tk)) ẋ(tk) + o(h), for small h > 0.
(11)

where ∇Dij is the gradient of the distance function. This constraint will be used
to construct the next configuration or the next reference position of objects in
order to avoid static and/or dynamic obstacles. In this regard, set the vectorV(x)
to be the desired velocity of all objects. The admissible velocities providing no
collision during the navigation of objects are defined as

Ch(x) :=
{
V(x) ∈ R

2n | Dij(x) + h∇Dij(x)V(x) ≥ 0 for all

i, j ∈ {1, . . . , n}, i < j
}
, x ∈ R

2n.

Taking now the admissible velocity ẋ(tk) ∈ Ch(xk) gives us

Dij(xk) + h
〈∇Dij(xk), ẋ(tk)

〉 ≥ 0.

Skipping the term o(h) for small h, it follows from (11) that Dij(x(tk + h)) ≥ 0,
i.e. x(tk + h) ∈ A. Since all the objects intend to reach the target by the short-
est path, by taking into account that in the absence of obstacles the objects tend
to keep their spontaneous velocities till reaching the target and that ‖xi(t) −
xj(t)‖ = Ri + Rj if the designated object touches the obstacles, we conclude that
the object’s velocity should be adjusted in order to keep the distance to be at least
Ri + Rj by using some control actions in the velocity term. The desired controlled
velocities can be now represented as

g (x(t), u(t)) = (
s1‖u1(t)‖ cos θu1 (t), s1‖u1(t)‖ sin θu1 (t), . . . , sn‖un(t)‖
cos θun (t), sn‖un(t)‖ sin θun (t)

)
,

where θui stands for the corresponding constant direction, which is the smallest
positive angle in standard position formed by the positive x-axis and vectorsui(t),
and where si ≤ 0 denotes the speed of the object i, with practically motivated
control constraints represented by

u(t) = (
u1(t), . . . , un(t)

) ∈ U for a.e. t ∈ [0,T] (12)

with the control set U ⊂ R
n to be specified below in particular settings.

Having the above discussions in mind, let us describe the model dynamics
as a sweeping process. To proceed, for any k ∈ IN consider the ending time Tk
and the grid as in (7) with xki := xk(tki ) for i = 1, . . . , k. According to the model
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description, we have the algorithm

xk0 ∈ A and xki+1 := xki + hkVk
i+1 for all i = 0, . . . , k − 1,

where Vk
i+1 is defined as the projection of g(xki , u

k
i ) onto the admissible velocity

set Chk(x
k
i ) by

Vk
i+1 := �

(
g(xki , u

k
i );Chk(x

k
i )

)
, i = 0, . . . , k − 1. (13)

Using the construction of xki for 0 ≤ i ≤ k − 1 and k ∈ IN, design next a sequence
of piecewise linear mappings xk : [0,Tk] → R

2n, k ∈ IN, which pass through
those points by

xk(t) := xki + (t − tki )V
k
i+1 for all t ∈ Iki := [tki , t

k
i+1) (14)

with i = 0, . . . , k − 1. Whenever k ∈ IN, we clearly have the relationships

xk(tki ) = xki = t → tki
Vk
i (t)

and ẋki (t) := Vk
i+1 for all t ∈ (tki , t

k
i+1). (15)

As discussed in [3], the solutions to (14) in the uncontrolled setting of (13) with
g = g(x(t)) uniformly converge on [0,Tk] to a trajectory of a certain perturbed
sweeping process. The controlledmodel under consideration here is significantly
more involved. For all x(t) ∈ R

2n, consider the set

K(x(t))

:= {
y(t) ∈ R

2n | Dij(x(t)) + ∇Dij(x(t))(y(t) − x(t)) ≥ whenever i < j
}
,

(16)

which allows us to represent the algorithm in (13), (14) as

xki+1 = �
(
xki + hkg(xki , u

k
i );K(xki )

)
for i = 0, . . . , k − 1.

Thus it can be equivalently rewritten in the form of

xk
(
ϑk(t)

)
= �

(
xk(τ k(t)) + hkg

(
xk(τ k(t)), uk(τ k(t)

)
;K(xk(τ k(t))

)
for all t ∈ [0,Tk], where the functions τ k(t) := tki and ϑk(t) := tki+1 for all t ∈ Iki .
Using the construction of the convex set K(x) in (16) and the definition of the
normal cone together with the relationships in (15), we arrive at the sweeping
process inclusions

ẋk(t) ∈ N
(
xk(ϑk(t));K(xk(τ k(t)))

)
+ g

(
xk(τ k(t)), uk(τ k(t))

)
a.e. t ∈ [0,T]

(17)
with xk(0) = x0 ∈ K(x0) = A and xk(ϑk(t)) ∈ K(xk(τ k(t))) on [0,T]. To for-
malize (17) as a controlled perturbed sweeping process of type (2), we define the

THI DAI TRANG NGUYEN
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14 B. S. MORDUKHOVICH ET AL.

convex polyhedron C(t) ⊂ R
2n by

C(t) :=
⋂ {

x(t) ∈ R
2n | 〈xj∗(t), x(t)〉 ≤ cj(t), j = 1, . . . , n − 1

}
(18)

with cj(t) := −(Robj + Robs), where Robj, Robs are the radii of the designated
object and the obstacle, respectively. Then−1 vertices of the polyhedron are given
by

xj∗ := ej1 + ej2 − e(j+1)1 − e(j+1)2 ∈ R
2n, j = 1, . . . , n − 1, (19)

where eji (j = 1, . . . , n and i = 1, 2) are the vectors in R
2n of the form

e := (e11, e12, e21, e22, . . . , en1, en2) ∈ R
2n

with 1 at only one position of eji and 0 at all the other positions. In order to obtain
the optimal solutions to the formulated problem by using Theorem 2.5 in what
follows, we choose for convenience the norm ‖(xj1, xj2)‖ := |xj1| + |xj2| for each
component xj ∈ R

2 of x ∈ R
2n.

In the next two sections, we study in detail the two practical models, which
have some common features described in the framework discussed above. The
first model addresses optimal control of marine surface vehicles whose dynam-
ics was described as a sweeping process in [7]. The second model concerns the
motion of nanoparticles, where the dynamics is based on the sweeping process
description taken from [3]. Note that both these models are essentially differ-
ent from the corridor and planar versions of the microscopical crowd motion
model described via the sweeping dynamics in [15], optimal control problems for
such models were studied in [22, 39] based on necessary optimality conditions
developed in [21, 39], respectively. In what follows, we present applications to the
aforementioned new models based on the novel necessary optimality conditions
derived in [36].

Let us emphasize here that the major differences between the new two mod-
els and the crowd motion model lie in the complexity of the dynamical systems
involved. In particular, for the nanoparticle model, it is more than just the
motions of two objects; this model is strongly influenced by other factors in
the body. Indeed, the movement of nanoparticles is determined by the forces
applied by the flow (bloodstream) and gravity. The forces influencing nanoparti-
cles encompass hemodynamic forces, buoyancy, and Van der Waals interactions
among nanoparticles, both inter-particle and with surrounding walls. There-
fore, to have the velocities of the nanoparticles, we calculated all these factors,
as detailed in Table 1 (on the last page). This integrated approach ensures a
more precise and scientific understanding of nanoparticle dynamics in biolog-
ical environments. The differences between the machine surface vehicle and
nanoparticle models, as well as between their mathematical descriptions and
optimality conditions for them are discussed below in Sections 4 and 5.
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Table 1. Data of the nanoparticles inside a straight microtube.

Nanoparticle i Data

i = 1 dw1,1 = a − |x12| − R1 = 145
dw2,1 = a + |x12| − R1 = 845

hw1
6 (x12) = 6πμR1

[
1 + 9

16

(
R1

R1+dw1,1

)
+ 0.13868

(
R1

R1+dw1,1

)1.4829
]

≈ 0.3267374

hw2
6 (x12) = 6πμR1

[
1 + 9

16

(
R1

R1+dw2,1

)
+ 0.13868

(
R1

R1+dw2,1

)1.4829
]

≈ 0.3215246

hw1
1 (x12) = 48

15πμR1
[
ln

(
1 − R1

R1+dw1,1

)
+ R1

R1+dw1,1

]
≈ −0.0000971

hw2
1 (x12) = 48

15πμR1
[
ln

(
1 − R1

R1+dw2,1

)
+ R1

R1+dw2,1

]
≈ −0.0000030

hw1
5 (x12) = hw2

5 (x12) = 6πμR1

[
− 1

1− R1
|x12 |

+ 1
8 ln

(
1 − R1

|x12|
)]

≈ −0.3256629

F1w = | AR31
dw4

1,1
− AR31

dw4
2,1

| ≈ 1.325e − 27

F12 = AR31
D412

≈ 4.139e − 28, where D12 = 197.1320344⎧⎪⎪⎪⎨⎪⎪⎪⎩
v11 = dx11

dt
= −[hw1

6 (x12) + hw2
6 (x12)]S

hw1
1 (x12) + hw2

1 (x12)
≈ 1.036e + 13

v12 = dx12

dt
=

4π
3 gR1�ρ + F12 + F1w
hw1
5 (x12) + hw2

5 (x12)
≈ 3.154e + 14

,

s1 = 3.156e + 14
i = 2 dw1,2 = a − |x22| − R2 = 290

dw2,2 = a + |x22| − R2 = 690

hw1
6 (x22) = 6πμR2

[
1 + 9

16

(
R2

R2+dw1,2

)
+ 0.13868

(
R2

R2+dw1,2

)1.4829
]

≈ 0.6534748

hw2
6 (x22) = 6πμR2

[
1 + 9

16

(
R2

R2+dw2,2

)
+ 0.13868

(
R2

R2+dw2,2

)1.4829
]

≈ 0.6461981

hw1
1 (x22) = 48

15πμR2
[
ln

(
1 − R2

R2+dw1,2

)
+ R2

R2+dw1,2

]
≈ −0.0001942

hw2
1 (x22) = 48

15πμR2
[
ln

(
1 − R2

R2+dw2,2

)
+ R2

R2+dw2,2

]
≈ −0.0000352

hw1
5 (x22) = hw2

5 (x22) = 6πμR2

[
1

1− R2
|x22 |

+ 1
8 ln

(
1 − R2

|x22|
)]

≈ −0.6787248

F2w =
∣∣∣∣ AR32
dw4

1,2
− AR32

dw4
2,2

∣∣∣∣ ≈ 6.849e − 28

F21 = AR32
D421

≈ 3.311e − 27, where D21 = 197.1320344⎧⎪⎪⎪⎨⎪⎪⎪⎩
v21 = dx21

dt
= −[hw1

6 (x22) + hw2
6 (x22)]S

hw1
1 (x22) + hw2

1 (x22)
≈ 9.064e + 12

v22 = dx22

dt
=

4π
3 gR2�ρ + F21 + F2w
hw1
5 (x22) + hw2

5 (x22)
≈ 3.027e + 14

,

s2 = 3.0284e + 14

Note furthermore that in these two new optimal control models, the neces-
sary optimality conditions from [36] not only allow us to get the shortest path but
also provideminimizing the duration of the dynamic process, which has not been
considered before in the settings of the crowdmotion and othermodels involving
the sweeping dynamics. This difference has significant practical implications for
the applications. In the context of marine vehicles, if optimization of travel time
is not addressed, each vehicle may proceed leisurely to its destination, although
along the optimal trajectory. Such an approach not only leads us to the exces-
sive fuel consumption but also fails to deliver economic efficiency, resulting in
additional negative consequences. Efficiently optimizing the time of movements

THI DAI TRANG NGUYEN
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16 B. S. MORDUKHOVICH ET AL.

is crucial for maximizing performance and minimizing costs enhancing thereby
the overall effectiveness ofmaritime operations as well as boosting advancements
in pharmaceutical and therapeutic practices.

4. Optimal control of marine surface vehicles

In this section, we explore the dynamic movements of unmanned surface vehi-
cles (USVs)with diverse shapes as they navigate throughmaritime environments.
These USVs are not only capable of reaching their destinations safely but also
adept at avoiding both stationary andmoving obstacles. Thismodelling approach
transforms the scenario into a controlled perturbed sweeping process using the
procedure established in Section 3, which treats each USV as an object within the
dynamic system alongside n−1 other obstacles on the way to reach the target.
This framework finds practical applications in a variety of real-world scenarios,
such as oceanographic research, environmental monitoring, maritime surveil-
lance, and autonomous shippingwhile showcasing the versatility and adaptability
of unmanned surface vehicles across different domains.

Note that, in the absence of obstacles, the desired velocities are given by
V(x) = g(x) ∈ R

2n. In the presence of obstacles, we take into account the algo-
rithmic developments of [7] and seek optimal velocities to escape from different
surrounding obstacles by solving the following convex constrained optimization
problem:

minimize ‖g(x, u) − V(x)‖2
subject to V(x) ∈ Ch(x), (20)

where the control u is involved into the desired velocity term to adjust the actual
velocities of the USVs and make sure that they do not overlap. The algorith-
mic design in (20) means that Vk+1 is selected as the (unique) element from the
set of admissible velocities as the closest one to the desired velocity g(x, u) in
order to avoid the overlapping. Consequently, the proposed scheme seeks new
directions V(x) of USVs close to the desired direction g(x, u) in order to by
pass the surrounding obstacles. The desired position of the next configuration
of marine vessels is then generated as xref (t + h) = (xref , yref ) = x(t) + hV(x),
and the desired via point posture position of the designated marine craft is given
by

ηref = (xref , yref ,ψref ), where ψref := tan−1
(
yref i − yi(t)
xref i − xi(t)

)
.

With the constructions in Section 3, we now formulate the sweeping optimal
control problem (P) that can be treated as a continuous-time counterpart of the
discrete algorithm of the marine surface vehicles model by taking into account

Deleted Text
Deleted Text
modeling 
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the model goals discussed above. Consider the cost functional

minimize J[x, u,T] := 1
2

‖x(T)‖2 + 1
2
T2, (21)

which reflects the model goals to minimize the distance and the time for the
USV to achieve the target from the admissible configuration set. We describe
the continuous-time dynamics by the controlled sweeping process

{
−ẋ(t) ∈ N (x(t);C(t)) + g (x(t), u(t)) ,
x(0) = x0 ∈ C(0), u(t) ∈ U,

(22)

for a.e. t ∈ [0,T], where the constant set C(t) is taken from (18), the control
constraints reduce to (12), and the dynamic nonoverlapping condition ‖xi(t) −
xj(t)‖ ≥ Ri + Rj is equivalent to the pointwise state constraints

x(t) ∈ C(t) ⇐⇒ 〈xj∗(t), x(t)〉 ≤ cj(t) for all t ∈ [0,T] and j = 1, . . . , n − 1,

which follow from the construction of C(t) and the normal cone definition.
From now on, we exclusively study the sweeping optimal control problem

defined in (21) and (22) with the marine surface vehicles model data speci-
fied below. Applying Theorem 2.5 allows us to obtain the necessary optimality
conditions for the problem that are formulated entirely in terms of the model
data.

Consider the two marine crafts (MCs), MC 1 and MC 2, as moving vehicles.
Themarine surface vehicles are represented by triangle shapes immersed in discs
Figure 1. The objective is to moveMC 1 andMC 2 to the target without colliding
with each other. However, in the presence of MC 2, after the contacting time t∗
the vehicle MC 1 pushes MC 2 to the target together with the same velocity. The
mathematical USV model is taken from the physical ship called Cyber-Ship [46]
with the mass of 23.8 kg and the length of 1.255m. The initial configuration is
x(0) = (

x1(0), x2(0)
)
, where x1(0) is the initial position of MC 1 and x2(0) is

the initial position of MC 2. The position of the target is the origin. The radii of
different discs used in this model are chosen as R1 = R2 = 3.5 m.We specify the
other model data as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

n = 2, x(0) = (x1(0), x2(0)), x∗(t) = (1, 1,−1,−1) , c(t) = −7 for all t,
g(x, u) := u, ϕ(x,T) := 1

2‖x(T)‖2 + 1
2T

2, s1 = s2 = 1,
U = {

u(t) = (u1(t), u2(t)) ∈ R
4 | ‖u1(t)‖ ≤ 100, ‖u2(t)‖ ≤ 60

}
,

θu := θu1 = θu2 = 45◦, x1(0) = (−25,−25) , x2(0) = (−15,−15) .
(23)
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Figure 1. Marine vehicle navigation before the contacting time.

The moving set C(t) in the sweeping inclusion (22) is described now by

C(t) = {
x ∈ R

4 | 〈x∗(t), x〉 ≤ c(t)
}

= {
x ∈ R

4 | x11 + x12 − x21 − x22 ≤ −7
}

= {
x ∈ R

4 | |x21 − x11| + |x22 − x12| ≥ 7
}

(under the imposed assumptions x21 > x11 and x22 > x12)

= {
x ∈ R

4 | ‖x2 − x1‖ ≥ 2R
}

for all t ∈ [0,T].

The structure of the problem in (22) and (23) suggests that the object changes its
velocity only when it hits the boundary at some time tm withm ∈ {0, 1, . . . , k}. If
furthermore tm < T, the object slides on the boundary of C(t) for the entire time
interval [tm,T].

Observing that the controlled sweeping process in (22), (23) satisfies all the
assumptions of Theorem 2.5, we have the following relationships to find optimal
solutions x̄(t) = (x̄1(t), x̄2(t)), ū(t) = (ū1(t), ū2(t)), and T.
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(1) ˙̄x(t) =
⎧⎨⎩

ū(t) − η0(1, 1,−1,−1) if t ∈ (0, tm),
ū(t) − ηm(1, 1,−1,−1) if t ∈ (tm,T)

with η0, ηm ≥ 0.
(2) ṗ(t) = 0 for a.e. t ∈ [0,T].
(3) q(t) = p(t)− ∈ tTt dγ (τ)(1, 1,−1,−1).
(4) ψ(t) = q(t) ∈ N(ū(t);U) a.e. t ∈ [0,T].
(5) 〈ψ(t), ū(t)〉 = maxu∈U〈ψ(t), u〉 a.e. t ∈ [0,T], which can be rewritten as

〈ψ1(t), ū1(t)〉 + 〈ψ2(t), ū2(t)〉 = max
(u1,u2)∈U

{〈ψ1(t), u1〉 + 〈ψ2(t), u2〉
}
,

where ψ1(t) = (ψ11(t),ψ12(t)) and ψ2(t) = (ψ21(t),ψ22(t)).
(6) η(t) ≥ 0, ‖x̄2 − x̄1‖ > 7 =⇒ η(t) = 0 for a.e. t ∈ [0,T].
(7) η(t) > 0 =⇒ ∥∥x̄2 − x̄1

∥∥ = 7 a.e. t ∈ [0,T].

(8)

⎧⎪⎨⎪⎩
−p(T) = η(T)(1, 1,−1,−1) + μx̄(T), η(T) ≥ 0,
η(T) > 0 =⇒ ‖x̄1(T) + x̄2(T)‖ = 7,
1
T

∈ tT0 〈p(t), ˙̄x(t)〉 dt = μT.

(9)
{

(μ, p, ‖γ0‖TV , ‖γ>‖TV) �= 0, μ ≥ 0,
μ = 1 if 〈(1, 1,−1,−1), x̄(t)〉 < −7 on [0,T].

(10)
{

supp(γ0) ∪ supp(γ>) ⊂ {t | ‖x̄1(t) − x̄2(t)‖ = 7},
supp(γ>) ∩ int(E0) = ∅ if int(E0) = int({t | η(t) > 0}) �= ∅.

By condition 2, p(t) is constant on [0,T]. Substituting it into 3 yields

q(t) = p(T)− ∈ tTt (1, 1,−1,−1) dγ (τ) = p(T) − (1, 1,−1,−1)γ ([t,T]).
(24)

Then combining (24) and 8 gives us the expression

q(t) = −μx̄(T) − (1, 1,−1,−1)
(
η(T) + γ ([t,T])

)
on [0,T].

Since we start from an interior point of the polyhedron, the measure γ is zero
in the interval [0, tm]. Let us investigate behaviour of the trajectory before and
after the hitting time t = tm. Remembering that the trajectory does not hit the
boundary before t = tm, it follows from 6 that γ ([t,T]) ≡ γ ([tm,T]) for all t ∈
[0, tm). Thus

q(t) ≡ −μx̄(T) − (1, 1,−1,−1)
(
η(T) + γ ([tm,T])

) =: rm = (r1m, r2m) ∈ R
4

(25)
for all t ∈ [0, tm). From now on, we suppose for determinacy and simplicity in
this complicated model that optimal control under consideration is constant on
[0,T] and belong to the interior of U. Combining 4 and 5 tells us that

〈r1m, ū1〉 + 〈r2m, ū2〉 = max
(u1,u2)∈U

{〈r1m, u1〉 + 〈r2m, u2〉
}
,
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20 B. S. MORDUKHOVICH ET AL.

which can be written by (25) in the form〈−μx̄1(T) − (1, 1)(η(T) + γ ([tm,T])), ū1
〉

+ 〈−μx̄2(T) − (−1,−1)(η(T) + γ ([tm,T])), ū2
〉

= max
(u1,u2)∈U

{〈−μx̄1(T) − (1, 1)(η(T) + γ ([tm,T])), u1
〉

+ 〈−μx̄2(T) − (−1,−1)(η(T) + γ ([tm,T])), u2
〉}

According to the above, consider the linear function

φ(u1, u2) := 〈−μx̄1(T) − (1, 1)(η(T) + γ ([tm,T)), u1
〉

+ 〈−μx̄2(T) − (−1,−1)(η(T) + γ ([tm,T])), u2
〉
,

which attains its maximum overU at the interior point (ū1, ū2). Thus the Fermat
rule for φ gives us the conditions

− μx̄1(T) = (1, 1)(η(T) + γ ([tm,T])) and

μx̄2(T) = (1, 1)(η(T) + γ ([tm,T])),

which imply in turn the equalities

−x̄1(T) = x̄2(T) = (1, 1)(η(T) + γ ([tm,T])). (26)

When the particle moving hits the boundary at the time t = tm, it follows from
6 that

|x̄21(tm) − x̄11(tm)| + |x̄22(tm) − x̄12(tm)| = 7, and

η(t) =
{

η0 = 0 if t ∈ [0, tm],
ηm ≥ 0 if t ∈ [tm,T].

After the hitting point, both these marine USVs will move to the target under the
control ū. This yields{

x̄1(t) = (−25 + t‖ū1‖ cos θu,−25 + t‖ū1‖ sin θu
)
,

x̄2(t) = (−15 + t‖ū2‖ cos θu,−15 + t‖ū2‖ sin θu
)

for t ∈ [0, tm) as well as the representations⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x̄1(t) = (−25 + tm‖ū1‖ cos θu + (t − tm)(‖ū1‖ cos θu − ηm),

−25 + tm‖ū1‖ sin θu + (t − tm)(‖ū1‖ sin θu − ηm)
)
,

x̄2(t) = (−15 + tm‖ū2‖ cos θu + (t − tm)(‖ū2‖ cos θu + ηm),
−15 + tm‖ū2‖ sin θu + (t − tm)(‖ū2‖ sin θu + ηm)

)
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for t ∈ [tm,T]. Recalling that the normal vectors are inactive before the hitting
time, we arrive at the equality

2

∣∣∣∣∣10 +
√
2
2

tm(‖ū2‖ − ‖ū1‖) + (t − tm)

(√
2
2

(‖ū2‖ − ‖ū1‖) + 2ηm

)∣∣∣∣∣
= 7 if t ≥ tm

for the time of contact. This brings us to the equation∣∣∣∣∣10 −
√
2
2

tm(‖ū2‖ − ‖ū1‖)
∣∣∣∣∣ = 7,

which has the following two solutions:

tm = −13√
2(‖ū2‖ − ‖ū1‖) and tm = −27√

2(‖ū2‖ − ‖ū1‖) (27)

with ‖ū2‖ < ‖ū1‖, which will both be checked for the optimality below. When
x̄(·) hits the boundary of C, it would stay there while pointing in the direction
shown in Figure 2. Thus we get

√
2
2

(‖ū2‖ − ‖ū1‖) + 2ηm = 0, and so ηm =
√
2(‖ū1‖ − ‖ū2‖)

4
. (28)

Furthermore, it follows from (26) that the optimal time is calculated by

T = 40
√
2

‖ū2‖ + ‖ū1‖ .

Since p(·) is constant on [0,T], the third condition in 8 yields
1
T

∈ tT0 〈p(T), ˙̄x(t)〉 dt = μT, i.e. p(T)x̄(T) = μT2. (29)

To get enough information, suppose that μ = 1. Substituting (29) into the first
equation in 8 yields

−ηm(1, 1,−1,−1) = x̄(T) + T2

x̄(T)
. (30)

With (27) and ηm taken from (27) and (28), respectively, the cost function value
at (30) is

J[x̄, ū,T] = −25 +
√
2
2

tm‖ū1‖ + (t − tm)

(√
2
2

‖ū1‖ − ηm

)2

+ −15 +
√
2
2

tm‖ū2‖ + (t − tm)

(√
2
2

‖ū2‖ + ηm

)2

+ 1
2
T2.

When the object hits the boundary, it then slights there until the end of the pro-
cess, i.e. t ≥ tm. It then follows that ηm > 0. By using computer calculations, all
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the cases can be analysed. This shows that the best performance is obtained by
choosing the contacting time tm = −13√

2(‖ū2‖−‖ū1‖) for which we have

J[x̄, ū,T]

=
[
−25 + −13‖ū1|

2(‖ū2‖ − ‖ū1‖) +
(

40
√
2

‖ū2‖ + ‖ū1‖ − −13√
2(‖ū2‖ − ‖ū1‖)

)
(√

2
2

‖ū1‖ −
√
2(‖ū1‖ − ‖ū2‖)

4

)]2

+
[
−15 + −13‖ū2‖

2(‖ū2‖ − ‖ū1‖) +
(

40
√
2

‖ū2‖ + ‖ū1‖ − −13√
2(‖ū2‖ − ‖ū1‖)

)
(√

2
2

‖ū2‖ +
√
2(‖ū1‖ − ‖ū2‖)

4

)]2

+ 1
2

(
40

√
2

‖ū2‖ + ‖ū1‖

)2

.

This function achieves the minimum value J ≈ 6.1875 at ‖ū1‖ ≈ 99.9999,
‖ū2‖ ≈ 59.9999, and T ≈ 0.35355, which imply that tm ≈ 0.2298 and x̄(T) ≈
(−1.7502,−1.7502, 1.7498, 1.7498). This tells us that under the imposed assump-
tions we arrive at the unique optimal control (ū1, ū2) ≈ (70.7106, 70.7106,
42.4263, 42.4263). The corresponding optimal trajectory is{

x̄1(t) ≈ (−25 + 70.7106t,−25 + 70.7106t) ,
x̄2(t) ≈ (−15 + 42.4263t,−15 + 42.4263t)

for t ∈ [0, 0.2298), and finally{
x̄1(t) ≈ (−21.7500 + 56.5685t,−21.7500 + 56.5685t) ,
x̄2(t) ≈ (−18.2500 + 56.5685t,−18.2500 + 56.5685t)

for the last interval t ∈ [0.2298, 0.35355].

5. Applications to nanoparticles

The motivation to explore the motion of nanoparticles in a straight tube is
driven by the profound influence of nanotechnology and biotechnology on phar-
macology. This impact has significantly enhanced the performance of existing
drugs while also enabling the development and utilization of novel drugs and
therapies. Recognizing the transformative effects of these technologies on drug
delivery and treatment strategies, this section seeks to understand and optimize
the motion of nanoparticles within a confined space. Our research is motivated
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Figure 2. Marine vehicle navigation after the contacting time.

by the potential applications of such motion in improving drug delivery preci-
sion, facilitating controlled release mechanisms, and ultimately contributing to
advancements in pharmaceutical and therapeutic practices. We study a scenario
involving nanoparticles characterized as inelastic disks with varying radii. The
objective for each nanoparticle is to traverse straight circular capillaries and reach
the target at the end of the tube, in the shortest time. Throughout this motion,
the nanoparticles potentially make contact with the other n−1 nanoparticles and
treat them as obstacles while avoiding collisions.

For simplicity, taking into account the assumptions in [3] that the motion of
the nanoparticles is considered on the xz-plane, i.e. the nanoparticle inelastic disk
centre is always in the y = 0 plane, and there is no rotation of the nanoparti-
cle about the z-axis. The nanoparticle therefore has two degrees of freedom: its
motion is fully described by specifying (xi1, xi2) as functions of time t, where
xi1 and xi2 are coordinates of the centre of nanoparticle i. The trajectory of
each nanoparticle is governed by the forces exerted by the flow (blood stream)
and the gravitation. Forces acting on nanoparticles include hemodynamic forces,
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Figure 3. Nanoparticles in a straight tube.

buoyancy, Van der Waals’ interactions between nanoparticles each-to-other and
between nanoparticles and walls. To derive the equations describing the motion
on the x-axis and on the z-axis, we apply (as suggested in [47]) the balance prin-
ciple of forces acting on the nanoparticles. As considered in [48], the balance of
forces acting on the nanoparticles requires, for each nanoparticle i, a system of
two equations on the x-axis and the z-axis; see Figure 3.

Since all the nanoparticles intend to reach the end of the straight circular cap-
illaries by the shortest path, their desired spontaneous (i.e. in the absence of other
obstacles) velocities can be represented as

S(x) = (s1, . . . , sn) , with si = (sxi1 , sxi2), for i = 1, . . . , n,

where the velocity of nanoparticles are obtained after solving the following ODE
system from [3]:⎧⎪⎪⎪⎨⎪⎪⎪⎩

dxi1

dt
= − [

hw1
6 (xi2) + hw2

6 (xi2)
]
S

hw1
1 (xi2) + hw2

1 (xi2)
dxi2

dt
=

4π
3 gR�ρ + ∑

j�=i Fij + Fiw
hw1
5 (xi2) + hw2

5 (xi2)

for i = 1, . . . , n.
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Here S is the shear rate of the flow, hwk
1 and hwk

6 are the hemodynamic resistant
force induced by the wall wk on the x-axis, hwk

5 is the hemodynamic resistant
force induced by the wall wk on the z-axis (k = 1, 2), Fij is the force exerted over
nanoparticle i due to van derWaals’ interaction energy between the nanoparticle
i and nanoparticle j, and Fiw is the force exerted over nanoparticle i due to van
der Waals’ interaction energy between the nanoparticle i and the walls, i.e.

Fiw = |Fiw1 − Fiw2 |,
where Fiwk is the force exerted over nanoparticle i due to van der Waals’ interac-
tion energy between the nanoparticle i and the wall k. It is known that

Fij = AR3i
D4
ij
,

whereDij is the distance between the nanoparticles i and j. In the equations above,
Ri denotes the radius of nanoparticle i,�ρ stands for the difference betweenmass
densities of the nanoparticles and the fluid, and g is the standard gravitational
acceleration.

Now we introduce the sweeping optimal control problem (P) for the nanopar-
ticles model discussed above. This formulation considers the aforementioned
model objective and utilizes the modelling framework developed in Section 3.
Similarly to Section 4, define the cost functional

minimize J[x, u,T] := 1
2

‖x(T)‖2 + 1
2
T2, (31)

which reflects the model goals tominimize the distance of the nanoparticle from
the admissible configuration set to the end of the straight circular capillaries
together with minimizing the time to reach the target. Employing the nonover-
lapping algorithm introduced in [10] for the study of inelastic collision (see also
[15, 20] for further developments in other models) and taking into account the
above discussions, we describe the continuous-time dynamics by the controlled
sweeping process⎧⎨⎩

ẋ(t) ∈ −N (x(t);C(t)) + g (x(t), u(t)) a.e. t ∈ [0,T],
x(0) = x0 ∈ C(0) ⊂ R

2n,
u(t) ∈ U a.e. t ∈ [0,T],

(32)

where the control constraints reduce to (12), and the dynamic nonoverlapping
condition ‖xi(t) − xj(t)‖ ≥ Ri + Rj is used to formulate the moving set

C(t) :=
{
x(t) ∈ R

2n | 〈xj∗(t), x(t)〉 ≤ cj(t), j = 1, . . . , n − 1
}

(33)

with cj(t) := −(Rnano + Robs), where Rnano, Robs are the radii of the considered
nanoparticle and the obstacle, respectively. The n−1 vertices of the polyhedron
are constructed as in (19).
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Observe that, although the frameworks of nanoparticle and marine USV
models are rather similar, these two models are essentially different. The dif-
ference between them lie in both dynamics and constraints. In particular, the
motion of nanoparticles is governed by the forces exerted by the flow (such as
the bloodstream) and gravity. The forces influencing nanoparticles encompass
hemodynamic forces, buoyancy, as well as Van derWaals’ interactions, occurring
among nanoparticles, both inter-particle and with surrounding walls. Conse-
quently, to have the velocities of the nanoparticles, we should take into account
all these factors, which are presented in Table 1.

Our initial data for the nanoparticle model are given as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

n = 2, l = 7μm = 7000nm, h = 0.0075, R1 = 5nm,
R2 = 10nm, S = 1600e6 s−1,
A = 5e − 21, g = 9.81e9, μ = 3.4e − 3, �ρ = −1e3,
a = 0.5μm = 500nm,
x∗ = (1, 1,−1,−1) , x(0) = (x11(0), x12(0), x21(0), x22(0)),
c = −R1 − R2 = −15,
g(x, u) := u, ϕ(x,T) := 1

2‖x(T)‖2 + 1
2T

2,
U := {

u = (u1, u2) ∈ R
4| ‖u1‖ ∈ [0, 3], ‖u2‖ ∈ [0, 3] | ‖u1‖ = 2‖u2‖}

,
θu = 45◦, x1(0) = (−350,−350) , x2(0) = (−200,−200) .

(34)
The data for nanoparticles in the viscous flow inside a tube with length l, width

a, and parameters h, R1, R2, T, A, g, µ, and �p are taken from [3]. The data for S
and related parameters reflected in Figure 4 are taken from [49]. The controlled
desired velocities are naturally described by

g (x(t), u(t)) = u(t) = (
s1‖u1(t)‖ cos θu(t),

s1‖u1(t)‖ sin θu(t), s2‖u2(t)‖ cos θu(t), s2‖u2(t)‖ sin θu(t)
)
.

Table 1 collects the results of calculations of the model ingredients according to
the above formulas with the data of (34) for two nanoparticles i = 1, 2.

At the initial time, we have (x11(0) − x21(0))2 + (x12(0) − x22(0))2 =45,000.
Let t∗ > 0 stand for the first contacting time between the two nanoparticles, i.e.

t∗ := min
{
t ∈ [0,T] | ‖x̄1(t) − x̄2(t)‖ = R1 + R2

}
.

Recall that the nanoparticle tends to keep its constant direction and velocity
until either touching the other nanoparticle (obstacle), or reaching the end of
the straight microtube at t = T. To proceed further, suppose that μ > 0 for def-
initeness and apply the necessary optimality conditions of Theorem 2.5 in our
control model. We arrive at the following relationships:
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Figure 4. Nanoparticles with the desired velocities.

(1) −( ˙̄x11(t), ˙̄x12(t), ˙̄x21(t), ˙̄x22(t)) = η(t)(1, 1,−1,−1) −
(s1|ū1(t)| cos θu, s1|ū1(t)| sin θu, s2|ū2(t)| cos θu, s2|ū2(t)| sin θu) for a.e.
t ∈ [0,T].

(2) ‖x̄1(t) − x̄2(t)‖ > R1 + R2 =⇒ η(t) = 0 for a.e. t ∈ [0,T].
(3) η(t) > 0 =⇒ 〈x∗, q(t)〉 = 0 for a.e. t ∈ [0,T].
(4) (−p(T) − η(T)x∗, H̄) ∈ ∇ϕ(x̄(T),T) where H̄ := 1

T
∈ tT0 〈p(t), ˙̄x(t)〉 dt.

(5) q(t) = p(t)− ∈ t(t,T] dγ (τ) x∗ for all t ∈ [0,T] except at most a countable
subset.

(6) 〈ψ(t), ū(t)〉 = maxu∈U〈ψ(t), u〉, where ψ(t) := ∇ug(x̄(t), ū(t))∗q(t)
for a.e. t ∈ [0,T].

(7) η(T) > 0 =⇒ ‖x̄1(T) + x̄2(T)‖ = R1 + R2.
(8) ṗ(t) = 0, for a.e. t ∈ [0,T]

THI DAI TRANG NGUYEN
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Taking into account that the nanoparticle directions are constant as well as the
assumptions in the model imposed above, we seek for simplicity constant opti-
mal controls. Then it follows from condition 2 that the function η(·) is piecewise
constant on [0,T] and admits the representation

η(t) =
{
0 for t ∈ [0, t∗),
η for t ∈ [t∗,T].

(35)

Using now 1, the dynamic equations prior to and after the time t∗ can be rewritten
as { ˙̄x1(t) = (

s1|ū1| cos θu, s1|ū1| sin θu
)

and
˙̄x2(t) = (

s2|ū2| cos θu, s2|ū2| sin θu
)

for t ∈ [0, t∗),{ ˙̄x1(t) = (−η(t) + s1|ū1| cos θu,−η(t) + s1|ū1| sin θu
)

and
˙̄x2(t) = (

η(t) + s2|ū2| cos θu, η(t) + s2|ū2| sin θu
)

for t ∈ [t∗,T].

At the contacting time t = t∗, the two nanoparticles have the same velocities till
the end of the straight tube, which yields ˙̄x1(t) = ˙̄x2(t) for all t ∈ [t∗,T]. This
gives us in turn the following calculation of the corresponding value of η in
representation (35):

η =
⎧⎨⎩
1
2

(
s1|ū1| cos θu − s2|ū2| cos θu

)
if s1|ū1| �= s2|ū2| and cos θu = sin θu,

0 otherwise
(36)

The case of η = 0 is trivial. Applying the first formula in (36) and the constant
nanoparticles velocity after the contacting time till reaching the target, we deduce
from the Newton-Leibniz formula that{
x̄1(t) = (

x̄11(0), x̄12(0)
) + (

ts1|ū1| cos θu, ts1|ū1| sin θu
)

and
x̄2(t) = (

x̄21(0), x̄22(0)
) + (

ts2|ū2| cos θu, ts2|ū2| sin θu
)

for t ∈ [0, t∗),⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x̄1(t) = (

x̄11(0), x̄12(0)
)

+ (
ts1|ū1| cos θu − η(t − t∗), ts1|ū1| sin θu − η(t − t∗)

)
and

x̄2(t) = (
x̄21(0), x̄22(0)

)
+ (

ts2|ū2| cos θu + η(t − t∗), ts2|ū2| sin θu + η(t − t∗)
)

for t ∈ [t∗,T].
(37)

Note that ‖x̄2(t∗) − x̄1(t∗)‖ = R1 + R2 at the contacting time t = t∗. Recalling
then that we use the sum norm yields the following equation for t∗:

|x̄21(0) − x̄11(0) + t∗
(
s2|ū2| − s1|ū1|

)
cos θu|

+ |x̄22(0) − x̄12(0) + t∗
(
s2|ū2| − s1|ū1|

)
sin θu| = R1 + R2, (38)
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which makes the connection between t∗ and the control ū = (ū1, ū2) via the
given model data. Since the trajectory does not hit the boundary before t = t∗,
we deduce from 4, 5, and 8 that

q(t) ≡ −μx̄(T) − (1,−1)
(
η(T) + γ ([t,T])

) =: (r1∗, r2∗) ∈ R
4 (39)

for all t ∈ [0, t∗). Thus the maximization condition in 6 tells us that

〈r1∗, ū1(t)〉 + 〈r2∗, ū2(t)〉 = max
u∈U

{〈r1∗, u1〉 + 〈r2∗, u2〉
}

for a.e. t ∈ [0, t∗), which can be written by (39) as

〈−μx̄1(T) − μx̄2(T) + (η(T) + γ ([t,T])),
(−ū1(t) + ū2(t)

)〉
= max

u∈U
{〈−μ

(
x̄1(T) + x̄2(T)

) + (
η(T) + γ ([t,T])

)
, (−u1 + u2)

〉}
(40)

with η(T) ≥ 0. Considering the case when the optimal control controls ū1 and
ū2 are interior points of the control domain U, we have from the maximization
of the function

φ(u1, u2) := 〈
u1,

(−η(T) − γ ([t,T]) − μx̄1(T)
)〉

+ 〈
u2,

(
η(T) + γ ([t,T]) − μx̄2(T)

)〉
the following explicit conditions:

• If ‖ū1(t)‖ < 3, then −η(T) − γ ([t,T]) = μx̄1(T).
• If ‖ū2(t)‖ < 3, then η(T) + γ ([t,T]) = μx̄2(T).

If both cases above occur, then we get μ(x̄1(T) + x̄2(T)) = 0. The last
equation gives us the relationship

x̄1(T) + x̄2(T) = 0,

provided that μ = 1 assumed without loss of generality. Combining the latter
with (37) gives us T|ū2| ≈ 8.3275e − 13. Furthermore, it follows from (38) that
either t∗|ū2| ≈ 6.1372e − 13, or t∗|ū2| ≈ 6.7832e − 13. Examine now both these
possibilities for t∗.

Case 1: If t∗|ū2| ≈ 6.1372e − 13, then we get T ≈ 1.3569t∗. Furthermore,
using (36) and the fminsearch program from MATLAB for the cost functional
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J[x̄, ū,T], we obtain that

η = 1
2

(
2s1|ū2|

(√
2
2

)
− s2|ū2|

(√
2
2

))
= (1.1609e + 14)|ū2| �= 0

and that the following expressions hold:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

|ū1| ≈ 2.3806, |ū2| ≈ 1.1903,
x̄1(t) ≈ (−350 − (5.3126e + 14)t,−350 − (5.3126e + 14)t) ,

t ∈ [0, 5.1688e − 13),
x̄1(t) ≈ (−278.5765 + (3.9308e + 14)t,−278.5765 + (3.9308e + 14)t) ,

t ∈ [5.1688e − 13, 7.0135e − 13],
x̄2(t) ≈ (−200 − (2.5489e + 14)t,−200 − (2.5489e + 14)t) ,

t ∈ [0, 5.1688e − 13),
x̄2(t) ≈ (−271.4235 + (3.9307e + 14)t,−271.4235 + (3.9307e + 14)t) ,

t ∈ [5.1688e − 13, 7.0135e − 13],

with t∗ = 5.1688e − 13, T = 7.0135e − 13, and J = 14.3596.
Case 2: If t∗|ū2| ≈ 6.7832e − 13, then we get T ≈ 1.2277t∗. Furthermore,

using (36) and fminsearch program from MATLAB for the cost functional
J[x̄, ū,T], we obtain that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

|ū1| ≈ 2.3804, |ū2| ≈ 1.1902,
x̄1(t) ≈ (−350 + (5.3122e + 14)t,−350 + (5.3122e + 14)t) ,

t ∈ [0, 5.6744e − 13),
x̄1(t) ≈ (−271.5966 + (3.9305e + 14)t,−271.5966 + (3.9305e + 14)t) ,

t ∈ [5.6744e − 13, 6.9665e − 13],
x̄2(t) ≈ (−200 + (2.5487e + 14)t,−200 + (2.5487e + 14)t) ,

t ∈ [0, 5.6744e − 13),
x̄2(t) ≈ (−278.4034 + (3.9304e + 14)t,−278.4034 + (3.9304e + 14)t) ,

t ∈ [5.6744e − 13, 6.9665e − 13].

Then the corresponding value of the cost functional is J = 36.3565.
Comparing the cost functional values in the two cases above, we confirm

that (ū1, ū2) = (5.3126e + 14, 5.3126e + 14, 3.9308e + 14, 3.9308e + 14) is the
optimal control to this problem.

6. Concluding remarks

The paper presents applications of newly derived necessary optimality conditions
for free-time optimal control of sweeping processes to practical problems arising
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inmarine surface vehicle and nanoparticlesmodels. This is done for the first time
in the literature. The obtained results and calculations demonstrate the efficiency
of the established optimality conditions to solve practical problems under certain
assumptions that simplify the calculations. In our future research on these and
related topics, we intend to relax the imposed assumptions to be able, in partic-
ular, to determine optimal strategies in these and related models among variable
control actions in the corresponding sweeping processes.
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