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Abstract—With the advances of Virtual Reality (VR) / Aug-
mented Reality (AR), there arises a compelling need for trans-
mission of point clouds over lossy channels (e.g., a 5G millimeter
wave (mmWave) link that tends to be easily blocked). In this
paper, we revisit the traditional Multiple Description Coding
(MDC) concept and propose a simple point cloud MDC scheme
that takes advantage of voxelization and is built upon a typical
geometric point cloud compression codec. Our simulation study
demonstrates the efficacy of the proposed scheme, as well as the
trade-off between compression efficiency and point cloud quality
gain offered by MDC.

Index Terms—Multiple description coding (MDC), Point cloud,
Virtual Reality (VR)/Augmented Reality (AR), Wireless immer-
sive media transmission.

I. INTRODUCTION

With the rise of Virtual Reality (VR)/Augmented Reality

(AR) and three dimensional (3D) sensing, 3D presentations of

data has been widely spreading and as such, point clouds, in

the form of a set of data points in a 3D coordinate system, are

seeing a quick rise in usage. The point clouds are typically

large clouds of points that contain both geometric attributes

and other features such as color. This allows for 3D objects

and scenes to be represented as a large number of points, each

with X , Y , and Z coordinates, R, G, and B attributes for color,

and any other possible attributes required to fully describe a

dataset such as reflectance [1].

With the rapid advances in sensing technology, point cloud

datasets are correspondingly growing in both size and com-

plexity. Transmission of point clouds often requires high data

rates due to the extremely large numbers of points (e.g., up

to millions of points each with various amounts of features

per point) [2]. To address the challenge, point clouds need

to be compressed through the likes of geometric point cloud

compression or video point cloud compression, to significantly

reduce their sizes. In order to accomplish such compression,

point clouds typically undergo much processing and encoding,

where points may be approximated based on their area. One

such processing technique is known as voxelization, where a

given 3D point cloud is converted into a grid of cubes known

as “voxels,” where each voxel stores important information

about its volume of space such as their colors and other fea-

tures, as well as aggregating the points that are collected within

such space. This can allow for much easier processing of point

cloud data for future compression. Academia research in point

cloud compression over the past decade has been spearheaded

by the MPEG working group [1], with the development of two

main encoders for different point cloud data types: the TMC13

and the TMC2. The TMC2 is utilized for video point cloud

encoding, while the TMC13 is utilized for what is known as

Geometric Point Cloud Compression (GPCC), and for static

point clouds. These two encoders represent the standard of

point cloud compression techniques.

Although considerable research is dedicated towards the

advancement of point cloud compression and its peripheral

topics, contemporary literature has insufficiently addressed the

issues involving point cloud transmission through lossy chan-

nels, nor the joint consideration of the coding and transmission

of such point clouds. This is an especially relevant problem,

since the decoders are usually sensitive to transmission errors,

which can lead to loss of points, distortion in the geometry,

decoloration, or even complete failure to decode the point

cloud. On the other hand, the proliferation of 3D sensing and

AR/VR often entails the transmission of point clouds over

lossy wireless channels, e.g., a 5G millimeter wave (mmWave)

link from an AR/VR headset to the controller or wireless

router. Such links can be easily blocked by the player’s body

or other obstacles, causing completely loss of a portion of

point cloud data.

To combat the transmission errors from high loss channels,

this paper proposes to revisit the traditional coding scheme

termed Multiple Description Coding (MDC) for point cloud

transmission. With MDC, a single media stream is split into

multiple “equal” streams for transmission over lossy networks.

Although each description provides a lower quality reconstruc-

tion, the decoding of the descriptions are independent to each

other and the quality of the reconstruction can be progressively

improved as more descriptions are available. In the scenario

of high loss networks, if we were to transmit a single stream

and not utilize MDC, the single stream could be completely

lost due to link failures. With MDC, however, the descriptions

can be dispatched to multiple channels that are available

(e.g., multiple mmWave beams, or heterogeneous wireless

interfaces). As long as some descriptions are received (i.e., not

all the links are broken simultaneously), the point cloud can

still be recovered [3]. Compared to other coding techniques,

MDC can greatly simplify the transmission schedule of coded

point cloud data. Due to these properties, MDC introduces

reliability and robustness for transmission over lossy channels.

These can be easily utilized for point clouds since point clouds
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typically undergo voxelization, allowing users to create rela-

tively equal descriptions where each description contains an

equal amount of points from each of these voxel cubes. MDC

implementation can be further refined through the introduction

of redundancy between the various descriptions [4], [5].

We propose a simple point cloud MDC scheme that takes

advantage of voxelization to easily partition a point cloud into

multiple equivalent sub-clouds, and is built upon a typical

geometric point cloud compression codec. Through a simula-

tion study, we observe the effects of point cloud transmission

through a high loss channel, and explore the trade-offs between

compression rate and peak signal-to-noise ratio (PSNR) gain

offered by MDC. The main contributions of this paper are

summarized as follows:

• To the best of our knowledge, this is the first work to

utilize MDC for point cloud transmission over lossy chan-

nels. A simple yet effective MDC scheme is proposed,

which takes advantage of voxelization and is built upon

a typical geometric point cloud compression codec.

• Our work demonstrates that in high loss conditions, the

use of MDC can effectively mitigate the impact of trans-

mission errors and improve the quality of reconstructed

point cloud.

• We further demonstrate the trade-off between coding effi-

ciency and number of descriptions implemented through

MDC, which can be exploited or dynamically adjusted in

response to difference wireless network conditions.

The remainder of this paper is structured as follows. In

Section II, we review related works. The proposed MDC for

point cloud scheme is presented in Section III and evaluated

in Section IV. Section V concludes this paper.

II. RELATED WORKS

This work is mostly related to the prior works on MDC and

point cloud compression, which are discussed in this section.

This paper is focused on MDC, which is depicted in [5].

MDC has been applied to video coding as in [3]–[8], with

techniques built on the H.264/AVC video codec to achieve

significant improvements for video transmission through high

loss and unreliable wireless channels. As shown in [6], [8],

with MDC, multiple equivalent descriptions of the original

video or image are generated based on pixel or frame order,

where every other pixels or frames are selected to be part of

a description. When transmitted over a lossy network, as long

as some descriptions are received, the receiver will be able

to reconstruct a video or image with a quality in proportion

to the number of received descriptions. Through utilization of

properly introduced redundancy among descriptions, stream

splitting techniques, and combinations with various transmis-

sion techniques, MDC has flourished as a useful coding tech-

nique in high loss scenarios. Considerable research has been

conducted on exploiting the trade-off between the reduced

coding efficiency and the enhanced robustness to transmission

errors, inciting various MDC implementations as in [5].

Our paper is also focused on point cloud compression and

transmission. As such, the authors in [2] and [9] both iden-

tified metrics and provided valuable insights into evaluating

point clouds in transmission and recovery. When regarding

the typical geometric point cloud compressor (GPCC), the

publicly available GPCC codec developed by the MPEG

working group [1] allows for point clouds to be compressed

using a variety of methods and for many types of point

cloud data types. With the TMC13 implementation, the GPCC

encoder is able to encode point clouds that are represented as

“Category 1” with the Trisoup geometry codec, or “Category

3” with the Octree geometric codec [1]. With the Octree

representation, which is typically used for sparser point clouds,

point clouds are broken into cubic sections called octants.

On the other hand, with the Trisoup representation, which

is typically used for denser point clouds, the 3D models are

partitioned into triangle meshes (hence the term trisoup) to

approximate the surface of 3D models. These codecs further

employ different attribute coding methods including RAHT

and Predicting/Lifting (Predlift), which are a hierarchical vs.

predictive coding technique [10]. While RAHT is typically

used on Category 1 data and Predlift is typically used in

Category 3 data, these methods may be used on any point

cloud data. While typical encoders are structured like those

developed by MPEG, other point cloud research has been

looking into developing encoders assisted by machine learning

such as [11], [12].

III. DESCRIPTION OF THE PROPOSED SYSTEM

In this paper, we propose using MDC for point cloud data

transmission over lossy wireless channels. The general system

model is presented in Fig. 1. To make an MDC encoder, we

first split the point cloud into a prescribed amount of “sub-

clouds,” where the original point cloud is partitioned into a

prescribed amount of n× n× n voxel-sized cubes, and each

sub-cloud contains a relatively equal amount of points from

each cube. For example, we can create eight descriptions to

ensure enough descriptions could be received through a high

loss channel by not having too few descriptions, while on

the other hand, the more descriptions, the lower the coding

efficiency, which lead to a higher bits per point (BPP).

Furthermore, in our system we utilize the

longdress_vox10_1300 dataset that has been voxelized

at a depth of 10, creating cubes with 1024 × 1024 × 1024
voxels and 1.75 mm per voxel per side [13]. This point cloud

has a resulting resolution of 1023. We choose to partition

the point cloud into cubes of size 64 × 64 × 64 to ensure

a sufficient amount of points in each cube and a sufficient

amount of cubes to create relatively equal sub-clouds. After

breaking the point cloud into cubes and assigning each

point in each cube to one of the eight sub-clouds, we then

encode each sub-cloud to obtain eight descriptions. Each of

the descriptions will then be transmitted through high loss

channels. The successfully received descriptions will each be

decoded in to a sub-cloud, which will be merged together in

an attempt to reproduce the original point cloud.

To encode the sub-clouds, we utilize a standard point cloud

encoder/decoder package provided by the MPEG working
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Fig. 1: System Model: The general layout of the proposed system.

group termed the TMC13 v14 [10], [14]. The encoder takes

an input of a point cloud file, compresses it based on the se-

lected compression technique (i.e., Octree vs. Trisoup, Predlift

vs. RAHT), and outputs a compressed file. Conversely, the

decoder takes a compressed file and decompresses it for a

reconstruction of the point cloud. To simulate various lossy

compression ratios, we set the “positionQuantizationScale”

(PQS) to 15/16, 7/8, 3/4, 1/2, 1/4, and 1/8 for lossy geometry,

and “qp” to 51, 46, 40, 34, 28, and 22 for lossy attributes,

which are similar to the configuration of the MPEG encoder,

where higher attribute and geometric loss lead to a higher

compression ratio.

After encoding the point cloud into multiple descriptions,

we next simulate the transmission of the encoded point cloud

descriptions over high loss wireless channels. First, the en-

coded descriptions are packetized into packets of equal pay-

loads. Then, for each packet transmitted through the channel,

we determine whether or not the packet is dropped based

on a predetermined packet loss rate varying from 1% to

25% to emulate different channel conditions. To ensure the

random chance is relatively accurate, each of our simulations

is repeated 100 times and averaged for proper results. On the

other hand, to facilitate the simulation of blockage-limited 5G

mmWave links, we assume a system where the descriptions

are either completely lost or completely recovered and test

the quality of the point cloud recovered from varying number

of received descriptions [15]. To represent the high loss

conditions, we simulate with varying percentages of packet

loss (from 1% to 25%) to demonstrate the effectiveness of

MDC for point cloud transmission over wireless channels.

IV. PERFORMANCE EVALUATION AND DISCUSSION

A. Performance Metrics

In our experimental study, we choose to utilize the com-

mon point-to-point distance based MSE (D1), point-to-plane

distance based MSE (D2), and color distortion per RGB

MSE from MPEG as metrics of choice [16]. By utilizing

these metrics, we are able to compare the corresponding

geometric distortions after analyzing D1 and D2 in the form

of PSNR, as well as the color distortion utilizing the MPEG

color distortion metrics. We generate their corresponding rate-

distortion (RD) curves with the bits measured by bits-per-

input-point to compare the various compression rates. Finally,

these metrics are computed and compared for the various

MDC settings, as well as against a typical encoder/decoder

baseline scenario without MDC that we implement.

Assume A is the original point cloud and B is the re-

constructed point cloud. The common point-to-point distance

based error D1 is given by:

eD1

B,A(i) = ||E(i, j)||2
2
, (1)

where E(i, j) is the error vector and eD1

B,A(i) depicts the error

between two points each belonging to point clouds A and B,

respectively. Therefore, the MSE between the two entire point

clouds can be represented by:

eD1

B,A =
1

NB

∑

∀bi∈B

eD1

B,A(i), (2)

where NB is the total number of points in point cloud B.

On the other hand, with the point-to-plane distance based

error D2, the error vector E(i, j) is projected along the normal

direction Nj to produce the error vector Ê(i, j), as:

eD2

B,A(i) = ||Ê(i, j)||2
2
. (3)

The point-to-plane MSE for the overall point cloud B is:

eD2

B,A =
1

NB

∑

∀bi∈B

eD2

B,A(i). (4)

Finally, the PSNR value for the reconstructed point cloud

can be calculated as:

PSNR = 10 log
10

(

3p2

MSE

)

, (5)

where p is the peak constant value for the point cloud (which

is 1023 in the case of longdress). Eq. (5) is also the PSNR

equation utilized for computing the color distortions, which

are calculated using the MPEG software PC error [16].

B. Results and Discussions

When we look at the effects of packet loss rate on point

cloud transmissions, applying MDC yields significantly better

PSNR values in both geometry and attributes, which is further

solidified in the case of higher loss rates, even with only

few descriptions are received. A basic demonstration can be
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