Towards Real-time Voice Interaction Data Collection
Monitoring and Ambient Light Privacy Notification
for Voice-controlled Services

Tu Le*, Zixin Wang', Danny Yuxing Huang?, Yaxing Yao% and Yuan Tian¥
*University of California, Irvine
TZhejiang University
INew York University
§Virginia Tech
11University of California, Los Angeles

Abstract—Voice-controlled devices or their software compo-
nent, known as voice personal assistant (VPA), offer technological
advancements that improve user experience. However, they come
with privacy concerns such as unintended recording of the user’s
private conversations. This data could potentially be stolen by
adversaries or shared with third parties. Therefore, users need
to be aware of these and other similar potential privacy risks
presented by VPAs. In this paper, we first study how VPA users
monitor their voice interaction recorded by their VPAs and their
expectations via an online survey of 100 users. We find that even
though users were aware of the VPAs holding recordings of them,
they initially thought reviewing the recordings was unnecessary.
However, they were surprised that there were unintended record-
ings and that they could review the recordings. When presented
with what types of unintended recordings might happen, more
users wanted the option to review their interaction history. This
indicates the importance of data transparency. We then build a
browser extension that helps users monitor their voice interaction
history and notifies users of unintended conversations recorded
by their voice assistants. Our tool experiments with notifications
using smart light devices in addition to the traditional push
notification approach. With our tool, we then interview 10 users to
evaluate the usability and further understand users’ perceptions
of such unintended recordings. Our results show that unintended
recordings could be common in the wild and there is a need for a
tool to help manage the voice interaction recordings with VPAs.
Smart light notification is potentially a useful mechanism that
should be adopted in addition to the traditional push notification.

I. INTRODUCTION

The Internet of Things (IoT) has increasingly made its
way into our daily lives, providing lots of convenience and
improvement to our quality of life. An important feature of
IoT is the voice control capability, which allows the devices to
“listen” to users’ voice commands and execute various opera-
tions. The voice capability is usually integrated into the devices
as a type of software called voice personal assistant (VPA).
VPAs can significantly increase searching efficiency, quality of
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decision-making, and the e-commerce economy by simplifying
the purchasing process [6]. Moreover, VPAs lower the bar of
required technical skills to operate - one only needs to give
a voice command after all. This has exciting implications for
elderly and cognitively impaired individuals [37]. Although
VPAs bring a lot of benefits to our lives, many privacy concerns
have arisen [7], [5], [40].

Problem. The problem of consumers’ unintended (if not
private) conversations being recorded has become a signifi-
cant privacy concern as voice assistants and voice-controlled
devices are getting more popular in our world of smart
technologies. IoT systems with voice control capability such as
smart speakers, smart TVs, and smart home security systems
have become integral parts of our lives, providing convenience
and improvement to our quality of life. However, with the
increasing prevalence of such systems, users are subjecting
themselves to potential surveillance. There have been cases
where the devices mistakenly interpret background conversa-
tions or noises as voice commands, leading to unintentional
recordings. This raises serious privacy issues such as unau-
thorized data collection or misuse of personal information, as
these recordings may contain sensitive information that users
did not want to share. The lack of transparency and control
over these recordings amplifies the risks since users may not
even be aware of what has been recorded or how it will be
used. Therefore, it is necessary to improve privacy measures
and provide helpful guidelines to protect user privacy.

Despite all of these issues, many users are not aware of how
easily their privacy can be compromised. They may not fully
understand the extent to which these devices are listening and
recording, and the potential risks associated with unintended
recordings. Dubois et al. [11] revealed that even something
as simple as a loud TV program can wake VPAs, causing
them to record your conversations without your knowledge
for up to 10 seconds. If hackers get a hold of these unwanted
and private recordings through security attacks, users may be
put at risk [5]. However, it is not only security attacks for
which users must be aware but also the service providers
collecting user information with the intention of selling it
to advertisers, including personal data that users may have
accidentally disclosed [27]. Often, the user is not even aware
that this is happening. Therefore, it is important to improve
users’ awareness to protect their privacy.



Users’ awareness and perceptions are underexplored. The
usage of voice-controlled devices continues to grow. However,
users’ awareness and perceptions of unintended conversations
being recorded by the devices remain underexplored. While
privacy concerns related to these devices have gained attention,
little work has looked into how well users understand the
extent of unintended recordings and their potential risks.
Exploring users’ awareness is crucial in designing effective
privacy controls and notifications. It is important to conduct
in-depth studies to understand how users perceive the risks,
their expectations regarding privacy, and their knowledge of
the data collection practices of voice-controlled devices. By
getting such insights, researchers and manufacturers can de-
velop effective solutions that protect user privacy and help
users make privacy-conscious decisions.

There is a lack of effective ways to manage voice interac-
tion recordings. Service providers like Amazon Alexa provide
interfaces to present interactions recorded by the devices to
users. However, such interfaces are often inadequate. While
they have basic controls such as viewing information about the
recorded interactions and deleting the records, the process can
be cumbersome and lacks transparency. Users may not fully
understand the provided information, or they may not even
know about the available controls. As a result, users are left
with limited control over their recorded conversations, leading
to concerns about privacy and the potential for misuse or
unauthorized access to sensitive information. Currently, there
is a lack of effective tools to help users manage interactions
recorded by voice-controlled devices. The absence of a cen-
tralized and user-friendly interface that allows users to easily
review, manage, and delete their recorded data is a significant
shortcoming.

Traditional push notification method might not be enough.
Push notifications sent to the user’s connected smartphone or
other devices have been a popular approach used to notify
users of privacy incidents or information that they need to
pay attention to. Similarly, push notifications can serve as an
alert, informing the user that an unintended conversation has
been recorded by their voice assistants and voice-controlled
devices. The advantage of this method is that it provides users
with immediate information about potential privacy issues,
allowing them to take appropriate action such as reviewing
and deleting the recordings. However, there are limitations
to the push notification method. Users may not always have
their devices nearby or may have notifications disabled, which
could result in missed alerts. Additionally, users might have
multiple devices set up in different rooms. Furthermore, users
may become desensitized to notifications over time, leading to
a decreased sense of urgency in addressing privacy concerns.

Research Goal. In this paper, we focus on how to improve
users’ awareness of unintended conversations recorded by
their VPAs and help them manage such recordings effectively.
Awareness of the potential risks helps users make more in-
formed decisions about the use of voice-controlled devices
and take appropriate precautions to protect their privacy. This
includes understanding the device’s default settings, review-
ing and adjusting privacy options, and being mindful of the
environment in which these devices are placed. Furthermore,
educating users about the potential risks of unintended record-
ings, such as unauthorized data access or the potential for data

breaches, can help them make privacy-conscious choices and
demand stronger privacy protections from service providers.

Contributions. We make the following contributions to
address the mentioned problems:

e Understanding users’ awareness and perceptions: We
conduct a survey to understand users’ perceptions towards
voice interactions history stored by VPAs and whether the
users review the records as well as their expectations.

e Helping users manage their voice history and no-
tification via smart lights: We build a browser ex-
tension called VPAWatcher that automatically collects
users’ voice interactions recorded by their VPAs and
visualizes the data. VPAWatcher notifies users of any
unintended recordings happening in real time. Other than
the traditional push notification method, we incorporate
users’ smart light devices as an option to deliver notifi-
cations. Notification through smart light devices involves
visual cues, such as changing the color, pattern, or status
of smart lights, to indicate the presence of unintended
recordings in real-time. This method provides a more
visible and ambient notification that can catch users’
attention even if they are not actively using their devices
that were set up for push notifications.

e Evaluating the need for managing voice interaction
recordings and testing user preferences for notifica-
tions. We conduct an interview study with our extension
to understand if such a tool to help users manage their
voice interactions is necessary and the preferences users
have for privacy notifications about suspicious recordings.

Key Findings. Our key findings in this paper include:

e Most users did not review their recorded voice interac-
tions. The main reasons include not knowing how to
access the recordings or thinking it is unimportant to
review.

e Many users were surprised that a private conversation
could be recorded by their VPAs.

e Searching for a record is a difficult task to do with the
existing interface provided by Amazon Alexa.

e Unintended records are actually common. We found about
6-25% of total records are unintended for the 10 partici-
pants in our interview study.

e Most users thought it was necessary to have a tool to
assist them with managing voice interaction recordings.
We identified expectations and design recommendations
from our user studies.

e Push notifications allow retrospective, while light noti-
fications are more natural and attention-grabbing. Smart
light devices can be placed strategically throughout our
living spaces, enabling notifications to be received from
any corner of the room. Light notifications are preferred
for highly critical notifications.

II. RELATED WORK

This section presents our literature review and how our
work is different from previous work. The related work is
presented as two themes: (1) security and privacy risks of
voice devices, and (2) privacy control and notifications for
voice devices.



A. Security and Privacy Risks of Voice-controlled Devices

VPA has been a very popular integration for many IoT
devices and applications to facilitate voice control capability.
Previous research showed various issues of VPA’s speech
recognition systems [20], [42], [4], [32], allowing an adver-
sary to eavesdrop on users. Other work studied app vetting
mechanisms for VPA [12], [24], [25], [8], [9], [36], showing
that many published apps had bad privacy practices. Some apps
were found asking users for private information [18], [22]. In
our work, we focus on users’ interactions with their VPAs and
the issue of unintended recordings. Previous studies [11], [30]
identified patterns of accidental activation of smart speakers.
Adaimi et al. [2] further showed privacy leaks could even come
from background sounds of intentional activation. However,
these studies did not investigate users’ awareness of their data
being recorded by the devices, and there is still a lack of a
solution to help users be aware of and control such recordings,
which is the contribution of our work.

Several studies looked into the security and privacy issues
of smart speakers from users’ perspectives, showing that users
have an incomplete understanding of how smart speakers
operate [1], [17] and are concerned about their privacy [21],
[39], [26], [3]. Different from these studies, we explore users’
awareness of their voice data collection and how to help them
manage such collection.

B. Privacy Control and Notifications for Voice-controlled De-
vices

Designing more comprehensive and user-friendly privacy
dashboards can be an effective way to give users more control
over their security and privacy when using voice personal
assistants (VPAs). The importance and effectiveness of privacy
dashboards were highlighted by Irion et al. [19] as one of
the most feasible methods of enhancing control for users
and maintaining consistency with rising standards of privacy.
Creating a well-designed privacy dashboard is complex, how-
ever, requiring an understanding of user demands as well as
general best design practices. Farke et al. [13] surveyed users
of Google’s My Activity dashboard to better understand user
perceptions and reactions to a privacy dashboard. Raschke et
al. [29] designed a mock-up dashboard to present a possible
implementation for generalized sensitive data. However, Feth
et al. [15] emphasized that privacy dashboards are not one-size-
fits-all, and should be tailored to the specific domain and tech-
nology. Thus, a privacy dashboard for voice personal assistants
should be designed and tested independently. Sharma et al. [31]
surveyed users of Google Voice Assistant, in particular, to
explore the specific needs and expectations of VPA technology
and controls while also designing an algorithm to classify
sensitive VPA interactions. However, these previous studies
have yet to design a working tool with enhanced features and
evaluate it in real world. We conduct a survey on VPA users
to understand user attitudes and expectations about the privacy
implications of VPAs and their associated privacy dashboards.
Based on the insights, we develop a new tool to help users be
aware of and control the collection of VPA interaction data in
a user-friendly and privacy-sensitive manner.

Privacy notifications inform users about the data collection
and usage policies of a system, product, or service. Previous

work looked into different methods to deliver notifications.
De Russis et al. [10] studied smartphone notifications, cat-
egorizing notification modalities based on accessibility level
which contains sight, hearing, and hands level. Zeng et al. [41]
designed mobile app notifications for access controls in the
multi-user smart home context. Little work has been done
on exploring different notification modalities. Voit et al. [35]
evaluated three different notification modalities (i.e., on-object,
on-environment, and on-smartphone notifications) during a
cooking session, showing that on-environment notifications
were perceived as the least disruptive. However, they only
focused on a specific activity (i.e., cooking) and did not
consider privacy notifications. Recent work also looked into
privacy notification preferences in smart homes [33] and smart
commercial buildings [23]. Thakkar et al. [33] surveyed users
and bystanders regarding their preferences for four ways to
send notifications about data practices in smart homes, i.e.,
visual signals (e.g., LED indicator), audio cues (e.g., voice
reminder), push notifications through associated apps, and
interactive web apps. These findings were based on hypo-
thetical scenarios presented in their surveys. Our work uses
experiments in which our users experience real examples, and
we also provide further findings about users’ reactions.

III. SURVEY: PERCEPTIONS OF VOICE INTERACTION
RECORDING

To better understand the awareness and concerns that users
have about voice personal assistants and their ability to record
conversations, we performed a survey on 100 VPA users. The
survey was designed to provide insights into the following
three research questions.

e S1: Awareness: Do users think that VPA devices record
interactions and allow users to review the interaction
history?

e S2: Actions: How do users actually review their interac-
tion history and do they think it is necessary to do so?

e S3: Expectations: What expectations do users have for
reviewing their interaction history?

The goal of these questions was to motivate both the creation
and the design of our Voice Interaction Extension. Qualitative
and quantitative analyses were performed on the survey results
to reveal user opinions and sentiments that are relevant to the
development of our extension. In this section, we describe
our recruitment strategy, survey design, response filtering, and
results. Our study was approved by our Institutional Review
Board (IRB).

A. Recruitment

We recruited 100 participants on Prolific! and used
Qualtrics? to build our survey. Participants were required to
be age 18 or older, live in the U.S., fluent in English, and
were VPA users. To ensure data quality, we made our survey
a one-time survey and available to participants with at least a
95% approval rate on Prolific. We paid each participant $1 for
completing our 5-minute survey.

Uhttps://www.prolific.com
Zhttps://www.qualtrics.com



We filtered out invalid responses such as incomplete
responses (including meaningless ones that the participant
entered only white spaces into all free-text answer boxes),
and responses that failed our attention checks®. When an
invalid response was removed, the spot would be open to new
participants.

B. Survey Instrument

Our survey consisted of the following three sections. The
detailed questionnaire is attached in Appendix A.

e VPA Usage. Participants were first asked which VPA
services they used and were presented with multiple
options, which they can select multiple (Amazon Alexa,
Google Assistant, Microsoft Cortana). Participants were
then asked how long they had been using VPAs and
how often they used them. Participants were also asked
questions about shared VPA devices in their households,
including how many people share the devices and who
they may share their devices with.

e Perceptions of Voice Interaction Recordings. This
section investigated the participants’ awareness of voice
and interaction history recording by VPA services and
usage of interaction history and management features.
First, participants were asked if they believed their VPAs
recorded their voice interactions. For those who believed
their VPAs recorded their voice interactions, we consid-
ered two types of interactions: intended and unintended.
Intended interactions are what the user means to say
to their VPAs, while unintended interactions are other
random conversations that the user does not mean to say
to their VPAs. In particular, participants were provided
with examples of both types of interactions (shown in
Appendix A). We then asked what types of interactions
they thought their VPAs recorded and whether they be-
lieved the service provider let them review the history
of intended, unintended, or neither type of interaction.
Next, participants were asked if they reviewed the history
of interactions recorded by their VPAs. Participants were
also asked to explain via a free-text response why they
did or did not review the history. Those who responded
that they did review the history were further asked ad-
ditional questions about how often they reviewed the
interaction history, which platforms they used to access
the interaction history, and their opinions on the process
of reviewing the interaction history. Besides, for the
participants who did not believe their voice interactions
were recorded by their VPA devices, we explained to
them that the VPA devices actually recorded their voice
interactions before asking about their preferences in the
next section described below.

e Preferences for Managing Voice Interaction Record-
ings. This section investigated the participants’ thoughts
on the importance of reviewing the voice interaction
recordings and their expectations. Participants were first
asked if they thought having the option to review the inter-
action history is necessary and what information/features
they would want from an interaction history page. Next,

3https://researcher-help.prolific.com/hc/en-gb/articles/360009223553-
Prolific-s-Attention-and-Comprehension-Check-Policy

we presented a real-world scenario where a personal con-
versation is recorded by a VPA (shown in Appendix A).
We were interested in their reactions to the scenario.
Additionally, to observe whether knowing that scenario
could happen would affect their decisions, we asked
the same set of questions about the need to review the
interaction history and what information they would want
to know again.

e Demographic Information. We asked for basic demo-
graphic information: gender identity, age, the highest
level of education completed, and comfort level with
computing technology.

C. Pretest

Pretesting via pilot studies is a common practice before
deployment to identify potential issues and biases in surveys,
such as priming wording or confusing questions [28]. We
followed an iterative review process with pilot studies of 20
participants to receive feedback and improve our survey design
accordingly until no issues arose.

We improved the wording of survey questions and made
important information clearer. For example, we highlighted
the context/examples presented to the participants to avoid
misunderstanding. We excluded the pretest data from our final
results to avoid biases.

D. Data analysis

Our data included multiple-choice (only 1 choice can be
selected), multiple-response (multiple choices can be selected),
Likert scale, and free-text answers. We conducted descriptive
statistics to report these quantitative data. Our analysis focused
on investigating the users’ perceptions of voice interaction
history and how the users manage their voice history. For
instance, we explored whether being aware of the recording
makes users think there is a need to review past interactions.

Free-text responses were independently coded by two re-
searchers using a codebook. We coded ten random responses
to construct the initial codebook and continued adding new
codes throughout the coding process. To ensure the quality and
inter-rater agreement, we discussed and finalized the codes as
a group to resolve conflicts.

E. Results

1) Demographics: Among the 100 participants, 52.0%
are male, 47.0% are female, and 1% are non-binary. Our
participants skewed towards young (42.0% are between 25 and
34), highly educated (58.0% completed Bachelor’s degrees or
above) people. Since our recruitment focused on VPA users,
our participants had a technology background and experience
with computing devices (18% are experts, 68% are advanced,
and 14% are intermediate). Table I presents the complete
demographic information of our participants.

2) VPA usage: The majority of participants used Alexa
(76 participants). 46 participants used Google Assistant and
7 participants used Cortana. Among all participants, 27 partic-
ipants used multiple platforms. Our participants were mostly
experienced users, which means they had been using VPAs for
1-2 years (30.0%) or more than 2 years (57.0%). Most Alexa



TABLE I: Survey Participants’ Demographic Information

Participants
(N=100)

5 Male 52

2 Female 47

& Non-binary 1
18-24 years old 24

© 25-34 years old 42

::0 35-44 years old 19
45-54 years old 8
55-64 years old 6
65-74 years old 0
75 years or older 1
Some high school 0

s High school graduate 12

= Some college 19

3 Associate’s degree (2-year college) 11

S Bachelor’s degree (4-year college) 33
Graduate degree (Masters, PhD, etc.) 25
(Expert) I can build my own computers, 18

- run my own servers, code my own apps,

P etc.

_g (Advanced) I know my way around 68

5 computers and mobile/IoT devices

= pretty well; I am the person who helps

= friends and family with technical prob-

& lems.

E (Intermediate) I know how to use com- 14

g puters and mobile/IoT devices to per-

O form my job and life responsibilities; I

often need technical help from others.
(Novice) Technology usually scares me. 0
I only use it when I have to.

participants used their devices at least once a day (86.8%).
Most participants (74.0%) had their VPA devices shared in
their households. The people that they shared their devices
with mostly included their spouse/partner, their parents, and
their kids.

3) Awareness of voice interaction recordings and the ability
to review them (SI): Participants were aware that VPAs
record their interactions (including the unintended ones),
but they did not think the service provider let them review
such unintended recordings. 78.0% of participants thought
that VPAs keep recordings of their interactions while the other
22.0% thought otherwise. For the participants who thought
VPAs keep recordings, we then presented an example of an
intended interaction (e.g., “Alexa, what’s the weather?”) and
an example of an unintended interaction (e.g., a sample con-
versation between you and your friend). We asked two follow-
up questions. First, we studied what type(s) of recordings
(intended and unintended) the participants thought VPAs keep
recordings of. Most of them (85.9%) thought that VPAs keep
recordings of both intended and unintended interactions, while
the remaining 14.1% thought that VPAs only record intended
interactions. Second, we asked the participants whether they
thought the service provider allowed them to review the
recordings of intended and/or unintended interactions. 41%
thought they could review only intended interactions. 34.6%
thought they were not allowed to review anything. Only 24.4%
thought they could review the history of unintended interac-
tions. Additionally, of the 85.9% who thought that VPAs keep
recordings of both intended and unintended interactions, only

28.4% thought they were allowed to review the unintended
recordings. We further found that, of the 14.1% who thought
that VPAs only record intended interactions, 27.3% thought
they were not allowed to review anything.

4) How users actually review their interaction history and
whether they think it is necessary to do so (S2): Participants
thought it was not necessary to review the interaction
history or did not know they could do that. For the
participants who thought VPAs record their interactions, we
explored whether they actually review the recordings and how
they do that. We found that most (76.9%) did not review the
recordings. We further asked our participants to explain why
they reviewed or did not review the recordings via free-text
responses. We found the main reasons for reviewing were
privacy concerns and curiosity:

“I wanted to make sure that wasn’t anything too embarrass-
ing being recorded as well, but mainly I wanted to know
what they were collecting. (P49)”

“l was curious what they sounded like and what was
recorded. (P60)”

Other reasons include confirming the accuracy (16.7%), giving
user feedback to service providers (11.1%), or just for fun
(5.6%). Figure 1 shows the percentage of responses for each
reason to review the history.

Reasons to review voice interaction history

Privacy
Curiosity 55.6%

Confirm Accuracy

Reasons

For Fun

Give Feedback

0% 20% 40% 60% 80% 100%
Percent of participants

Fig. 1: Participants’ reasons for reviewing their voice interac-
tion recordings.

For why participants did not review, we found the main
reasons to be the lack of awareness (i.e., did not know that they
could review) (25%) and that participants thought it was not
necessary (60%). Other reasons include lack of time (13.3%),
thinking the interface is difficult to use (6.7%), having trust
in the service provider (3.3%), and thinking it causes anxiety
(1.7%). Figure 2 shows the percentage of responses for each
reason not to review the history.

Participants rarely reviewed their recorded interac-
tions. For the participants who reviewed the interactions,
82.4% reviewed once a month, and 17.6% reviewed once a
week. Our participants were more familiar with the mobile
app (61.1%) than the website (33.3%) when we asked how
they would access the interaction history page.



Reasons not to review voice interaction history

Interface is hard to use 6.7%

Causes anxiety 1.7%

2 Not necessary 60.0%
2
2 Trust in service provider 3.3%
Lack of time 13.3%
Don't know that it is possible 25.0%
0% 20% 40% 60% 80% 100%

Percent of participants

Fig. 2: Participants’ reasons for not reviewing their voice
interaction recordings.

Participants hardly ever deleted their recorded inter-
actions. For the participants who reviewed the interactions,
44.4% never deleted, 33.3% sometimes deleted, 5.6% deleted
about half of the time, 5.6% deleted most of the time, and
11.1% always deleted. We further asked the participants to
tell us what types of interactions they would delete. Their main
targets to delete were unintended interactions (including ones
that may contain sensitive info) or everything:

“Anything that was not an intended interaction, i.e., where
it thought it heard its name being called and then listens
in to what is being said in response. (P8)”

“Embarrassing queries. (P56)”

“Private search. (P46)”

One participant mentioned deleting old records before a certain
date:

“I sometimes delete older recordings. (P64)”

Participants were surprised that a private conversa-
tion could be recorded by VPAs and expressed privacy
concerns. Before we presented an example of an unintended
conversation recorded by an Alexa device, 83% of participants
thought that it was necessary to have an option to review
their voice interaction history. We explored the correlation
between thinking VPAs record interactions and thinking it is
necessary to have the option to review the interactions. Among
the participants who thought VPAs record interactions, 88.5%
also thought it was necessary to have the option to review the
interactions. On the other hand, among the participants who
did not think VPAs record interactions, only 63.6% thought it
was necessary to have the option to review the interactions.
This difference is statistically significant (x?> = 7.495,df =
1,p < 0.05). We then explored why the other 36.4% did not
find it necessary. The majority of them (82.4%) did not think
it was important or beneficial; 11.8% said it would take too
much time and effort to review the interactions; 5.9% were
not concerned about the recordings. One participant further
mentioned the lack of motivation for the service providers to

provide such a feature:

“I think companies can still successfully sell their products
without needing to let us review the history. (P22)”

After we presented an example of an unintended conversation
recorded by an Alexa device, 58% of participants were sur-
prised and concerned about it:

“This would actually be concerning to me...this is an
example I had not thought of. (P32)”

“I think it is wrong that it records when not spoken to.
(P60)”

“This could pose a big threat to privacy personally and
professionally if someone hacked into your recordings.
(P99)”

After seeing the example, the percentage of participants who
thought it was necessary to have an option to review their voice
interaction history raised from 83% to 92%.

5) Expectations (S3): Participants found it difficult to
search for a record in the interaction history. Figure 3
shows the difficulty level that our participants selected for
each task. Other than searching for a record, accessing the
history interface or reviewing a record could also potentially
be improved. The main problems they mentioned are that it is
time-consuming and difficult to find certain records they want.

B vVeryeasy Easy Neither easy nor difficult Difficult [l Very difficult

Accessing the

history page 50.0% 11.1% 16.7% 0.0%
Sear(hlnsgf:urr: 22.9% 33.3% 0.0%
Reviewing a record 44.4% 16.7% 16.7% 0.0%
Deleting a record 38.9% 22.2% 11.190.0%

Deleting all records 27.8% 33.3% 11.1% .
50% 5% 100%

Fig. 3: Participants’ opinions about how easy or difficult for
them to review their voice interaction recordings.

Transparency is important. As mentioned above, the
majority of participants wanted to have the option to review
their voice interaction recordings. We asked the participants to
report what information about the recorded interactions should
be provided and/or highlighted. Figure 4 summarizes the de-
tails about the voice interaction recordings that the participants
thought should be highlighted. In particular, we found that
the participants preferred to know all possible info about the
recordings. Some other important details about the recordings
that need to be highlighted include the date, duration, what was
recorded, whether the interaction was unintended or intended,
transcript, sensitive info, what triggered the recording, and



if/when the recordings will be deleted. A participant also
suggested highlighting common phrases to help with filtering:

“Maybe highlighting some of the most commonly used
phrases can help users see what they say most to the
assistant or can help filter these out if the user is looking
for something less commonly said. (P93)”

Wanted details of the interaction recordings

35%
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Fig. 4: Participants’ suggestions for what details about the
voice interaction recordings need to be highlighted.

IV. PROTOTYPE: HELPING USERS MONITOR VOICE
INTERACTION HISTORY

Our survey showed that users were unaware of the unin-
tended interaction recordings stored by their VPAs. Although
users wanted to have control over this data collection, they
found it difficult to do that effectively. To get more in-depth in-
sights into how users manage their device’s data collection and
their preferences, we built a browser extension to help users
monitor their voice interactions with voice personal assistants.
In this section, we describe the design and implementation
of our VPAWatcher prototype, focusing on two dominant
platforms: Amazon Alexa (voice assistant) and Philips Hue
(smart light), as a proof-of-concept. VPAWatcher can be further
developed to support more platforms in the future.

A. Overview

We build VPAWatcher (Figure 5) to be a browser extension
that is easy to use and does not require a complex installation
process. Our goal is to make the extension as simple as
possible for users to easily understand how to use it. The
main task for our extension is to continuously monitor the
recordings of voice interactions done by VPAs. To achieve
this, the extension runs in the background to identify new
interactions recorded in real time. Users can also review past
records.

When starting, VPAWatcher will first check if it can
connect to the user’s VPAs. The user will be prompted to
have their VPA accounts logged in on their browser if needed.
After successfully connecting to the user’s VPAs, VPAWatcher
is ready to serve. The features are outlined as follows:

VPA Watcher

A fast, lightweight extension to help you manage your
voice records. You will receive real-time notifications about
suspicious/unintended records.

VPA Watcher

A fast, lightweight extension to help you manage your
voice records. You will receive real-time notifications about
suspicious/unintended records

1. Select notification method for suspicious records.

_— . Notification method: ~ Push notification v
1. Select notification method for suspicious recards.

2. Click "Start Monitor” to monitor your voice records.
Notification method: = None v

2. Click "Start Monitor” to monitor your voice records.

" ) € Real-time monitaring...
Start Monitor ‘
‘ ) C Retrieving past records..

3. View dashboard to review the stored records. 3. View dashboard to review the stored records.

= =

Terms and Conditions Terms and Conditions

(a) Idle (b) Monitoring

Fig. 5: Main user interface of VPAWatcher.

B. Retrieving Past Voice Interaction Records

VPAWatcher automatically sends fetch requests to collect
all available voice interaction records of all VPA devices
registered under the connected user account. The user can
view such records in a dashboard interface that will be detailed
below.

C. Setting Notification Channel

VPAWatcher employs two notification channels for the
users to select: push notification and smart light notification.
Users can also select “None” turn off all notifications. In our
current prototype, the push notification method will pop up
notifications on the current device. However, a setting can be
added to allow the user to set up which device to receive push
notifications in case they have multiple devices. The smart
light notification method requires a one-time user authorization
because VPAWatcher will control the user’s smart light devices
to deliver notifications. This one-time user authorization is
automated by VPAWatcher to make it easy for non-experts.
To initialize the process, the user first clicks a “Set up”
button on VPAWatcher user interface. VPAWatcher will send
a permission request to the smart light hub and inform the
user to grant permission by pressing the button on the hub.
Once the user presses the button on the hub, the authorization
is done. A private key is generated for VPAWatcher to use
to control all the connected smart lights. The user can select
which smart light device to use for notifications if there are
multiple devices.

D. Monitoring Voice Interactions in Real-time

VPAWatcher continuously monitors the user’s voice inter-
actions with all devices connected to the user’s VPA account
in real-time. By default, a fetch request is sent every second to
check if there is any new interaction getting recorded. If a new
interaction record is marked as unintended or “audio could not
be understood”, VPAWatcher will deliver a notification to the
user. It is important to note that speech recognition or detecting
unintended interactions is not a focus of our paper. Some
studies have looked into how to detect unintended interactions



or accidental activation [11], [30]. In our study, VPAWatcher
leverages Amazon Alexa’s built-in detection.

E. Voice Interaction History Dashboard

The interaction records from all connected VPA devices
were fetched and stored in a local IndexedDB instance. The
database is updated in real-time with the monitoring feature
described above. VPAWatcher includes a dashboard page to
present all the records to the user (Figure 6). The dashboard
provides statistics on how many total records the users have
across all devices and how many of them were marked as
unintended or “audio could not be understood”. The user can
easily search through records, show only unintended records,
and filter specific records of interest using keywords, device
names, timestamps, etc. There is also a delete button for each
record, which essentially sends a request back to the VPA
account to remove the record when clicked. However, in the
interview study (Section V), VPAWatcher only does a mock
deletion to preserve the participants’ data.

Total Number of Records: 158
Number of Suspicious Records: 53

RecordID Time v Conversation Intent

Select intent v

ABBSINHTWY3IT1686 . o
532489000¥A2U215RK4
QGSE1#G091AA132125

04AE

1 . _— GetContentintent
18:14:49

ABBSINHTWY31TJ#1686 .
2023-06
532483017#A2U215RK4 ,
n WAKE_WORD_ONLY
QGSET#G091AA132125 )
18:14:43
04AE

A3BSINHTWY31T}#1686
2023-06-
514142378#A2U215RK4
1 QAintent
QGSET#G091AA132125
X 13:09:02
04AE

Fig. 6: Dashboard interface example showing past voice inter-
actions with the devices.

F. Limitations

VPAWatcher is developed as a browser extension, which
requires a browser to be running for it to work. However, given
that browser is an essential application nowadays for daily
usage, it should not be a burden on users. At the time of
writing, for this study, our tool only supports Amazon Alexa
and Philips Hue devices, which are in fact dominant platforms.
Our tool can be developed to support other platforms in the
future.

V. INTERVIEW: VOICE INTERACTION RECORDING
CONTROL AND NOTIFICATION

To explore how people manage their voice interactions with
the devices and their notification preferences, we conducted
semi-structured interviews with 10 participants who are Alexa
users. Since our study investigated notifications using smart
lights, we recruited participants who also used smart light
devices. Our study protocol was approved by our Institutional
Review Board (IRB).

Our goal for the interview study is to answer the following
questions.

e I1: How do users manage their voice history?

e I2: Preferences for the modality of notification (push or
light) and impacts?

e I3: Is there a need for a tool to help manage voice history
and what are the expectations?

A. Recruitment

We recruited 10 participants from Prolific. Our participants
must own an Alexa device, must have a Philips Hue setup, and
have experience with the devices. The participants need to be
willing to use their devices and use our browser extension in
the study. The participants also need to be at least 18 years
old and be English speakers.

We posted our study on Prolific and used a screening survey
for the participants to confirm that they met our qualification
criteria. The screening takes less than 1 minute to complete
(including the time to read information about our study),
and the participants received $0.15 each regardless of their
qualifications. We proceeded with 10 qualified participants
who agreed to participate. All 10 participants completed our
main study and were compensated $15 each.

Among our 10 participants, 7 were male and 3 were female.
Our participants were fairly young: 2 were in 18-24 age group,
6 were in 25-34, 1 was in 35-44, and 1 was in 45-54. Most
are highly educated and comfortable with technology. Our
participants have been using Alexa for at least one month. Most
have been using it for more than 2 years. Table II presents the
demographic information of our participants.

TABLE II: Demographic information of our 10 interview
participants.

Age Gender Education Comfort with technology Alexa experience
P1 25-34 Male Bachelor’s degree High 1-6 months
P2 18-24 Male Associates degree High 1-6 months
P3 25-34 Male Bachelor’s degree Very high 2+ years
P4 35-44 | Female Graduate degree High 2+ years
P5 25-34 | Male Graduate degree High 2+ years
P6 18-24 | Male High school graduate High 2+ years
P7 45-54 | Female Bachelor’s degree High 1-2 years
P8 25-34 | Male Bachelor’s degree Low 2+ years
P9 25-34 Male Graduate degree High 2+ years
P10 25-34 Female Bachelor’s degree Low 2+ years
B. Design

Our semi-structured interview included several phases as
follows.

1) Onboarding: We first instructed the participants to in-
stall VPAWatcher. The participants were also given a tutorial
video (1 min) for reference. After the installation, we asked
the participants some background questions about how they
have been using their Alexa devices. These questions include
how long they have been using Alexa, how often they use
Alexa, what features, and if their devices are shared. Next, we
asked if they thought Alexa recorded their voice interactions
and how they reviewed the records. We also asked if they had
any expectations for reviewing the records.

2) Experiment & open-ended discussion: The participants
were asked to use VPAWatcher to check their past interac-
tion records. Next, the participants were asked to do some
interactions with their Alexa device while VPAWatcher was
monitoring. The interactions include built-in functionality (e.g.,
“What is the weather?”), third-party skill (e.g., “Ask dad jokes



to tell me a joke”), waking Alexa up with the wake word
while making some background sounds or conversations, and
telling a short story with the wake word in it. Our goal was to
trigger at least one unintended recording. This same task was
repeated for both push notification and smart light notification
mode. The participants thought out loud, let us know what
actions they did, and gave us any opinions or questions they
had during the entire experiment.

3) Exit questions: After the experiment, we asked some
exit interview questions to evaluate the user experience and
collect further comments from the participants. These ques-
tions include how difficult it is to use VPAWatcher, what they
like/don’t like, the need to review their interaction history, the
need for a tool to assist with that, and any further comparisons
of push and light notifications.

At the end of the interview, we collected basic demo-
graphic information and asked the participants to report (if
they were comfortable doing it) the total number of records
and the number of unintended records they have (shown on the
VPAWatcher’s dashboard). All but one participant reported the
statistics.

C. Data Analysis

All interviews were recorded via Zoom upon participants’
consent. Two researchers manually checked the transcripts
to correct errors/discrepancies. We then conducted a content
analysis with an open coding method guided by our research
questions to identify themes and draw conclusions from the
collected data.

D. Results
In this section, we detail our findings from the interviews.

1) How do users manage their voice history? (I1): All
participants knew Alexa records voice interactions. However,
they rarely reviewed the interactions. Most were familiar with
the mobile app interface and were not aware of the website
interface. Only P7 mentioned using the website interface
before but it took them a lot of effort to get to it. All of them
expressed some curiosity about what was recorded. However,
their concerns were that there were too many entries without
any filters and Alexa did not notify of any unintended records
its built-in detection discovered:

“So many entries, there was no good way to look through
the records. (P2)”

“So many entries. The sensitive ones might be really buried
and hard to get to. This needs some tool to help with that.
(P7)7’

Most participants (all but P3) were surprised about the un-
intended records they had. VPAWatcher gives statistics on
how many unintended records and total records the user has.
Seven participants reported their number of unintended records
and total records to us. Our participants had a noticeably
high amount of unintended records (6-25% of total records).
Table III gives the statistics on how many unintended records
each participant had.

TABLE III: Seven interview participants reported their num-
ber of unintended records and total records (shown by
VPAWatcher) to us. The percentage of unintended records is
noticeable. Our participants have 6-25% unintended records.

P1 P2 P4 P5 P6 P7 P8
Unintended records 120 40 2,626 725 223 3,751 2,524
Total records 1,614 370 10,411 11,098 1,394 15,836 11,179
Percentage 7.4% 10.8% 25.2% 6.5% 16.0% 23.7% 22.6%

We found that there were cases where an interaction was
“secretly” recorded. This means the participants did not notice
that they were being recorded due to no feedback or responses
from their Alexa devices:

“For some of these I remember hearing random responses
back from Alexa but for the others, I didn’t notice the
activation. (P2)”

2) Preferences for the modality of notification (push or
light) and impacts? (12): Our participants are used to the
traditional push notification method. Most (all but P4) haven’t
heard of notifications using smart light devices before. P4
reported that they used their smart lights to notify them of
delivery or if someone is at the door:

“I have used light to notify us of stuff. If the lights change
we know somebody is at the door. we also use it for
deliveries. It’s pretty helpful. (P4)”

Participants like the idea of smart light notifications:

“So I find the light notifications would be way more helpful
because they work all the time, even if I'm not on a
computer or phone. (P4)”

“Light notifications would be easier to know when it's
happening. (P6)”

Push notifications allow retrospective:

“In case I miss something, I can check back later because
the push notification is still there. (P9)”

However, push notifications could be easily ignored if there
are multiple other notifications at the same time, while smart
lights are more obvious and easy to catch attention:

“Light notification would get your attention because like
these days like it, so many notifications on my phone. Even
if it was a notification sound, it’s so easy to ignore it, cause
it’s just another call or text or unnecessary one, right?
(P7)”

“I would appreciate the lights more if I wouldn’t be with
my push notification device at all times when a suspicious
activity happens. (P2)”

Our participants also pointed out that smart light notifications
could be disruptive or annoying sometimes. Some participants
thought the light notifications may disrupt their activities:



“I haven't seen light notification in practice before. Maybe
for very critical incidents, it’s helpful. But If there are too
many notifications or false alarms, it might be disruptive
instead of informative. (P3)”

“The light could be disruptive in my professional duties.
(P5)79

“Smart lights could be disruptive especially when I'm
sleeping. However, it may catch my attention better if
there’s some serious thing happening. (P8)”

Some participants (P3, P8, P10) preferred smart light notifica-
tions only for highly critical incidents:

“I prefer light notification in important cases. For normal
cases, the push notification is good enough. (P3)”

A combination of both push and smart light notification
methods is recommended. All participants but P5 thought it
would be helpful to have both options to support each other:

“I like the idea of a combination of different notification
methods. It’s flexible depending on the context like where
I'm currently at when it happens. (P7)”

P9 thought it would be helpful to set up light notifications for
specific rooms:

“I think we could have both options. Maybe light notifica-
tion in other rooms if I can easily set that up would be
nice. (P9)”

This suggests that smart light devices can be set up strategi-
cally to facilitate flexible notifications.

3) Is there a need for a tool to help manage voice history
and what are the expectations? (I13): It is necessary to review
the recorded interactions but an automated tool would be
required. After the participants used VPAWatcher, we asked
them to rate the usability of our tool and whether they would
be interested in using it in the future. The result shows that
participants found it easy to use and most would use the tool
again in the future. Figure 7 and 8 present specific details about
participants’ ratings for the usability of VPAWatcher.

Next, we will detail the suggestions that participants had
for the tool. First, participants suggested having more notifi-
cation settings. For example, flexible settings for smart light
notifications (color, brightness, etc.) would be helpful:

“Maybe provide some settings to change the color to a
specific color. (P2)”

However, this could potentially be cumbersome to some users:

“I like the light notification but it might be confusing to set
up if I have many lights. (P7)”

“Light notification would be helpful to notify me of serious
events but I don’t want to do complicated settings. It could
be annoying to do the setup. (P10)”
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Fig. 7: Participants’ ratings for how easy or difficult to use our
tool.
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Fig. 8: Participants’ ratings for how likely they will use such
a tool to manage their voice interactions with the devices in
the future.

Therefore, it is important to design the settings to be easy to
understand and not time-consuming.

Notifications should go along with some recommended
actions. Some participants were not sure about what they could
do with the unintended records:

“I don’t know what to do next after seeing the records.
(Pj))’?

It is not transparent what controls they have with their data:

“I resigned myself to the fact that Amazon owns my data
at this point. I had no idea that I had any right to even
delete this. (P5)”

Thus, more suggestions or explanations for the users to under-
stand their controls and the risks would help. Furthermore, P1
was clicking on the notifications hoping to get quick access to
the dashboard from the notifications.

All participants would like to have automated deletions for
the unintended records. The main reason was that there would
be too many records to review:



“Feels like you’d have to have some kind of service, some
kind of watchdog saying you really don’t need the records
beyond this point because there’s a lot of data to review.
(P7)79

P3 and P8 wanted to have the option to confirm before the
automated deletions happen. P4 and P5 suggested having
more options to delete automatically, e.g., all records from
today or within a time range. Participants wanted a quick and
convenient way to delete the unintended records:

“I want 1 click to delete suspicious records automatically.
(Pj))??

“It can automatically delete unintended records for me
because if it picks up every sound all day long, who wants
to go through all of them? (P7)”

P2 wanted an option to just delete everything automatically or
simply a checkbox to opt out of the data collection.

VI. DISCUSSION

This section details the implications of our paper, the
ethical considerations, the limitations of our work, and our
future directions.

A. Implications and Call for Action

In this paper, we studied how users perceive the recordings
of their voice interactions with their VPA devices. Our findings
suggest the following implications and a call for action to
improve users’ awareness of VPA services’ data collection.

1) Voice-controlled devices’ data collection is not trans-
parent to users.: As shown in our study, although users know
that the devices store data about their interactions, they are
not aware of the unintended interactions being recorded. It is
also unclear to users how the stored data will be used. This
lack of transparency problem raises privacy/trust concerns and
discomfort while around the devices:

“I think its a bit scary because we trust so much in these
companies. (P4)”

“It is kinda creepy that the voice assistant records all of it.
I didn’t even know that. (P10)”

Therefore, it is important to improve the privacy info commu-
nication about the data collection practices and provide robust
privacy controls to users.

2) A real-time monitoring tool is necessary.: Currently,
there is a lack of usable tools to help VPA consumers effec-
tively manage their interactions recorded by voice-controlled
devices. The interfaces provided by service providers like
Amazon Alexa lack transparency and many key features as
shown in our study. Therefore, the development of a real-
time monitoring tool like our VPAWatcher to manage voice
data collection of devices and notify users about unintended
recordings is crucial in ensuring privacy and trust. With the
help of such a tool and its immediate notifications, users
can be promptly made aware of potential privacy risks and

11

take appropriate actions to mitigate the risks. Additionally, it
helps improve the transparency in the use of voice-controlled
devices because users can better understand when and how
their interactions are recorded, which will make users more
comfortable being around the devices.

3) The usability of ambient light notifications and combina-
tion of different notification modalities.: Smart light notifica-
tions offer some advantages over traditional push notifications
thanks to their unique ability to integrate seamlessly into our
physical world. Unlike push notifications that are confined to
digital screens or audio alerts, smart light notifications provide
a visual and ambient means of conveying information, which is
more intuitive. Whether it is a pulsing light effect to indicate a
new event or a dynamic color shift to denote a critical incident,
smart lights offer a more creative way to receive notifications.
We can strategically place the lights throughout our living
spaces, enabling notifications to be received from anywhere we
want. However, push notifications provide retrospective, which
allows users to check back later if they miss a notification,
e.g., when sleeping or not at home. Previous work [23], [33],
[38], [34], [14] showed the need for a flexible notification
strategy and that a one-size-fits-all solution would not work
well in smart environments. Therefore, we envision a future
notification system design that combines different modalities
to support each other and allow users to have more flexible
settings.

B. Ethical Considerations

We worked closely with our IRB to ensure our study pro-
tocol was in good shape. We made it clear to the participants
that the participation was voluntary and that they were allowed
to withdraw from the study at any time without penalty. Their
responses will not be linked to their identity. We also asked
our participants to freely discuss any concerns they might have
about the study. Our participants did not have any concerns.

C. Limitations and Future Work

First, our user studies have some limitations due to self-
reported data. We conducted several checks to mitigate the
bias. In particular, we cross-checked participants’ answers to
ensure their responses were consistent, indicating a satisfactory
level of trustworthiness regarding their opinions.

Our extension prototype in this paper only supports Alexa
devices and Philips Hue devices. Thus, participants in our user
studies were required to have devices from these platforms.
However, this does not undermine our findings because Alexa
and Philips Hue are dominant platforms. Our extension can be
extended to support more platforms in the future. In addition,
our tool needs permission to access the interaction history
of the VPA devices and to control the smart light devices.
However, our participants did not have concerns about such
permissions and the setup is automated with just a few clicks.
A further limitation is that the participants in our interview
only interacted with a tool for a short amount of time. It is
possible that using it long-term might present additional issues,
such as having too many conversations to review without
further guidance. Our future work can deploy the extension
on a larger scale with more users and usage time, which then
can facilitate some longitudinal measurements of consumers’
privacy behaviors.



The data from user studies are self-reported by the partici-
pants, which means the responses might be biased due to social
desirability [16]. To mitigate it, we tried to use neutral wording
for our questions. We implemented attention checks to filter out
inattentive participants from our survey. Furthermore, our user
study protocol included incentives for completion, which might
cause a bias. However, we reviewed the responses and only
considered valid ones in our results. We believe that the quality
of the data reported in this paper is not a problem as we tried
our best to address the limitations. Besides, our user studies in
this paper focus on Alexa users in the US, which is the largest
user base. Our sample was from Prolific’s pool of participants.
Although we cannot guarantee generalizability, our findings
give a lot of useful insights from the users’ perspectives. We
also did not investigate cultural factors. As more countries
and regions adopt smart home technology, future studies can
explore cross-cultural perspectives. For example, our findings
regarding users’ perceptions of unintended interaction record-
ings can be further extended to identify the differences based
on different social and cultural norms.

Our research is a necessary step toward improving user
awareness in the world of always-listening smart devices.
Future research can look into designing personalized noti-
fication systems for privacy notices and incidents in smart
environments.

VII. CONCLUSION

Smart home and IoT applications are becoming more
popular in urban areas around the world. Such technologies
often include a lot of data collection to facilitate. One popular
technology is voice-controlled devices (which include Alexa-
enabled voice assistant devices). These devices record a history
of users’ voice interactions. The recorded interactions could
be either intended or unintended. This is a potential privacy
concern to users but is underexplored. Therefore, our goal in
this study was to understand the users’ privacy perceptions of
this voice data collection and their preferences for managing
unintended records. Our results showed most users did not
review their voice interactions and were not aware of the un-
intended interactions getting recorded. Users initially thought it
was not necessary to review their voice interactions. However,
they were surprised to see the unintended recordings and more
users wanted the ability to review their interaction history.
Thus, data transparency is very important. We also identified
the key designs for a user interface to help with reviewing
the voice interaction data and how to deliver real-time privacy
notifications. Our proposed tool can help users effectively con-
trol their voice data recorded by voice-controlled IoT devices.
Our findings will help guide the design and implementation of
privacy-related notifications in smart homes.
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APPENDIX
Usage

1. Which type of voice assistants do you use? (Choose
all that apply)
O Amazon Alexa
O Google Assistant
O Microsoft Cortana
O None of the above

2. How long have you been using voice assistants?
0O Less than a month
O 1-6 months
O 7-12 months
O 1-2 years
O More than 2 years

The following question was asked for each of the voice

assistants below.

e Amazon Alexa
e Google Assistant
e Microsoft Cortana

3. How often do you use the following voice assistants?
O Never



O Once a month

O Once a week

O Once a day

O 2-10 times a day

O More than 10 times a day

. Do you own voice assistant device(s) in your home
that are shared among multiple people?
O Yes
O No

. How many people use your voice assistant device(s)
in your home?
1 (Only I use my device(s))

[\

O

a

o3

o4

O 5 or more

. Please indicate people that you share your voice
assistant device(s) in your home with. (Choose all
that apply)

My parent(s)

My grandparent(s)

My spouse/partner

My kid(s) - aged 1 to 13

My kid(s) - aged 14 to 18

My sibling(s)

My relative(s)

My guests (e.g., friends, visitors)

My housemate(s) or roommate(s)

Other (please specify)

None. Only I use my voice assistant device(s)

Oooooooooooo

B. Perception and Experience

7. Do you think that voice assistants keep recordings
of your interactions?
O Yes
O No

If "No” to Q7, skip to the end of subsection.

Participants were then shown the following examples:

e Example of an intended interaction: You say, “Alexa,
what’s the weather”, and Alexa responds with the weather
info.

e Example of an unintended interaction: You and your
friend are talking to each other about “going out for dinner
this weekend”, and the nearby Alexa responds with some
restaurant suggestions.

8. How do you think the voice assistants keep record-
ings of your interactions?

O The voice assistants keep recordings of BOTH the
interactions that are intended and unintended for
them.

O The voice assistants keep recordings of ONLY the
interactions that are intended for them.

9. Which of the following do you think is available for
voice assistant users? (Choose all that apply)
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10.

O The voice assistant service provider allows me to
review the history of all intended interactions with
my voice assistant.

O The voice assistant service provider allows me to
review the history of all unintended interactions with
my voice assistant.

O The voice assistant service provider does not allow
me to review the history of any of my interactions
with my voice assistant.

Do you review the history of interactions recorded
by your voice assistants?

O Yes

O No

If ”Yes” to Q10:

11.

Please briefly explain the reasons why you review
the history of interactions recorded by your voice
assistants.

If ”Yes” to Q10:

12.

How often do you review the history of interactions
recorded by your voice assistants?

Never

Once a month

Once a week

Once a day

2-10 times a day

|
O
O
O
O
O More than 10 times a day

If ”Yes” to Q10:

13.

How do you review the history of interactions
recorded by your voice assistants? (Choose all that
apply)

O Website

O Mobile App

O Other:

If ”Yes” to Q10:

14.

How often do you delete interaction records in
the history of interactions recorded by your voice
assistants?

O Never

0O Sometimes

O About half the time

O Most of the time

O Always

If ”Yes” to Q10 and not "Never” to Q14:

15.

What kinds of interaction records do you delete?

If ”Yes” to Q10:

16.

How often do you delete ALL interaction records in
the history of interactions recorded by your voice
assistants?

O Never

O Sometimes



O About half the time
O Most of the time
O Always

The following question was asked for each of the actions
below.

Accessing the history page
Searching for a record
Reviewing a record
Deleting a record

Deleting all records

If ”Yes” to Q10:

17. What do you think about the process of reviewing
the history of interactions recorded by your voice
assistants?

O Very easy

O Easy

O Neither easy nor difficult

0O Difficult

O Very difficult

18. Any other comments you have about the process
of reviewing the history of interactions recorded by

your voice assistants?

If "No” to Q10:

19. Please briefly explain the reasons why you do not
review the history of interactions recorded by your

voice assistants.

C. Preference

Participants who answered "No” to Q10 were shown the
following notice before further questions were asked.

e In fact, the voice assistants actually keep recordings of
your interactions. Please answer the following questions.

20. Do you think it is necessary to have an option to
review the history of interactions recorded by your
voice assistants?

O Yes
O No

If Yes to Q20, ask:

21. What information about the recorded interactions
do you think should be provided and/or highlighted
in the interaction history page?

If No to Q20, ask:

22. Please briefly explain the reasons why you think it is
not necessary to have an option to review the history
of interactions recorded by your voice assistants.

Participants were then shown the following example:
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e Here is a real example from the experience of a user
with his Alexa device. Please read it carefully and
answer the follow-up questions.

e The user had his Alexa device in his office. One day he
was curious and checked a few recent interaction records
in the interaction history page of his Amazon account.
He found that there were some records of what he spoke
to his colleagues in an online meeting. These records
included audio recordings that he could play back.

23. Given the example, do you think it is necessary to
have an option to review the history of interactions
recorded by your voice assistants?

O Yes
O No

If Yes to Q23, ask:

24. What information about the recorded interactions
do you think should be provided and/or highlighted
in the interaction history page?

If No to Q23, ask:

25. Please briefly explain the reasons why you think it is
not necessary to have an option to review the history
of interactions recorded by your voice assistants.

26. Other thoughts you have about the example?

D. Demographics

27. Which gender identity do you most identify with?
O Male
O Female
O Other:
O Prefer not to answer

28. What is your age?
18-24 years old
25-34 years old
35-44 years old
45-54 years old
55-64 years old
65-74 years old

75 years or older
Prefer not to answer

OoooDooooOoog

29. What is the highest level of education you have
completed?

Some high school

High school graduate

Some college

Associate’s degree (2-year college)

Bachelor’s degree (4-year college)

Graduate degree (Masters, PhD, MD, JD, etc.)
Other:
Prefer not to answer

OoooDooooog

30. Please select the statement that best describes your

comfort level with computing technology.



I can build my own computers, run my own servers,
code my own apps, etc.

I know my way around computers and mobile/IoT
devices pretty well; I am the person who helps friends
and family with technical problems.

I know how to use computers and mobile/IoT devices
to perform my job and life responsibilities; I often
need technical help from others.

Technology usually scares me. I only use it when I
have to.
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