



























































	Introduction
	Main Results
	Motivation and Related Works 
	Organization

	Controlled Stochastic Gradient Descent for Covert Optimization
	Controlling the Stochastic Gradient Descent using a Markov decision process
	Finite Horizon Markov Decision Process
	Infinite Horizon Constrained Markov Decision Process
	Structural Results
	Structured Policy Gradient Algorithm
	Alternative discrete optimization formulation for threshold identification

	Hate speech classification in a federated setting
	Numerical Results
	Demonstration of MDP framework on Covert Optimization in Hate Speech classification
	Convergence of SPGA algorithm and numerical structural result


	Conclusion
	Appendix A: Experimental Parameters and Methodology
	Dataset and Preprocessing
	Architecuture, training hyperparameters, and loss functions
	Markov decision process parameters
	Additional benchmark experiments on MNIST dataset
	Varying eavesdropper parameters
	Results on FedSGD
	Varying Markov chain parameters

	Discussion on a policy without any stochastic considerations and possible limitations of the optimal policy
	SPGA algorithm parameters and additional experiment
	Tradeoff between convergence and obfuscation
	Note on Arrival State Space

	Appendix B: Proofs
	Proof of Theorem 1
	Proof of Lemma 2
	Proof of Corollary 1

	Proof of Lemma 1
	Proof of Theorem 2
	On threshold structure of average Lagrangian cost optimal policy


