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QUASIMODE CONCENTRATION ON COMPACT SPACE FORMS

XIAOQI HUANG AND CHRISTOPHER D. SOGGE

Abstract. We show that the upper bounds for the L2-norms of L1-normalized quasi-
modes that we obtained in [9] are always sharp on any compact space form. This
allows us to characterize compact manifolds of constant sectional curvature using
the decay rates of lower bounds of L1-norms of L2-normalized log-quasimodes fully
resolving a problem initiated by the second author and Zelditch [15]. We are also
able to characterize such manifolds by the concentration of quasimodes near periodic
geodesics as measured by L

2-norms over thin geodesic tubes.

In memoriam: Steve Zelditch (1953-2022)

1. Introduction and main results.

There are many ways of measuring the concentration of eigenfunctions and quasimodes
on compact manifolds (M, g) some of which may be sensitive to the underlying geometry,
such as curvature assumptions. See, e.g., [13]. A standard way is through the growth
rate of the Lq(M) norms of Lp-normalized modes. Since the manifold is compact this is
only of interest when q > p. Another method, which has been studied by several authors
over the last decade or so, starting with the second author and Zelditch [16], is through
L2-norms over small sets, especially geodesic tubes.

Typically one works with L2-normalized modes and so, for the first way of measure-
ment, one often takes p = 2. There now are sharp estimates in this case for log-quasimodes
through the works of Bérard [1], Hassell and Tacy [8] and the authors [9].

To describe these results, if ·(») * (0, 1] let

(1.1) V[»,»+·(»)] = {Φ» : Spec Φ» ¢ [», »+ ·(»)]},
be the space of ·(»)-quasimodes, where Spec refers to the spectrum of the first order
operator

P =
√
2∆g,

with ∆g being the Laplace-Beltrami operator associated to the metric g. Abusing nota-
tion a bit, we shall say that Φ» is a log-quasimode if ·(») = (log»)21. Also, we typically
assume that ·(») � 0 and also that »³ ·(») · » is non-decreasing.

Also recall that if

(1.2) qc =
2(n+1)
n21
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and

(1.3) µ(q) =

{
n(12 2 1

q )2 1
2 , q > qc

n21
2 (12 2 1

q ), 2 < q f qc,

then the second author showed in [11] that one always has the universal estimates for
unit-band modes saying that for » g 2

(1.4) ‖Φ»‖Lq(M) . »µ(q)‖Φ»‖L2(M), if Φ» * V[»,»+1].

These estimates are always optimal (see [14]) and they also are saturated by eigenfunc-
tions on the round sphere, Sn, (see [10]). On the other hand, under certain curvature
assumptions, one has improvements for ·(»)-quasimodes if ·(») � 0.

For relatively large exponents, if µ(q) is as in (1.3) one has for » g 2

(1.5)

‖Φ»‖q f Cq»
µ(q)

√
·(»)‖Φ»‖2, for q > qc if Φ» * V[»,»+·(»)], ·(») * [(log»)21, 1],

and if all the sectional curvatures of M are nonpositive.

This result is due to Bérard [1] for q = > and to Hassell and Tacy [8] for all other

exponents q > qc. It is optimal in the sense that o(»µ(q)
√
·(»)) bounds are not possible

by an easy argument if ·(») � 0. On the other hand, one expects the bounds in (1.5)
to hold for ·(») < (log»)21, and this is the case, for instance, for tori (see e.g. [4]).
The estimates in (1.5) are saturated by quasimodes concentrating near points, which
accounts for the fact that they involve relatively large exponents. Also, these bounds do
not distinguish between manifolds of strictly negative sectional curvatures from flat ones.

Recent work of the authors [9] treats the complementary range q * (2, qc] of relatively
small exponents. In this case the estimates that were obtained are sensitive to the sign
of the curvature and are saturated by quasimodes concentrating near periodic geodesics
on compact space forms (manifolds of constant sectional curvature). Specifically, in [9]
it was shown that

(1.6) ‖Φ»‖q f C(»·(»))µ(q)‖Φ»‖2, for q * (2, qc],

if all the sectional curvatures of M are nonpositive,

and, moreover,

(1.7) ‖Φ»‖q f Cq»
µ(q)

√
·(»)‖Φ»‖2, for q * (2, qc],

if all the sectional curvatures of M are negative,

assuming, as in (1.5)

(1.8) Φ» * V[»,»+·(»)] with ·(») * [(log»)21, 1].

Note that the bounds in (1.7) are stronger than those in (1.6) since µ(q) < 1/2 for
q * (2, qc].

The authors in [9] were also able to show that these estimates are always sharp on
compact space forms, which provided a classification of compact manifolds of constant
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sectional curvature K in terms of the sign of the curvature and the growth rate of log-
quasimodes. Specifically, it was shown that for q * (2, qc]

(1.9) sup
{
‖Φ»‖Lq(M) : Φ» * V[»,»+(log)21], ‖Φ»‖L2(M) = 1

}

=

ù
üú
üû

Θ(»µ(q)(log»)21/2) ñó K < 0

Θ(»µ(q)(log»)2µ(q)) ñó K = 0

Θ(»µ(q)) ñó K > 0,

if (M, g) is a compact space form all of whose sectional curvatures equal K. Here we
are taking the left side of (1.9) to be zero if V[»,»+(log)21] = '. It was also shown that

analogous results are valid if (log»)21 is replaced with ·(») * (0, 1] satisfying ·(») � 0.
Recall that if f, g are nonnegative then we say that f(») = Θ(g(»)) if f(») = O(g(»))
and also f(») = Ω(g(»)), with the latter being the negation of f(») = o(g(»)).

The O-bounds which are implied by (1.9) follow from (1.4) (K > 0), (1.6) (K = 0)
and (1.7) (K < 0). The Ω-bounds for K < 0 are elementary, and for K > 0 they just
follow from the fact that there are gaps of length one in the spectrum of

:2∆Sn . The
flat case, K = 0, was more difficult to handle. It was done in a somewhat circuitous
manner by a Knapp-type construction, which was reminiscent of arguments in Brooks [5]
and Sogge and Zeldtich [16]. We shall give more direct arguments that can be used to
prove the Ω-bounds in (1.9) when K > 0 or K = 0 that we shall use to obtain sharp
lower bounds of L1-norms of L2-normalized spectrally localized log-quasimodes on flat
or positively curved compact space forms.

Specifically, these new Knapp-type constructions will be the main step in proving the
following results which provide another way of characterizing compact space forms.

Theorem 1.1. Let (M, g) be an n-dimensional compact Riemannian manifold and as-

sume that ·(») � 0 satisfies ·(») * [log »)21, 1] and »³ » · ·(») is nondecreasing. Then

for » g 2

(1.10) sup
{
‖Φ»‖L2(M) : Φ» * V[»,»+·(»)], ‖Φ»‖L1(M) = 1

}

=

ù
üú
üû

O(»
n21

4 (·(»))N )"N, if all the sectional curvatures of M are negative

O(»
n21

4 (·(»))
n21

4 ) if all the sectional curvatures of M are nonpositive

O(»
n21

2 ) for any M.

Moreover, if (M, g) is a compact space form with sectional curvatures equal to K then

(1.11) sup
{
‖Φ»‖L2(M) : Φ» * V[»,»+·(»)], ‖Φ»‖L1(M) = 1

}

=

ù
üú
üû

O(»
n21

4 (·(»))N )"N ñó K < 0

Θ(»
n21
4 (·(»))

n21
4 ) ñó K = 0

Θ(»
n21
4 ) ñó K > 0.

Earlier we mentioned the problem of detecting geometric properties of compact space
forms using the growth rate of Lq-norms of Lp normalized quasimodes. In our earlier
work [9] we showed that this was possible for p = 2 provided that, as in (1.9), q belongs

to the intervals (2, 2(n+1)
n21 ] which shrink to the empty set as n³ >. On the other hand,

we note that (1.11) allows us to detect the sign of the curvature of a compact space form
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using the same pair (p, q) = (1, 2) in all dimensions. As we shall see, this pair of Lebesgue
exponents captures very different types of concentration near periodic geodesics for the
three geometries.

The upper bounds (1.10) follow from Hölder’s inequality along with (1.4), (1.6) and
(1.7), as was shown in [9] and [15]. For the sake of completeness, though, let us present
the simple argument here.

Suppose that 0 6= Φ» * V[»,»+·(»)]. Then by Hölder’s inequality

‖Φ»‖2 f ‖Φ»‖»q1 ‖Φ»‖12»q
q , »q = q22

2(q21) .

Thus, by (1.7), if all of the sectional curvatures of (M, g) are negative

‖Φ»‖2 . ‖Φ»‖»q1
(
»

n21
2 ( 1

22
1
q ) (·(»))

1
2 ‖Φ»‖2

)12»q

=
(
»

n21
4 ‖Φ»‖1

)»q
(·(»))

(12»q )

2 ‖Φ»‖12»q
2 ,

since

(12 »q) · n21
2 (12 2 1

q ) =
q

2(q21) · n21
4 ( q22

q ) = n21
4 · q22

2(q21) = n21
4 »q.

Thus, if all the sectional curvatures of (M, g) are negative, we have for q * (2, qc]

‖Φ»‖2 . »
n21

4 (·(»))
(12»q )

2»q ‖Φ»‖1,

leading to the first part of (1.11) since »q � 0 as q � 2.

We obtain the second part of (1.10) from this argument if we use (1.6). The last
inequality in (1.10), which is due to Sogge and Zelditch [15], similarly follows from the
universal bounds (1.4).

Since we have established (1.10), in order to complete the proof of Theorem 1.1, it
suffices to prove the Ω-lower bounds for K = 0 and K > 0, which are implicit in (1.11).
We cannot use the simpler arguments from our earlier work [9] that were used to prove
the Ω-bounds implicit in (1.9). Instead, we shall have to construct appropriate Knapp-
type spectrally localized quasimodes for these two different types of constant curvature
geometries yielding the missing lower bounds. In the next section, we shall give the
constructions for compact space forms of positive curvature, while in §3, we shall use
somewhat more involved arguments to handle flat compact manifolds. We shall use
classical results about the structure of such space forms that can be found, for instance,
in Charlap [6] and Wolf [18].

We have defined here quasimodes as in (1.1) in terms of the spectrum of the functions
involved. Another common (but weaker) definition is to require that

(1.12) ‖Φ‖2 + (»·(»))21‖(∆g + »2)Φ‖2 f 1.

Clearly if Φ» * V[»,»+·(»)] satisfies ‖Φ»‖2 f 1/4, then Φ» satisfies the condition in (1.12).
Also, it is a simple exercise (see, e.g. [17]) to see that the bounds in (1.4), (1.6) and (1.7)
yield

(1.13) ‖Φ‖q . »µ(q)
(
‖Φ‖2 + »21‖(∆g + »2)Φ‖2

)
, q * (2, qc], any M,
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(1.14) ‖Φ‖q . (»/ log»)µ(q)
(
‖Φ‖2 + (»/ log »)21‖(∆g + »2)Φ‖2

)
, q * (2, qc],

if all the sectional curvatures of M are nonpositive,

and

(1.15) ‖Φ‖q . »µ(q)(log »)21/2
(
‖Φ‖2 + (»/ log»)21‖(∆g + »2)Φ‖2

)
, q * (2, qc],

if all the sectional curvatures of M are negative,

respectively.

To use these bounds to obtain another classification of compact space forms, as we
mentioned before, we shall use the fact that another way of measuring concentration
properties of quasimodes is using the potential decay rates of L2-norms over shrinking
geodesic tubes. See e.g., [3], [13] and [16] for earlier results. To state our results let £ be
the space of unit length geodesics in our compact manifold (M, g), and, for ³ * £ and
r j 1, T³(r) a geodesic r-tube about ³. Using (1.13), (1.14), (1.15) and the Knapp-type
constructions to follow we shall be able to prove the following.

Theorem 1.2. Let

(1.16) Ṽ» = {Φ : ‖Φ‖L2(M) + (»/ log»)21‖(∆g + »2)Φ‖L2(M) f 1}.
Then for » g 2 if all the sectional curvatures of M are nonpositive

(1.17) sup
³*£,Φ*Ṽ»

‖Φ‖L2(T³(R»21/2)) = O(R
n21
n+1 (log»)2

n21
2(n+1) ), 1 f R f (log »)1/2.

while if all of the sectional curvatures are negative

(1.18) sup
³*£,Φ*Ṽ»

‖Φ‖L2(T³(»21/2)) = O((log »)21/2),

and if N * N is fixed

(1.19) sup
³*£,Φ*Ṽ»

‖Φ‖L2(T³((log »)N»21/2)) = O·,N ((log»)21/2+·), " · > 0.

Furthermore, if (M, g) is a compact space form of curvature K then

(1.20) sup
³*£,Φ*Ṽ»

‖Φ‖L2(T³(R»21/2))

=

ù
üú
üû

Θ(1), for R = 1 ñó K > 0

Θ((R
n21
n+1 (log»)2

n21
2(n+1) ), for 1 f R f (log»)1/2 ñó K = 0

O·,N ((log »)21/2+·), R = (log»)N , "· > 0, N * N, ñó K < 0.

For simplicity, we have only stated things here for functions satisfying the quasimode
condition (1.12) with ·(») = (log »)21, however, there are analogous results for ·(») � 0
as above.

By arguing as in the proof of (1.9), it is a simple exercise using Hölder’s inequality
to see that (1.14) and (1.15) yield (1.17), (1.18) and (1.19), respectively. Also, trivially,
the left side of (1.20) is bounded by one. As a result, in order to complete the proof of
Theorem 1.2, it suffices to prove the Ω-lower bounds implicit in (1.20) for compact space
forms of positive and zero curvature. As we shall see, the Knapp constructions in the
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next two sections that will allow us to finish the proof of Theorem 1.1 will also do the
same for Theorem 1.2.

In the next two sections we shall complete the proofs of our theorems. Then, in the
final section, we shall state some problems related to our failure to obtain Ω-lower bounds
in (1.11) and (1.20) for manifolds all of whose sectional curvatures are negative.

2. Knapp examples for K > 0.

To finish the proof of Theorem 1.1 and Theorem 1.2 we need to prove the Ω-lower
bounds implicit in (1.11) and (1.20) for compact space forms with sectional curvatures
equal to K > 0 as well as for the flat case where K = 0. In this section we shall treat
the positive curvature case.

To establish the lower bounds in (1.11) and (1.20) for K > 0 we shall appeal to the
following proposition saying that there are highly focused Knapp examples for positively
curved space forms.

Proposition 2.1. Suppose that (M, g) is a connected compact space form with constant

sectional curvature K > 0. Then there is a periodic geodesic ³0 ¢M , a point x0 * ³0 and

a subsequence of eigenfunctions e»k3
with eigenvalues »k3

³ > so that, for a uniform

constant C0 <>,

(2.1) ‖e»k3
‖L2(M) f C0 and ‖e»k3

‖L1(M) f C0»
2n21

4

k3
,

and, moreover,

(2.2) |e»k3
(x)| g C21

0 »
n21
4

k3
, x * T³0(C

21
0 »

21/2
k3

) + N0,

with N0 being a fixed neighborhood of x0.

Before proving the proposition, let us see how it leads to the aforementioned lower
bounds.

For the ones needed for (1.11) with K > 0, we note that since

|T³0(C
21
0 »

21/2
k3

) + N0| j »
2n21

2

k3
,

by (2.2) we obtain

‖e»k3
‖L2(M) g ‖e»k3

‖
L2(T³0(C

21
0 »

21/2
k3

)+N0)
g c0

for some uniform c0 > 0. Using this and the second part of (2.1) yields the uniform lower
bounds

‖e»k3
‖L2(M)/‖e»k3

‖L1(M) g c20»
n21

4

k3
, c20 > 0,

which establishes the Ω-bounds in (1.11) when K > 0.

A similar argument yields the Ω-bounds in (1.20) for K > 0.

To prove the proposition we shall use the fact that the conclusions are valid for the
special case where M is the round sphere Sn of curvature K = 1:

Lemma 2.2. Let

(2.3) Qk(x) = k
n21
4 (x1 + ix2)

k, (x1, x2, x
2) * Sn, x2 = (x3, . . . , xn+1).
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Then

(2.4)
√
2∆Sn Qk = »kQk, »k =

√
k(k + (n2 1),

and, moreover,

(2.5) ‖Qk‖L2(Sn) j 1 and ‖Qk‖L1(Sn) j k2
n21
4 j »

2n21
4

k ,

as well as, for fixed · > 0,

(2.6) |Qk(x)| = O(k2Ã)"Ã * N if x * Sn and dist (x, ³̃0) g ·,

with ³̃0 = {(cos », sin », 0, . . . , 0) : » * [0, 2Ã)} ¢ Sn.

Finally, if ·0 > 0 is small enough there is a uniform constant c0 > 0 so that

(2.7) |Qk(x)| g c0k
n21
4 if x * Sn and dist (x, ³̃0) f ·0k

21/2,

This result is well known (see, e.g., [12]). The identity (2.4) follows from the fact that
Qk is a spherical harmonic of degree k, and (2.5) -(2.6) follow from the fact that we can
write

(2.8) Qk(x) = k
n21
4

(√
12 |x2|2

)k
eik» if x * Sn and » = arg (x1 + ix2).

Let us now focus on the proof of Proposition 2.1. Without loss of generality we may
takeK = 1. It then follows that our space form (M, g) is finitely covered by Sn. Thus, we
can identify all the eigenfunctions onM with eigenfunctions on Sn (spherical harmonics)
with certain symmetry properties. The model is real projective space RPn which has
half the volume of Sn and eigenfunctions corresponding to spherical harmonics of even
order. Recall that the distinct eigenvalues of

:
2∆Sn are

√
k(k + n2 1), k = 0, 1, 2, . . . ,

and, so, those on RPn are the above with k = 0, 2, 4, . . . . Also the multiplicity of each
of these eigenvalues on RPn agrees with that on Sn, which is consistent with the fact
that, by the Weyl formula, we must have NRPn(») = 1

2NSn(»)+o(NSn(»)), by the above

volume considerations, if NM (») denotes the number of eigenvalues of
√
2∆g counted

with respect to multiplicity that are f ».

Returning to our compact space form of curvature K = 1, since it is finitely covered
by Sn, we can write M c Sn/Γ, where Γ is finite group of isometries each of which is
the restriction to Sn of an element Γ * O(n+1) (abusing notation a bit), with O(n+1)
being the orthogonal group for Rn+1. So, if ẽ» is an eigenfunction on Sn with eigenvalue
», and, if p : Sn ³M c Sn/Γ is the covering map,

(2.9) e»(x) =
∑

³*Γ

ẽ»(³(x̃)), if x = p(x̃) *M

(locally) defines an eigenfunction on M with the same eigenvalue » whenever e» does
not vanish identically.. In the model case, RPn, Γ consists of the identity map I and
reflections about the origin.

If we take »k as in (2.4) and

(2.10) ẽ»k
= Qk

then clearly, by (2.5), the resulting eigenfunctions on M with eigenvalue »k satisfy the
bounds in (2.1) with eigenvalue »k3

being equal to »k. So the proof of Proposition 2.1
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would be complete if we could show that when for ³̃0 ¢ Sn as in (2.6) and

(2.11) ³0 = p(³̃0) ¢M,

then we have (2.2). Note that since ³̃0 is a periodic geodesic (the equator) in Sn of period
2Ã, its projection ³0 is a periodic geodesic in M (with perhaps a different period).

If ³0 = Id and Γ = {³j}Nj=0 ¢ O(n+1) are the deck transformations above, it follows
that

(2.12) ³̃j = ³21
j (³̃0) ¢ Sn, j = 1, 2, . . . , N,

like ³̃0 are great circles. After possibly relabelling, we may assume that for some m *
{1, . . . , N} we have

³̃j = ³̃0, j f m2 1 but ³̃j 6= ³̃0 for j g m.

We may further more assume that

(2.13) 1 = (1, 0, . . . , 0) /* ³̃j , j g m,

and then we shall take the point x0 *M in Proposition 2.1 to be x0 = p(1).

It follows that {³0, . . . , ³m21} = Γ0 ¢ Γ ¢ O(n+ 1) are isometries not only mapping
Sn to itself but ³̃0 into itself. Thus, when acting on ³̃0, Γ0 is isomorphic to a cyclic group
Z/m for some m > 1. So, after relabelling, we may assume that

(2.14) ³j((cos », sin », 0, . . . , 0)) = (cos(» + 2Ãj
m ), sin(» + 2Ãj

m ), 0, . . . , 0),

j = 0, . . . ,m2 1, if m > 1.

Note that by (2.6), (2.10) and (2.13), we can choose · > 0

(2.15) ẽ»k
(³j(x̃)) = O(»2Ã

k ), "Ã, if j g m, and dist (x̃,1) < ·.

Thus, since x0 = p(1), if N0 is a ·-ball about x0, the summands in (2.9) corresponding
to j g m are trivial here:

(2.16)
∑

jgm

|ẽ»k
(³j(x̃))| = O(»2Ã

j )"Ã if dist (x̃,1) < ·.

Thus, if m = 1, for all Ã we have

(2.17)
∑

³*Γ

ẽ»k
(³(x̃)) = Qk(x̃) +O(»2Ã

k ), if dist (x̃,1) < ·.

From this and (2.7) we deduce that if N0 is above then we must have (2.2) if C0 is large
enough if m = 1 and »k3

= »3, 3 = 1, 2, . . . . So, when m = 1, we do not have to pass to
a subsequence of eigenvalues.

If m > 1 we do have to pass to a subsequence to ensure that there is no cancellation
over the sum corresponding to the cyclic subgroup Γ0 = {³0, . . . , ³m21} for which we
have (2.14). Since ³j * O(n+1), j f m2 1, rotates the 2-plane x2 = 0 in R

n+1 by angle
2Ãj/m, it follows that there must be mj * O(n2 1) so that

³j =

(
R2Ãj/m 0

0 mj

)
,
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with R2Ãj/m * O(2) denoting rotating by this angle. Since |mjy
2| = |y2| it follows from

(2.8) that we must have for each j f m2 1 and 3 * N

Q3m(³j(x̃)) = (3m)
n21
4

(√
12 |mj x̃2|2

)3m
ei3m(»+2Ãj/3m)

= (3m)
n21
4

(√
12 |x̃2|2

)3m
eilm» = Qk3

(x̃), k3 = 3m.

Thus, if m > 1, we have the following variant of (2.17)

(2.18)
∑

³*Γ

ẽ»k
(³(x̃)) = mQk(x̃) +O(»2Ã

k ), if dist (x̃,1) < ·,

which gives us (2.2) just as before. �

3. Knapp examples for K = 0.

In this section we shall prove the Ω-lower bounds implicit in (1.11) and (1.20) for
compact space forms with sectional curvatures equal to K = 0. By arguing as in the
remarks below Proposition 2.1, it suffices to prove the following

Proposition 3.1. Suppose that (M, g) is a connected compact space form with constant

sectional curvature K = 0. Then there is a periodic geodesic ³0 ¢ M , a point x0 * ³0
and a sequence of quasimodes Ë»k

with Ë»k
* V[»k2·k/2,»k+·k/2], »k ³ > and ·k *

[(log»k)
21, 1] so that, for a uniform constant C0 <>,

(3.1) ‖Ë»k
‖L2(M) f C0 and ‖Ë»k

‖L1(M) f C0(»k·k)
2 n21

4 ,

and, moreover,

(3.2) |Ë»k
(x)| g C21

0 (»k·k)
n21
4 , x * T³0(C

21
0 (»k·k)

21/2) + N0,

with N0 being a fixed neighborhood of x0.

Here for K = 0 the assumption ·k * [(log»k)
21, 1] can be weakened to ·k * [»21+·

k , 1]
for any · > 0 without changing the proof.

By a classical theorem of Cartan and Hadamard, if (M, g) is a compact flat manifold, it
must be of the form R

n/Γ, where Γ is the set of deck transformations. Also by a theorem
of Bierbach [2] (see e.g., Corollary 5.1 and Theorem 5.3 in Chapter 2 in [6] or [18]), Γ
must be a Bieberbach subgroup of the group rigid motions, E(n), of Rn. In addition, if
we fix an arbitrary point x0 *M and let p = expx0

: Rn ³M , then p is a covering map.
If D ¢ R

n is a Dirichlet domain containing the origin, then we can identify D with M
by setting p(x̃) = x if x̃ * D.

A function f in R
n is called periodic in Γ if f(x) = f(³(x)) for all x * R

n and ³ * Γ.

For a given f̃ * C>(Rn) which is periodic in Γ, we can define f(x) = f̃(x̃) if p(x̃) = x,
and if ∆ = "2/"x21 + · · ·+ "2/"x2n is the standard Laplacian we have

(3.3) ∆gf(x) = ∆f̃(x̃)

Similarly, for a given f * C>(M), we can define f̃(x̃) = f(x) if p(x̃) = x for x̃ * D, and

extend f̃ to a smooth periodic function in R
n which satisfies (3.3).

Furthermore, by the first part of Bieberbach’s theorem (see e.g., Chapter 2 in [6]), if
we denote Λ ¢ Γ to be the subgroup of translations, then Λ has finite index. In other
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words, Λ consists of translations by a lattice of full rank, and T
n c R

n/Λ is a flat torus,
which may not be the standard torus depending on the lattice. And as discussed above,
any function defined on T

n can be identified naturally with a function in R
n which is

periodic in Λ.

We shall need the following lemma about relations between periodic functions in Γ
and Λ,

Lemma 3.2. There exist finitely many ³i * Γ, which satisfy

(3.4) ³1 = Identity, ³i /* Λ i = 2, 3, . . . , N,

such that if f̃ is a function in R
n which is periodic in Λ

(3.5) f(x) =

N∑

i=1

f̃(³i(x))

is a periodic function in Γ.

As an example, in the case of Klein bottle, N = 2 and we can take ³2 to be any
element in Γ that is not a translation.

Proof. Assume the subgroup of translations Λ has index N , then we can write Γ as
Γ = *N

i=1Λ³i, where Λ³i = {g ç ³i : g * Λ} are mutually disjoint right cosets of Λ. If we
take ³1 = Identity, then it is clear that ³i /* Λ for i g 2 since Λ³i are mutually disjoint.

It remains to show that for the choice of ³i above, f(x) defined in (3.5) is periodic
in Γ. To see this, we claim that, for any ³ * Γ, ³i³ = gi³j(i) for some gi * Λ and
j(i) * {1, 2, . . .N}, and furthermore, j(i1) 6= j(i2) if i1 6= i2. The first fact just follows
from Γ = *N

i=1Λ³i. To show that j(i) is injective, assume for i1 6= i2, there exist a
1 f j f N such that ³i1³ = gi1³j and ³i2³ = gi2³j , this implies that ³i2 = gi2g

21
i1
³i1 ,

which would lead to the contradiction that Λ³i1 = Λ³i2 , thus the claim follows. Using

this along with the fact that f̃(x) is periodic in Λ, we have for any ³ * Γ

(3.6)

f(³(x)) =
N∑

i=1

f̃(³i³(x)) =
N∑

i=1

f̃(gi³j(i)(x))

=

N∑

i=1

f̃(³j(i)(x)) = f(x)

�

The proof of Proposition 3.1 follows the same lines as that of Proposition 2.1 for
K > 0. So, we shall first construct quasimodes that satisfy the desired concentration
properties on T

n, and then use Lemma 3.2 to build up associated quasimodes on the
original manifold M .

To proceed, let us assume b1, b2, . . . , bn are linearly independent vectors in R
n×1, and

(3.7) Λ = {Bx : x * Z
n} = {

n∑

i=1

xibi : xi * Z},
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where B = [b1, b2, . . . , bn] is an n×n invertible matrix. For simplicity, let us first assume
bn = (0, 0, . . . , 0, s)T , we shall discuss how to modify the arguments for general bn at the
end of this section by using a rotation matrix.

Any periodic functions in Λ must be of form

(3.8)
∑

¿*Zn

a¿e
2Ãi¿·B21x,

where each e2Ãi¿·B
21x is a periodic function in Λ, which corresponds to an eigenfunction

of ∆ on T
n with eigenvalue |(BT )21¿|2. By using a change of variable x = By, each

e2Ãi¿·B
21x can also be identified with e2Ãi¿·y, which is an eigenfunction of Q(') on R

n/Zn

with the same eigenvalue, if Q(¿) =
∑

i,j ³ij¿i¿j is a positive definite quadratic form in

R
n with ³ij being the i, jth element of the matrix (BT )21B21.

In [7], Germain and Myerson constructed the following example on R
n/Zn

(3.9) f(y) = e2Ãi»(¿0)n·yn

∑

¿2*Zn21

Ç(
¿2 2 »¿20:

»·
)e2Ãi¿

2·y2

,

where Ç * C>
0 (Rn21) is such that Ç̂(x) g 1 for |x| f 1, y = (y2, yn), and ¿0 = (¿20, (¿0)n)

is a point on the ellipse {¿ * R
n, Q(¿) = 1} such that the normal vector to the ellipse at

¿0 is colinear to (0, 0, . . . , 0, 1) and »(¿0)n * N. Due to the choice of ¿0 , it is not hard to
check that if we choose the support of Ç to be small enough centered around origin, we
have

(3.10) »2 ·/2 f
√
Q(¿) f »+ ·/2, if ¿ = (¿2, »(¿0)n) and Ç(

¿2 2 »¿20:
»·

) 6= 0.

By the Poisson summation formula, f can also be written as

(3.11) e2Ãi»(¿0)n·yn(»·)
n21

2

∑

·*Zn21

Ç̂(
:
»·(y2 2 ·))e2Ãi»¿

2

0·(y
22·).

Using (3.11), it is straightforward calculation to check that if D = [0, 1]n, or any of its
translations in R

n,

(3.12) ‖f‖Lp(D) > (»·)
n21

2 (12 1
p ), if »· k 1.

To prove Proposition 3.1, let us fix » = »k, · = ·k in (3.9) and define
(3.13)

×»k
(y) = (»k·k)

2n21
4 f(y 2 y0)

= e2Ãi»k(¿0)n·yn(»k·k)
2n21

4

∑

¿2*Zn21

Ç(
¿2 2 »k¿

2
0:

»k·k
)e2Ãi»k¿

2·(y22y0)

= e2Ãi»k(¿0)n·yn(»k·k)
n21
4

∑

·*Zn21

Ç̂(
√
»k·k(y

2 2 y20 2 ·))e2Ãi»k¿
2

0·(y
22y2

02·),

where »k(¿0)n = k for k * Z with k g C for some C large enough, and y0 = (y20, 0) with
|y20| = c0 for some small constant c0. The choice of y0 may depend on ³i, but not on »k;
we shall specify the details on the choice of y0 later.
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By using the changes of variable y = B21x and Lemma 3.2, it is clear that

(3.14) Ë̃»k
(x) =

N∑

i=1

×»k
(B21³i(x))

defines a smooth periodic function in Γ. And by (3.10), if we identify Ë̃»k
(x) with a

function Ë»k
* C>(M) via the covering map, we have Spec Ë»k

¢ [»k 2 ·k/2, »k+ ·k/2].
Next, let D ¢ R

n be a Dirichlet domain for M containing the origin, and

(3.15) Tk,x0 = {(x2, xn) * R
n : |x2 2 x20| f c1(»k·k)

21/2, |xn 2 (x0)n| f c2},

where x20 = A21y20 for A defined in (4.2) below, and c1, c2, (x0)n > 0 are small con-
stants to be specified later which are independent of »k, ·k. Since we are assuming
bn = (0, 0, . . . , 0, s)T , by (3.7), the group Γ contains the deck transformation ³ with
³(x) = (x2, xn + s), thus the straight line {(x20, t) : t * R} must be mapped to some
periodic geodesic ³0 * M by the covering map p, and Tk,x0 must be mapped onto a

c1(»k·k)
2 1

2 neighborhood of ³0 near the point p(x0) if x0 = (x20, (x0)n).

Thus, to prove Proposition 3.1, it suffices to show

(3.16) ‖Ë̃»k
‖L2(D) f C0 and ‖Ë̃»k

‖L1(D) f C0(»k·k)
2n21

4 ,

as well as

(3.17) |Ë̃»k
(x)| g C21

0 (»k·k)
n21
4 , x * Tk,x0 .

The proof of (3.16) just follows from (3.12) and the definition of ×»k
in (3.13). To prove

(3.17), let us first make some simple reductions. Recall that since bn = (0, 0, . . . , 0, s)T ,
we have

(3.18) B21 =

û
üüüý

0

A
...
0

a1 · · · an21 s21

þ
ÿÿÿø , with A * GLn21(R).

Also, recall that ³i * E(n), the group of rigid motions, and so we may assume ³i(x) =
mix + ji, where mi * O(n) is an n × n orthogonal matrix and ji = (j2i, (ji)n) * R

n.
Here, since ×»k

is periodic in Z
n and B21³i(x) = (B21mi)x + B21ji, without loss of

generality, we may assume B21ji * [0, 1)n, and furthermore, since the number of choices
of i is finite, we can assume ³i(x) = mix+ji with B

21ji * [0, 12·0)n for some 0 < ·0 < 1
uniformly in i. Thus, by choosing the constants in (3.15) small enough so that Tk,x0 is
close enough to the origin and |y20| = c0 j ·0, we may assume that

(3.19) B21³i(x) 2 y0 * [21 + ·0/2, 12 ·0/2)
n, i = 1, 2 · · · , N, if x * Tk,x0 .

If we let Ã : Ã(x) = x2 be the projection map onto the first n 2 1 coordinates, (3.19)
implies that

(3.20)
∣∣∣Ç̂(

√
»k·k(AÃ³i(x)2 y20 2 ·))

∣∣∣ f CÃ(»k·k|·|)2Ã "Ã * N, · * Z
n21, |·| 6= 0.
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Consequently, if »k·k ³ > as k ³ > and k g C is large enough, to prove (3.17), it
suffices to assume · = 0, and show that

(3.21) |
N∑

i=1

Ç̂(
√
»k·k(AÃ³i(x) 2 y20))| g (2C0)

21 if x * Tk,x0 .

To proceed, let us define 30 = {(x20, t) : t * R}, where x20 = A21y20, then since Ç̂ * S
and Ç̂(x) g 1 for |x| f 1, it is straightforward to check that for fixed · > 0

(3.22) |Ç̂(
√
»k·k(AÃ(x) 2 y20))| f CÃ(»k·k)

2Ã "Ã * N, if dist (x, 30) g ·,

and for some c1 > 0 small enough which may depend on A,

(3.23) |Ç̂(
√
»k·k(AÃ(x) 2 y20))| g 1 if dist (x, 30) f c1(»k·k)

21/2.

By the definition of Tk,x0 in (3.15), we certainly have dist (x, 30) f c1(»k·k)
21/2 if

x * Tk,x0 . Thus, to prove (3.21), it suffices to show for x * Tk,x0

(3.24) |
N∑

i=2

Ç̂(
√
»k·k(AÃ³i(x) 2 y20))| f CÃ(»k·k)

2Ã "Ã * N.

If for each ³ * Γ, we also define 3³ = {x : ³(x) * 30}, the preimage of 30 under ³,
then we claim that (3.24) would be a consequence of the following lemma.

Lemma 3.3. There exist a x20 * R
n21, where |x20| can be arbitrary small, such that if

30 = {(x20, t) : t * R} , 3³i 6= 30 for all i = 2, . . . , N .

Let us first prove the claim. Note that for each i, (3.22) is equivalent to

(3.25) |Ç̂(
√
»k·k(A(Ã³i(x)) 2 y20))| f CÃ(»k·k)

2Ã "Ã * N, if dist (x, 3³i) g ·.

Thus, we would have (3.24) if we can choose Tk,x0 such that for some fixed · > 0,

(3.26) dist (x, 3³i) g ·, i = 2, 3, . . . , N if x * Tk,x0 .

To prove this, by Lemma 3.3, each line 3³i can intersect 30 at most once. Thus, there
must be a point x0 = (x20, (x0)n) with |x0| f c such that x0 /* 3³i for all i g 2. Here we
emphasize that the constant c can be chosen small enough, which is necessary for (3.19)
to hold. Since x0 * Tk,x0 , if we define ·1 = mini dist(x0, 3³i), by further choosing the

constants c1, c2 in (3.15) to be small enough relative to ·1, for »k·k k ·21
1 , which holds

as long as k g C0 is large enough, we must have (3.26) with · = ·1/2, which finishes the
proof of (3.24).

Proof of Lemma 3.3. Note that 3³i 6= 30 is equivalent to ³i(30) 6= 30, if ³i(30) denotes
the image of 30 under ³i. For ³i(x) = mix+ ji with ji = (j2i, (ji)n), we shall divide our
discussion into the following cases.

(i) j2i 6= 0. In this case, since the number of choices of i is finite, we may assume
|j2i| g ·2 for some constant ·2 independent of i, thus if we choose x20 such that |x20| f 1

2·2,
it is not hard to check that for (x20, 0) * 30, ³i((x

2
0, 0)) /* 30 for all i satisfying (i).

(ii) mi(0, 0, . . . , 0, 1)
T 6= (0, 0, . . . , 0,±1)T . In this case, the directions of ³i(30) and 30

are transverse, thus we certainly have ³i(30) 6= 30 for all i satisfying (ii).
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(iii) j2i = 0 and mi(0, 0, . . . , 0, 1)
T = (0, 0, . . . , 0,±1)T . In this case, we may assume

³i(x) = mix+ (0, · · · , 0, (ji)n), where

(3.27) mi =

û
üüüý

0

mi
...
0

0 · · · 0 µi

þ
ÿÿÿø , with mi * O(n2 1), µi = ±1.

We claim that mi 6= In21. To see this, note that if mi = In21 and µi = 1, we have
³i(x) = x + (0, · · · , (ji)n), which is impossible since by (3.4), ³i is not a translation
for i g 2. On the other hand, if mi = In21 and µi = 21, we have ³i(x) = x for

x = (0, · · · , 0, (ji)n2 ), which contradicts with the fact that the deck group Γ acts freely on
the covering space R

n.

Since mi 6= In21, the set of fixed points {x2 * R
n21 : mix

2 = x2} must be a subset
of some hyperplane containing origin. Thus, there must exist a point x20 * R

n21 that is
outside these finitely many hyperplanes, i.e., mix

2
0 6= x20 for all values of i satisfying (iii),

which implies ³i(30) 6= 30. Also, since mi is a linear matrix, the same results hold if we
replace x20 by the point cx20 for any c < 1. �

Finally, we shall deal with the general case bn 6= (0, . . . , 0, s)T . Let us choose an
orthogonal matrix Q such that Qbn = (0, . . . , 0, s)T for some s, and write B = QTQB =
QT B̄, where the last column of B̄ is (0, . . . , 0, s)T . In this case, we can define

(3.28) Ë̃»k
(x) =

N∑

i=1

×»k
(B21³i(x)) =

N∑

i=1

×»k
(B̄21³̄i(Qx)),

where ³̄i = Q³iQ
T . Then B̄21 satisfies (4.2), and ³̄i * E(n) satisfies the two properties

we used for ³i, i.e., ³̄i is not a translation and does not have a fixed point. Thus we can
define x̄ = Qx and repeat the above arguments to prove Proposition 3.1 for the general
case.

4. Problems and comparison with earlier results.

We stated Theorem 1.2 in terms of the log-quasimodes defined by (1.16), since these
were the ones considered by Brooks [5] for compact space forms of negative sectional
curvature. On the other hand, all of the conclusions remain valid if we consider log-
quasimodes defined by the spectral condition (1.1). Specifically, we have the following.

Theorem 4.1. Consider {Φ» * V[»,»+(log »)21] : ‖Φ»‖2 = 1}. Then for » g 2 if all the

sectional curvatures of M are nonpositive

(4.1) sup
³*£

‖Φ»‖L2(T³(R»21/2)) = O(R
n21
n+1 (log»)2

n21
2(n+1) ), 1 f R f (log »)1/2.

while, if all of the sectional curvatures are negative,

(4.2) sup
³*£

‖Φ»‖L2(T³(»21/2)) = O((log »)21/2),

and N * N is fixed

(4.3) sup
³*£

‖Φ»‖L2(T³((log »)N»21/2)) = O·,N ((log»)21/2+·), " · > 0.
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Furthermore, if (M, g) is a compact space form of curvature K then

(4.4) sup
³*£

‖Φ»‖L2(T³(R»21/2))

=

ù
üú
üû

Θ(1), for R = 1 ñó K > 0

Θ((R
n21
n+1 (log»)2

n21
2(n+1) ), for 1 f R f (log»)1/2 ñó K = 0

O·,N ((log »)21/2+·), R = (log»)N , "· > 0, N * N, ñó K < 0.

The proof of this result is almost identical to that of Theorem 1.2. The upper bounds
(4.1), (4.2) and (4.3), just as before, follow via Hölder’s inequality from (1.4), (1.6) and
(1.7). Moreover, since the quasimodes in Propositions 2.1 and 3.1 are spectrally localized,
we can repeat the earlier arguments to obtain the Ω-lower bounds implicit in the first
two parts of (4.4), which completes the proof.

It would be interesting to try to obtain the analog of Theorem 1.1 for the log-
quasimodes defined by (1.16). We are unable to prove the upper bounds (1.10) for

Φ * Ṽ» since, unlike (1.4), (1.6) and (1.7), the bounds in (1.12) for Ṽ» do not only involve
L2-norms in the left. As a result, we can not use Hölder’s inequality as we did for the
proof of the upper bounds in Theorem 1.1.

It would also be interesting to try to replace the O-upper bounds in Theorem 1.1,
1.2 or 4.1 with Θ-bounds for compact space forms of negative sectional curvature (i.e.,
K < 0). This appears difficult. One thing that is missing for this case is analog of
Propositions 2.1 or 3.1 for compact space forms of negative curvature. We could obtain
the Knapp examples in these propositions since there were model modes on covers of
positively curved or flat compact space forms, i.e., the round sphere or tori, respectively.
We are unaware of any simple model modes for compact space forms of negative curvature.

It would also be interesting to try to bridge the gap between the concentration results
obtained here and in Brooks [5]. Brooks’ results imply that if ³0 is a periodic geodesic
in a compact space form of negative curvature, then there is a · > 0 and a sequence
of frequencies »j ³ > and associated log-quasimodes Φ = Φ» as in (1.16) so that if
N is any fixed neighborhood of ³0 then lim inf ‖Φ»‖L2(N ) > ·. On the other hand, by

Theorem 1.2, for any fixed N * N, if N = N (») = T³0((log »)
N»21/2), then we must

have lim inf ‖Φ»‖L2(N (»)) = 0. These tubes have volume tending to zero; however, are
there analogs of the lower bounds of Brooks for tubes of volume tending to zero slower
than the ones above? Also, for the case of compact space forms with K > 0, as we
have shown, tube radius »21/2 is a natural barrier for lower bounds of L2-norms over
geodesic tubes, while for flat manifolds, as in (1.20), tube-radius (»/ log»)21/2 is natural
for flat compact space forms when considering log-quasimodes. Is there a natural scale
for compact space forms of negative curvature? And, finally, do the analog of Brooks’
results hold for the quasimodes defined by the spectral condition (1.1)?
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