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Abstract

In reinforcement learning, robust policies for high-stakes decision-making prob-
lems with limited data are usually computed by optimizing the percentile criterion.
The percentile criterion is approximately solved by constructing an ambiguity set
that contains the true model with high probability and optimizing the policy for the
worst model in the set. Since the percentile criterion is non-convex, constructing
ambiguity sets is often challenging. Existing work uses Bayesian credible regions
as ambiguity sets, but they are often unnecessarily large and result in learning overly
conservative policies. To overcome these shortcomings, we propose a novel Value-
at-Risk based dynamic programming algorithm to optimize the percentile criterion
without explicitly constructing any ambiguity sets. Our theoretical and empirical
results show that our algorithm implicitly constructs much smaller ambiguity sets
and learns less conservative robust policies.

1 Introduction

Batch Reinforcement Learning (Batch RL) [26] is popularly used for solving sequential decision-
making problems using limited data. These algorithms are crucial in high-stakes domains where
exploration is either infeasible or expensive, and policies must be learned from limited data. In
model-based Batch RL algorithms, transition probabilities are learned from the data as well. Due to
insufficient data, these transition probabilities are often imprecise. Errors in transition probabilities
can accumulate, resulting in low-performing policies that fail when deployed.

To account for the uncertainty in transition probabilities, prior work uses Bayesian models [10, 13,
27, 40, 45, 47] to model uncertainty and optimize the policy to maximize the returns corresponding
to the worst a-percentile transition probability model. These policies guarantee that the true expected
returns will be at least as large as the optimal returns with high confidence. This technique is
commonly referred to as the percentile-criterion optimization. Unfortunately, the percentile criterion
is NP-hard to optimize. Thus, current work uses Robust Markov Decision Processes (RMDPs)
to optimize a lower bound on the percentile criterion. An RMDP takes as input an ambiguity set
(uncertainty set) that contains the true transition probability model with high confidence and finds a
policy that maximizes the returns of the worst model in the ambiguity set.

Since the percentile criterion is non-convex, constructing ambiguity sets itself is a challenging
problem. Existing work uses Bayesian credible regions (BCR) [40] as ambiguity sets. However, these
ambiguity sets are often unnecessarily large [15, 40] and result in learning conservative robust policies.
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Some recent works approximate ambiguity sets using various heuristics [3, 40], but we show that
they remain too conservative. Thus, the question of the optimal ambiguity set, i.e., ambiguity sets that
result in optimizing the tightest possible lower bound on the percentile criterion and less-conservative
policies remains unanswered.

Our Contributions In this paper, we answer two important questions: a) Are Bayesian credible
regions the optimal ambiguity sets for optimizing the percentile criterion? b) Can we obtain a
less conservative solution to the percentile criterion than RMDPs with BCR ambiguity sets while
retaining its percentile guarantees? Our theoretical findings show that Bayesian credible regions can
grow significantly with the number of states and therefore, tend to be unnecessarily large, resulting
in highly conservative policies. As our main contribution, we provide a dynamic programming
framework (Section 3), which we name the VaR framework, for optimizing a lower bound on the
percentile criterion without explicitly constructing ambiguity sets. Specifically, we propose a new
robust Bellman operator, the Value at Risk (VaR) Bellman operator, for optimizing the percentile
criterion. We show that it is a valid contraction mapping that optimizes a tighter lower bound on the
percentile criterion, compared to RMDPs with BCR ambiguity sets (Section 3). We theoretically
analyze and bound the performance loss of our framework (Section 3.1). We provide a Generalized
VaR Value iteration algorithm and analyze its error bounds. We also show that there exist directions
in which the Bayesian credible regions can grow unnecessarily large with the number of states in the
MDP and possibly result in a conservative solution. On the other hand, the ambiguity sets implicitly
optimized by the VaR Bellman operator tend to be smaller, i.e., they have a smaller asymptotic radius
and are independent of the number of states (Section 4). Finally, we empirically demonstrate the
efficacy of our framework in three domains (Section 5).

1.1 Related Work

Several work[13, 34, 40] propose different methods for solving the percentile criterion, as well
as other robust measures for handling uncertainty in the transition probabilities estimates. Russel
and Petrik [40] and Behzadian et al. [3] propose various heuristics for minimizing the size of the
ambiguity sets constructed for the percentile-criterion. Russel and Petrik [40] propose a method that
interleaves robust value iteration with ambiguity set size optimization. Behzadian et al. [3] propose an
iterative algorithm that optimizes the weights of ¢; and /., ambiguity sets while optimizing the robust
policy. However, these methods still construct Bayesian credible sets which can be unnecessarily
large and result in conservative policies, as we show in Section 5.

Other works consider partial correlations between uncertain transition probabilities to mitigate the
conservativeness of learned policies [4, 15, 19, 29, 30]. These approaches mitigate the conservative-
ness of S- and SA-rectangular ambiguity sets by capturing correlations between the uncertainty and
by limiting the number of times the uncertain parameters deviate from the mean parameters. Despite
these heuristics, most of these works [2, 20, 40, 53] either rely on weak statistical concentration
bounds to construct frequentist ambiguity sets, or use Bayesian credible regions as ambiguity sets.
These sets still tend to be unnecessarily large [15, 40], resulting in conservative policies.

Finally, a large number of works [12, 16, 36, 44, 49, 50, 52] have proposed RL algorithms that
use measures like Conditional Value at Risk, Entropic risk measure amongst other risk measures.
However, we note that these works use risk measures to obtain robustness guarantees against aleatoric
uncertainty (system uncertainty) and not epistemic uncertainty (model uncertainty), which is the focus
of our work. Since these works optimize a completely different objective, we do not compare our
framework against theirs. Robust RL work [2, 14, 20, 28, 32, 55] proposes other robust measures for
handling uncertainty in transition probabilities; however, these approaches do not provide probabilistic
guarantees on the expected returns, and compute overly conservative policies.

2 Preliminaries

In the standard reinforcement learning setting, a sequential decision task is modeled as a Markov
Decision Process (MDP) [37, 48]. An MDP is a tuple (S, A, P, R, py,y) that consists of (a) a set
of states S = {1,2,...,S5}, (b) a set of actions A = {1,2,..., A}, (c) a deterministic reward
function R: S x A x S — R, (d) a transition probability function P: S x A — A®, (e) an initial
state distribution py € A, where A® represents the S-dimensional probability simplex, and (f) a



discount factor v € [0,1]. We use ps_, to denote the vector of transition probabilities P(s, a, -)
corresponding to the state s and action a. Likewise, we use 75 , to denote the vector of rewards
R(s,a,-) corresponding to state s and action a. A Markovian policy 7: S — A“ maps each state
s to a distribution over actions \A. In a general RL setting, the goal is to compute a policy 7 that
maximizes the expected discounted return p(7, P) over an infinite horizon,

o0
maxp(ﬂ,P) = max [E ZVtT(5t7Gt75t+1) | S0 ~ Po, a ~ 7T(5t)75t+1 ~ P(Staata )
mell well o

The value of a policy 7 at any state s is the discounted sum of rewards received by an RL agent, if it
starts from state s, i.e., v (s) = E 3,20 Y7 (8¢, e, S141)[S0 = 8, a ~ T, Se41 ~ P(sy, ar,-)).

We assume a batch reinforcement learning setting [26] where the reward function is known, but
the true transition probabilities P* are unknown. Following prior work on robust Bayesian RL
[8, 13, 40, 54], we use parametric Bayesian models to represent uncertainty over the true transition

probabilities P*. We will use P = {Ps,a}ses,ac to denote the random transition probabilities.
We assume we have a batch of data D = {s;,a;, s;}Y,, which in conjunction with some prior
distribution defines the posterior distribution of transition probabilities P.

The Fisher information measures the amount of information about the unknown true parameters
0* c R? carried by an observable random variable X € R™. If f(x; 8*) is the probability density of

X conditioned on 0*, then the Fisher information is given by 1(6*)=E {(v log £(X;6%))(V log f(X';o*))T} .

Then, in the Bayesian setting, the Bernstein von Mises theorem [51] states that under mild regularity
conditions the posterior distribution of the parameters 8 converges in the limit to the distribution of the
MLE of * which is asymptotically Gaussian, in particular, lim y _, o0 VN (8 —0*) ~» N(0,1(6*)~")
where ~~ indicates convergence in distribution. In many cases, the above holds even though the
conditions of the Bernstein-von Mises theorem are not met [17, 18]. Of particular interest in this
setting is the Dirichlet distribution where the asymptotic MLE is a multivariate Gaussian under certain
conditions on the prior distribution [18], although in this case, it is degenerate (i.e., the covariance
matrix is not full-rank).

For asymptotic results, we assume that the data D is sampled such that each state s and action
a is observed infinitely many times as N — oo. Furthermore, we assume henceforth that the
prior is asymptotically negligible, and the MLE is asymptotically Gaussian with covariance matrix
I(P*)~!/N. Therefore, the posterior distribution of Pisalso asymptotically Gaussian with covariance
matrix /(P*)~"/n. Under these conditions, we will estimate the Fisher information corresponding to

0* = P* using the asymptotic covariance of the posterior distribution of P.

To avoid unnecessary computational technicalities, we will assume that P is a discrete random
variable taking on values P(w),w € § for some 2 = {1,..., M} with a distribution f. That is, the

random variable P represents a discrete approximation of the true, possibly continuous posterior, as
is common in methods like Sample Average Approximation (SAA) [43].

Percentile Criterion The a-percentile criterion is popularly used to derive robust policies under
model uncertainty [13]. It aims to compute a policy 7 that maximizes the returns corresponding to
the worst a-percentile model:

argmax{yeR Pr [p(ﬂ',ﬁ)zy} 21—0{}. €]
rell P~y

The value y lower-bounds the true expected discounted returns with confidence 1 — a where o €
(0,1/2). Optimizing the percentile criterion is equivalent to optimizing the Value at Risk (VaR,,)
of expected discounted returns when there exists uncertainty in transition probabilities P and the
expected returns function p is lower-semicontinuous. The optimization in (1) is equivalent to

max VaR,, [p(m, P)] , 2

where VaR,, of a bounded random variable X with a CDF function F : R — [0, 1] is defined as [38]
VaRo[X] =sup{t e R: Pr[X >t]>1—a} . 3)



A lower value of « in (1) indicates a higher confidence in the returns achieved in expectation. For
example, VaRg o5[p(7, P)] = « indicates that the true returns will be at least equal to the robust
returns x for 95% of the transition probability models. When clear from context, we use VaR to
denote the Value at Risk at confidence level o. Unfortunately, the optimization problem in (1) is
NP-hard to optimize and is usually approximately solved using Robust MDPs.

Robust MDPs Robust MDPs (RMDPs) generalize MDPs to account for uncertainty, or ambiguity,
in the transition probabilities. An ambiguity set for an RMDP is constructed such that it contains the
true model with high confidence. The optimal policy of a Robust MDP 7* maximizes the returns
of the worst model in the ambiguity set: 7* = arg max, c;; minpep p(m, P). General RMDPs are
NP-hard to solve [53], but they are tractable for broad classes of ambiguity sets. The simplest such
type is the SA-rectangular ambiguity set [33, 53], defined as

P={Pec (AS)Y*A | py\ € Py, Vs €S, Va € A},

for a given Ps, C AS s € S,a € A SA-rectangular ambiguity sets [3, 40] assume
that the transition probabilities corresponding to each state-action pair are independent. Sim-
ilarly to MDPs, the optimal robust value function v* € R for an SA-rectangular RMDP is
the unique fixed point of the robust Bellman optimality operator 7: RS — R® defined as
(Tv)s = maxqea minps,aeps,a p;lv—,a (rs,a +7- ).

To optimize the percentile criterion, an SA-rectangular ambiguity set P is constructed such that it
contains the true model with high probability, and thus, the following equation holds.

P P) > mi P)|>1-a.
r|p(m P) 2 minp(r, P)| 21 -a

Although RMDPs have been used to solve the percentile criterion [3], the quality of the robust policies
it computes depends mainly on the size of the ambiguity sets. The larger the ambiguity sets, the more
conservative the robust policy [30]. SA-rectangular ambiguity sets are most commonly studied; thus
we focus our attention on SA-rectangular Robust MDPs. We investigate whether Bayesian credible
regions are optimal ambiguity sets for optimizing the percentile criterion. We refer to SA-rectangular
RMDPs and SA-rectangular ambiguity sets as Robust MDPs and ambiguity sets respectively.

Our work focuses on Bayesian (rather than frequentist) ambiguity sets. Bayesian ambiguity sets are
usually constructed from Bayesian credible regions (BCR) [3, 40]. Given a state s and an action a,
let 15 o, represent the size of the BCR ambiguity sets; P2SRe and p; , represent the mean transition

s,a
probabilities. The set PESR= is constructed as

PERe = Py (6,9, q) = {Ps,a € A%|||Ps,a — Ps,allap < Vsa} )

where g € {1, 00} represents the norm of the weighted ball in (4) and b € Ri is a weight vector.
Here, b is jointly optimized with ¢ € R to minimize the span of the ambiguity sets such that the true
model is contained in the ambiguity set with high confidence, i.e., Pr (Ps o € Ps.a(b, ¥, q)) > 1 —cu.
We refer to BCR ambiguity sets with non-uniform weights as weighted BCR ambiguity sets. We refer
to the Robust Bellman optimality operator with BCR ambiguity sets (7gcr,, ) as the BCR,, Bellman
optimality operator, and to RMDPs with BCR ambiguity sets as BCR RMDPs. For any § € (0, 1/2),
setting the confidence level a in Tgcr,, to /54 for all state-action pairs yields 1 — & confidence on the
returns of the optimal robust policy [3]. However, we show that even span-optimized BCR RMDPs
can be sub-optimal for optimizing the percentile criterion.

We use the shorthand w; , for any s € S, a € A to denote the vector of values associated with value
v € R® and the one-step return from state s and action a, i.e., Wy, = Ts,q + Yv. We use p, , € R?
and X , € R5*S for any s € S, a € A to represent the empirical mean and covariance of transition
probabilities P , estimated from D. We use rilde to indicate that it is a random variable. We use ¢(-)
and ®(+) to represent the probability distribution function (PDF) and cumulative distribution function
(CDF) respectively of the normal distribution with mean 0 and variance 1. The Z-Minkowski norm

||z]| z for a vector & given some positive-definite matrix Z is defined as ||z||z = VaTZ 1.

We illustrate the conservativeness of BCR,, ambiguity sets with the following example.

Example 2.1. Consider an MDP with four states {so, 1, s2,s3} and a single action {ag}. The
state sg is the initial state and the states si, so, S3 are terminal states with zero rewards. For the



sake of simplicity, we assume that it is only possible to transition to state si, so and s3 from state
s09. The transition probability of py, ., is uncertain and distributed as a Dirichlet distribution
Dso.ao ~ Dir(10, 10, 1) with mean [0.48, 0.48, 0.04]. The rewards for transitions from state s are
given by 74, 4, = [0.25,0.25, —1].

We wish to optimize the percentile criterion with confidence level § = 0.2. Following the
sampling procedure proposed by Russel and Petrik [40] to construct a uniformly weighted
BCR,, ambiguity set for p,, , with 100 posterior samples, yields an ambiguity set Pffgg =
{p € A%|||p = Psp,a0ll1 < 0.277}. In this case, the reward estimate against the worst model in
the ambiguity set p = [0.50, 0.32, 0.18] is pPRa = 0.025. Since we have a single non-terminating
state in the MDP, the percentile returns are given by pV2Fa = VaRo,g[ﬁIma T's0,a0)- Computing

pVaRa for Dirichlet distribution Dir(10,10, 1), we get pV2Ra = 0.17 > pBRa Thus, this example
shows that BCR ambiguity sets can be unnecessarily large, and thereby result in conservative policies.

3 VaR Framework

We introduce the VaR Bellman optimality operator Tv,g,, for approximately solving the percentile
criterion. We show that Ty, is a valid Bellman operator: it is a contraction mapping and lower
bounds the percentile criterion. For any value function v € R, state s € S and action a € A, we
define the VaR Bellman optimality operator Ty.r,, as

(TVaRQ'U)s = Igleaj( VaRa [ﬁla(rs,a + 'Y'U)} . (5)

For each state s, Tvar, maximizes the value corresponding to the worst a-percentile model. In
contrast to the BCR,, Bellman optimality operator Tgcr,,, computing Tvagr,, does not require con-
structing ambiguity sets from confidence regions; it can simply be estimated from samples of the
model posterior distribution, as we later show.

Proposition 3.1 (Validity). The following properties of Tvar,, hold for all value functions u,v € RS,

1. The operator Tyar,, is contraction mapping on R®: || Tvar, u—Tvar, Vs < Y[|u—v| -
2. The operator Tvar,, is monotone: u = v = Tyvar, U = Tvar, V-
3. The equality Tyar,? = U has a unique solution.

Proposition 3.1 formally proves that Ty,r,, is a valid Bellman operator, i.e., it is a contraction
mapping, monotone, and has a unique fixed point © = (Tyar,, ). Here on, we will refer to the policy
(7) corresponding to the fixed point value v as the VaR,, policy.
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Figure 1: Figure 1a (left) compares the asymptotic radius of ¥~ !-Minkowski norm BCR ambiguity
sets to VaR,, ambiguity sets, where X is the covariance matrix. The size of the BCR ambiguity sets
significantly grows with the number of states. Figure 1b and Figure 1c (right) compare the asymptotic
forms of BCR,, and VaR,, ambiguity sets under high and low uncertainty in P at confidence level
a = 0.2 respectively. The grey dots represent the transition probabilities samples from a Dirichlet
distribution. The sizes of BCR,, and VaR,, ambiguity sets increase with an increase in the uncertainty
in P, however, the VaR,, ambiguity sets are smaller than the BCR,, ambiguity sets.



We now show that the VaR Bellman optimality operator Ty,r, optimizes a lower bound on the
percentile criterion. Given a policy m, a state s € S, and transition probabilities P, let

(Tpv)s = Z 7(s,a)py 4(Tsa + V) |

acA

represent the Bellman evaluation operator for transition probabilities P. Furthermore, let

(TVar,0)s = Y _ 7(s,a) VaRq [B] ,(Tsa +0)]
ac A

represent the VaR Bellman evaluation operator for random transition probabilities P. We use 0"
to denote the fixed point of 77,y . Furthermore, we use ©™ to represent the random fixed point of
Tg , which is computed using a random realization of the transition probabilities P sampled from the
posterior distribution conditioned on observed transitions D.

Proposition 3.2 (Lower Bound Percentile Criterion). For any § € (0, 1/2), if we set the confidence
level v in the operator T\,  to /s, then for every policy m € 11 : Prp [67 < 0™|D] > 1 — 4.

Proposition 3.2 shows that for any policy 7 and state s, the VaR,, value at state s, 0™ (s) lower
bounds the true value 9™ (s) with high confidence. Comparing Proposition 3.2 with the definition
of the percentile-criterion in (1), we see that the percentile-criterion requires confidence guarantees
only on the returns computed from the initial states, whereas the equation in Proposition 3.2 provides
confidence guarantees on the value of every state. Therefore, for any policy 7, the value pl o™ is
a lower bound on the percentile-criterion objective VaR;[p(m, P)]. Since Ty,r,, finds a policy 7
that maximizes the value pgﬁ’r, it follows [37] that Tv,r,, optimizes a lower bound on the percentile
criterion in (1).

Proposition 3.3. Suppose that ps, for any state s and action a, is a multivariate sub-
Gaussian with mean ps, and covariance factor X, ,, ie., E {exp (A(ﬁs,a — 1557,1)T'w)} <

exp ()\2“’T2s,aw/2),v}\ € R,Yw € R®. Then, for any state s € S, Tvar,, satisfies

(Tvar,v)s = %leaj‘( (ﬁl—,aws-,u - \/2 ln(l/a)\/ws,azs,aws,a)

As a special case, when ps_,, is normally distributed pg o ~ N (Ds,a> Xis,a), then Tyar, for any state
s € S can be expressed as

(7—\/aRa'v)s = gleajl( (ﬁ-sr,aws,a - (I)_l(]- - a) ws,azs,aws,a>

Proposition 3.3 shows that by assuming that the transition probabilities are sub-Gaussian, we can
easily compute a lower bound of the VaR Bellman update (7v.r,v) for a given value function using
only the mean and the covariance matrix of P. In the special case where Pis normally distributed,
we can compute the VaR Bellman optimality operator Tv.g,, (v) exactly.

3.1 Performance Guarantees

We now derive finite-sample and asymptotic bounds on the loss of the VaR framework.

Theorem 3.4 (Performance). Let © be the fixed point of the VaR Bellman optimality operator Tyar,,
and 7* be the optimal policy in (1). Let p* = VaRs [p(7*, P)] denote the optimal percentile returns
and p = p{ v denote the lower bound on the percentile returns computed using the Bellman operator
Tvar,, with o = 3/s. Then for each § € (0,1/2):

1

P —p< m?eaécr(?eaj( (Vale% [ﬁlawsﬁa} — VaR,, [ﬁlawsya]) . (6)

Theorem 3.4 bounds the finite sample performance loss of the VaR framework. The loss varies
proportionally to the maximum difference between the /s and 1 — (1-9/s) percentile of the one-step
Bellman update for the optimal robust value function ©. Furthermore, the VaR framework performs
better when the uncertainty in the transition probabilities is small.



Theorem 3.5 (Asymptotic Performance). Suppose that the normality assumptions on the posterior
distribution P in Section 2 are satisfied. For any § € (0,1/2), set o = 9/s in Tyar,,. For any state
s and action a, let 1(p} ,) be the Fisher information matrix corresponding to the true transition
probabilities p; ,. Furthermore, let 02 0 = MaXeeS ac A 'ciJST’aI(p;‘_’a)’lziJS,a be the maximum over
state-action pairs of the asymptotic variance of the returns estimate 151 oWs,q. Then the asymptotic
performance of the VaR framework p w.r.t. the optimal percentile returns p* satisfies

1 1
lim VN(p* —p) < T (207 (1 — 8/5) Omax) < ﬁ\/S In(5/8)0max -

N —oc0

Theorem 3.5 shows that the asymptotic loss in performance of the VaR framework convergence to 0,
ie., limy_ oo (p* —p) =0.

3.2 Dynamic Programming Algorithm

We provide a detailed description of the VaR value iteration algorithm (Algorithm 3.1) below. We
also bound the number of samples required to estimate a single VaR Bellman update (7, g v)s for
any given policy 7 and state s with high confidence 1 — (.

Algorithm 3.1: Generalized VaR Value Iteration Algorithm

Input: Confidence a € (0, /2), Value approximation error € > 0, Transition models

P(w1), P(w2),. .., P(wa) sampled from posterior distribution f
Output: Robust policy 7y, Lower bound uy,
Initialize robust value-function up = 0,k =0
repeat
for s < 1to S do
for a < 1to Ado
Ws,a ¢ Ts,a T YUK /I 1-step return from (s, a)
o — VaRa[p! qws.a] // empirical VaRo
end
end
kE<—k+1
Uk (s) < maxeca(qa), mr(s) < argmax,c 4(qa) // VaR Bellman optimality update
until ||ur — wp—1]lec < 1=7)/5
return 7y, Uy

In each iteration of Algorithm 3.1, we compute the one-step VaR Bellman update Tv.r,, (v) using

the current value function v. When P is not normally distributed, we use the Quick Select algorithm
[23] to efficiently compute the empirical estimate of the a-percentile of 1-step returns for any state s,

action a, and value function v, i.e., \ZE{Q [ﬁ;a(rsya + vv)]. On the other hand, when P is normally
distributed, we compute the VaR Bellman optimality update Ty,g,, (v) using the empirical estimate
of mean (Ps,q)ses,aca and covariance (X 4)ses,ac.a Of the transition probabilities derived from
the data D (Proposition 3.3). We repeat these steps until convergence.

Proposition 3.6 (Empirical Error Bound). For any state s, action a and value function v, let
VaRq[p! ,ws.q] represent the empirical estimate of a-percentile of returns VaRqo[p] ,ws o] and
O represent the cumulative density function (CDF) of the random estimate of returns ﬁ;ﬂawsﬁa.
Suppose that ® is differentiable at the point VaRo[p] ,ws,q) and let n = Y (VaRa[p! sws.a])

represents the density of estimate of returns at point VaR,, [ﬁlaws,a]. Let M* be the number of
posterior samples required to obtain empirical error € € R, with confidence 1 — , where 0 < ( < 1,

ie, Pr [|\7&—E{a [f);r’aws,a] — VaR, [ﬁ;awsyaﬂ > | < ¢ Then, lim._,o M*e? = In(3/¢) /2,2,

We now show that Algorithm 3.1 produces a policy 75, and value function w;, that approximates the
optimal value function .

Proposition 3.7 (Value Iteration Error). Define the empirical VaR Bellman optimality operator
T for any value v € RS and state s € S as (Tok. v)s = maxgea VaR, [ﬁz,aws,a] Let



© € RY and @ € R? represent the fixed points of Tvar,, and T, respectively. Suppose that
Algorithm 3.1 returns policy 7y, and value function uy, and ||t — ug||oo < Tmax/1—~. Then,

) . 2e
i — uilloo < €, and |4 — wn, || < 1—77 '

Furthermore, the gap between the empirical and true value function is bounded by

[0 =l < g min (|1 Tozn, &~ Tan. @l [ Tzn, & = T )

Proposition 3.8 (Time Complexity). Lef rmax = maxs ses.aca |R(s,a,s)|. Then, Algorithm 3.1

terminates in k = [log:, (Zzes; )] iterations with time complexity O (SQAM logl/v(%)).

Furthermore, for any failure probability ( € (0,1), suppose that the CDF (®y) of the random
estimate of 1-step returns ﬁlaﬁy&a is differentiable at the point VaR, [ﬁlaﬁ)s’a], and set n =

®'(VaR4 [P] ,Ws,a]) and M = O(M) Then with probability at least 1 — (, it holds that

n2e2(1-7)2

nZeZ(1-7)2

2410 rmaz \jog( S
|19 — uklloo < O(e), and Algorithm 3.1 runs in (’)<S Atosy, (S5 )1 g(<)> time.

4 Comparison with Bayesian Credible Regions

We are now ready to answer the question: Are Bayesian credible regions the optimal ambiguity sets
for optimizing the percentile criterion? For this, we compare the VaR framework with BCR Robust
MDPs. First, we derive the robust form of the VaR framework and show that in contrast to the
BCR Bellman operator, the VaR Bellman optimality operator implicitly constructs value function
dependent ambiguity sets, and thus, these sets tend to be smaller (Proposition 4.1). Then, we compare
the asymptotic radii of the BCR ambiguity sets and the VaR ambiguity sets implicitly constructed by
Tvar,, - For any given confidence level a, the radius of the VaR ambiguity sets are asymptotically
smaller than that of BCR ambiguity sets (Theorem 4.3). Precisely, the ratio of the radii of VaR
ambiguity sets to BCR ambiguity sets is at least v/X%_1,1-a/®~ ' (1—a), Where X?S'—l,l—a is the CDF
inverse of 1 — o percentile of Chi-squared distribution with degree of freedom S — 1 and ®~1(1 — «)
is the 1 — a percentile of A/(0, 1). This implies that there exist directions in which the BCR ambiguity
sets are at least Q(\/§ ) larger than VaR ambiguity sets. Thus, we prove that VaR framework is better
suited for optimizing the percentile criterion than RMDPs with BCR ambiguity sets.

For any value function v, define the VaR ambiguity set PV2R:v ag

pVaRv X P;{ZP“” where P;{ZRW = {ps’a e A® | pST’a'U > VaR,, [ﬁ;av] } @)
s€S,acA

Proposition 4.1 (Equivalence). The VaR Bellman optimality operator Tyar,, can be expressed as

Vs €S : (Tvar,V)s = ?Ezaiper;:iél&v P (rea+yv) .

Furthermore, the optimal VaR policy # € TIP solves max,cyp minpcpvars p(m, P) , where
¥ € RY is the fixed point of the VaR Bellman operator Tyar,,, i.e., ® = (Tvar,0).

Proposition 4.1 shows that the VaR Bellman optimality operator optimizes a unique robust
MDP whose ambiguity sets are SA-rectangular and value function dependent. Notice that
for any state s, action a and value function v, the VaR ambiguity set is a half-space
{ps.a € A% : p] ,v > VaR, [pI,v]} dependent on the value function v. In contrast, BCR ambi-
guity sets are independent of any policy or value function and are constructed such that they provide
high-confidence guarantees on returns of all policies simultaneously. As a result, BCR ambiguity sets
tend to be unnecessarily large.

We now compute the ratio of the asymptotic radii of BCR ambiguity sets and VaR ambiguity sets.

Theorem 4.2 (Asymptotic Radii of VaR Ambiguity Sets). For any state s and action a, let

I({(p:a)i S71) be the Fisher information of the first S—1 transition probabilities, i.e., {(Ps0)i oL



I({(pza)iYis) O ; : :
Define 1'(p: )= S’(‘)IT i=1 ol Suppose that the normality assumptions on the posterior

distribution P in Section 2 are satisfied. Then,

lim VN(PYR — pt ) = {poa € A Ipoa = PLallips ) <@ HU—a)} =P, - ®)

N—o00

Theorem 4.2 shows that the asymptotic form of the VaR ambiguity set is an ellipsoid. Note that,
in contrast to the finite-sample VaR ambiguity set ’Ps\sz’” in problem (7), the asymptotic VaR
ambiguity set PXZR is independent of the value function v. This is because VaR,, [ﬁz a'v] is convex

in the value function v [39]. Therefore, the asymptotic ambiguity set PSYZR is simply the intersection

of closed half-spaces in PXZR’Y computed over all value functions v € RS [9]. It is also worth noting

that the radius of the asymptotic VaR ambiguity set P;{ZR is constant. In contrast, the asymptotic
radius of the BCR ambiguity sets grows with the number of states in at least one direction, as we

show in the following proposition.

Theorem 4.3 (Asymptotic Radius of Bayesian Credible Regions). For any state s and action a,
let ’Pg(CZRQ represent any Bayesian credible region. Let £ < \/X%3_1,1-a/® ' (1—a). Suppose that the

normality assumptions on the posterior distribution of P in Section 2 are satisfied. Then,

VseS,a€ A lim VNP —p],) ¢ lim VNPT —pl,) - ©9)

— 00

We note that Theorem 4.3 is an adaptation of Theorem 10 in [21] in RL which proves that there exist
directions in which the Bayesian credible regions is at least £ = v/x%_1,1-o/®'(1—a) larger than
VaR ambiguity sets. Since the value of ¢ only grows with the number of states, we conclude that
BCR ambiguity sets are sub-optimal for optimizing the percentile criterion. Figure la shows the
growth in the ratio of radius of BCR to VaR ambiguity sets with an increasing number of states.

5 Experiments

We now empirically analyze the robustness of the VaR framework in three different domains.

Riverswim: The Riverswim MDP [46] consists of five states and two actions. The state represents the
coordinates of the swimmer in the river and action represents the direction of the swim. The task of
the agent is to learn a policy that would take the swimmer to the other end of the river.

Population Growth Model: The Population Growth MDP [25] models the population growth of pests
and consists of 50 states and 5 actions. The states represent the pest population and actions represent
the pest control measures. In our experiments, we use two different instantiations of the Population
Growth Model: Population-Small and Population, which vary in the number of posterior samples.

Inventory Management: The Inventory Management MDP [56] models the classical inventory
management problem and consists of 30 states and 30 actions. States represent the inventory level
and actions represent the inventory to be purchased. The sale price s, holding cost ¢ and purchase
costs P are 3.99, 0.03, and 2.219. The demand is normally distributed with mean=s/4 and standard
deviation s/6.

Implementation details: For each domain in our experiments, we sample a dataset D consisting of
n tuples of the form {s, a, r, s}, corresponding to the state s, the action taken a, the reward r and
the next state s’. We construct a posterior distribution over the models using D, assuming Dirichlet
priors over the model parameters. Using MCMC sampling, we construct two datasets D, and D,
containing M and K transition probability models, respectively.

We construct L train datasets by randomly sampling 80% of the models from D; each time. We use
D> as our test dataset. For any confidence level d, we train one RL agent per train dataset and method.

For evaluation, we consider two instances of the VaR framework: one (denoted by VaRN) that
assumes that P is a multivariate normal, and another (denoted by VaR) that does not assume any
structure over P. We use seven baseline methods for evaluating the robustness of our framework.
They are: Naive Hoeffding [35], Optimized Hoeffding (Opt Hoeffding) [3], Soft-Robust [5], and
BCR Robust MDPs with weighted ¢; ambiguity sets (WBCR ¢1) [3], weighted ¢, ambiguity sets



(WBCR () [3], unweighted ¢; ambiguity sets (BCR ¢1) [40] and unweighted /., ambiguity sets
(BCR (1) ambiguity [40] sets. See Appendix C in the appendix for more details.

We report the 95% confidence interval of the robust performance (§-percentile of expected returns) of
the VaR framework on the test dataset with that of other baselines for different values of 4.

Methods Riverswim Inventory Population-Small Population

VaR 68.54 £+ 5.08 45795 £ 0.74 -3102.48 + 429.7 -4576.87 + 147.3
VaRN 67.27 £0.0 452.78 £ 0.02 -4005.53 £+ 8.76 -4570.17 + 38.84
BCR [y 67.27 £0.0 369.67 £ 0.0 -5614.95 + 80.28 -6013.21 + 1177.94
BCR I 67.27 £0.0 199.41 + 39.02 -7908.92 +41.6 -9033.7 £ 84.28
WBCR 3 67.9 + 3.82 454.1 £4.16 -5290.38 + 1084.26  -5408.01 £225.2
WBCR [ 67.27 £0.0 199.4 + 39.02 -7712.43 4+ 55.96 -8377.64 £+ 126.24
Soft-Robust 61.79 £ 1.46 460.6 £ 0.0 -3647.18 + 94.62 -6932.86 + 154.16
Naive Hoeffding 51.52 £ 6.06 -0.0£0.0 -8647.7 £ 59.5 -9127.14 £+ 140.98
Opt Hoeffding 50.76 £ 4.56 -0.0+£0.0 -8640.48 +2.34 -9163.64 + 13.62

Table 1: shows the 95% confidence interval of the robust (percentile) returns achieved by VaR, VaRN,
BCR {1, BCR (., WBCR {1, WBCR, Soft Robust, Worst RMDP, Naive Hoeffding and Opt Hoeffding
agents at 6 = 0.05 in Riverswim, Inventory, Population-Small, and Population domain.

Experimental Results Table 1 summarizes the performance of the VaR framework and the base-
lines for confidence level § = 0.05 (Table 2 and Table 3 in the appendix summarizes the results
for § = 0.15 and 6 = 0.3 respectively.). We observe that for confidence level 6 = 0.05, the VaR
framework outperforms the baseline methods in terms of mean robust performance in most domains.
On the other hand, for § = 0.15, the VaR framework outperforms baselines in the Population and
Population-Small domains and has comparable performance to the Soft-Robust method in the Inven-
tory domain. However, at § = 0.3 we observe that the VaR framework has lower robust performance
relative to the the Soft-Robust method in Riverswim and Population domains. We conjecture that this
is because the Soft-Robust method optimizes the policy to maximize the mean of expected returns and
is therefore able to perform better in cases where a lower level of robustness is required. However, we
note that in contrast to our method, the Soft-Robust method does not provide probabilistic guarantees
against worst-case scenarios.

Furthermore, as expected, we find that in many cases, the robust performance of BCR Robust MDPs
with span-optimized (weighted) ambiguity sets (WBCR {1, WBCR /) is relatively higher than
the robust performance of Robust MDPs with unweighted BCR ambiguity sets (BCR {1, BCR /).
However, we find that even Robust MDPs with span-optimized BCR ambiguity sets are generally
unable to outperform the robust performance of our VaR,, framework.

Figure 2 compares the robust performance of the VaR framework and the baselines on both train
and test models. The trends in the robust performance of the VaR framework and the baselines are
similar on both train and test models.

6 Conclusion and Future Work

The main limitation of the VaR framework is that it does not consider the correlations in the
uncertainty of transition probabilities across states and actions [19, 29, 30]. However, due to the
non-convex nature of the percentile-criterion [3, 40], constructing a tractable VaR,, Bellman operator
that considers these correlations is not feasible. One plausible solution is to use a Conditional Value
at Risk Bellman operator [11, 27] which is convex and lower bounds the Value at Risk measure. We
leave the analysis of this approach for future work. Empirical analysis of the VaR,, framework in
domains with continuous state-action spaces is also an interesting avenue for future work.

In conclusion, we propose a novel dynamic programming algorithm that optimizes a tight lower-
bound approximation on the percentile criterion without explicitly constructing ambiguity sets. We
theoretically show that our algorithm implicitly constructs tight ambiguity sets whose asymptotic
radius is smaller than that of any Bayesian credible region, and therefore, computes less conservative
policies with the same confidence guarantees on returns. We also derive finite-sample and asymp-
totic bounds on the performance loss due to our approximation. Finally, our experimental results
demonstrate the efficacy of our method in several domains.
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A Additional theoretical results

Definition A.1 (Translation Subvariance). The operator ¥ : R® — R satisfies the translation
subvariance property if for all vector v € R® and scalar c, there exists v € [0, 1) that satisfies

T(v+ecl) = (Fv) +vcl

Definition A.2 (Monotonicity). The operator T : RS — R satisfies the monotonicity property if for
all v € R and u € RS such that v < wu, T satisfies

Tv <X Fu

Lemma A.3 (Contraction Mapping [6]). The operator T : RS — RS is a contraction mapping if it
satisfies monotonicity and translation subvariance properties, i.e., there exists v € [0, 1) such that for
allu e RS, v e R, ¥ satisfies

[Tu = Tv]loo < 7llu — vl -

The proof of Lemma A.3 follows directly from Proposition 2.1.3 in [6]. We re-derive the proof for
the sake of completeness.

Proof. Denote
¢ = max |u, — v, .
seS | s s‘
Therefore for all s € S,
Us —c< vy < us+c.

Applying ¥ to these inequalities and using the translation subvariance (Definition A.1) and mono-
tonicity (Definition A.2) properties, we obtain that for all s € S,

(Fu)s —ve < (Tw)s < (Tu)s +c.

It follows that for all s € S,
[(Fv)s — (Fu)s| < e,
and therefore ||Tu — Tv||o < ~yc, proving the stated result.

O

Lemma A.4. For any policy m, let ©™ and v™ be the fixed point of the VaR policy evaluation operator
'K?aRa and Bellman policy evaluation operator Tj. If the VaR Bellman policy evaluation operator

g

VaR,, dominates the Bellman policy evaluation operator Tg at o™, i.e., T\g 0™ X TS0", then, the
fixed po-int of the VaR Be.llma{z evaluation operator T\, dominates the fixed point of the Bellman
evaluation operator T, i.e., v < v".

We note that in contrast to the Bellman policy evaluation operator 77, the VaR Bellman policy

evaluation operator 7\ i is a function of the random variable P and is not dependent on the

transition probabilities P assumed in this setting.
Using the assumption Tyag, o™ = T 0", and from 0™ = Ty 0" and v™ = Tgv™, we get by
algebraic manipulations:
Proof.
V" — v = TR 0" —Tpv" X Tpo" —Tpv" 2P (0" —v") .

Here P is the transition probability function corresponding to policy 7. Subtracting v P, (0" — v™)
from the above inequality gives,

(I —-~P;)(o" —v™) <0 .
where I is the identity matrix. (I —~vP,)~! is monotone as can be seen from its Neumann series.
" —v" < (I —vP;)"'0=0 .

which proves the result. O
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B Proofs

B.1 Proof of Proposition 3.1

Proposition 3.1 (Validity). The following properties of Tvar., hold for all value functions u,v € RS,

1. The operator Tyar,, is contraction mapping on RS : || Tvar, v —Tvar, Vo < V/|u—v| s -
2. The operator Tvar,, is monotone: u = v = Tyar, U = Tvar, V-
3. The equality Tyar,? = U has a unique solution.

Proof. From Lemma A.3, we know that an operator is a contraction mapping if it satisfies monotonic-
ity and subvariance property.

In this proof, we will show that the VaR Bellman operator TVﬂaRa satisfies monotonicity and subvari-
ance property, and therefore, is a contraction mapping.

We will use shorthand r; , to denote the reward vector corresponding to state s and action a, i.e.,
rsq = R(s,a,").

First, we show that Tv,r,, satisfies translation subvariance property. Consider any ¢ € R and state s.
Then,

(Tvar., (v + €1)), =max VaRa[p], (rs. +7(v + c1))]

@ max VaRy[p! , (rs.a + v + 7cl)]
acA ’

(b) ~T

= max VaR, [P, ,(7s,o + 7v) + (]

acA ’

© max VaR, [Py o (75,0 + )] + e
a€ ’

@

= (RaRav)S +c .

(a) follows from simple algebraic manipulations, (b) follows from vcp] ,1 = ¢, (c) follows from

the translational invariance property of VaR,, measure [41], and (d) follows the definition of the
VaR Bellman operator 7, -

Next, we show that Tv,r,, satisfies the monotonicity property.

Let v and v be any two value functions such that v < u. Consider any state s € S. Then,

(Tvar.?)s — (TvaR. U)s @ meaj‘( VaR,, [ﬁl,a(r&a +9v)] — meajl( VaR,, [ﬁl—a (Ts,a + yu)]

(b)

< X (VaRa [ﬁ;ra (75,0 +7v)] — VaRq [ﬁl—,a(r&a + 'VU)D

(©)
<0

(7—\/aRa'U)s S (ﬁ/aRuu)s .

(a) follows from the definition of the VaR,, Bellman operator Tvag.,, (b) follows from the fact that
Va' € A, —maxaea VaRo [Pl , (75,0 +70)] < — VaRa[p{ ./ (75,00 + Y0)], (¢) follows from the
monotonicity property [41] of the VaR operator and u > v.

Thus, we prove that Ty,r,, is a y-contraction mapping and a monotone operator. Since Tv,r,, is a
contraction operator on a Banach space and from the Banach fixed point theorem [1], it follows that
the operator Tv,r,, has a unique solution v, i.e., Tyar, 0 = 0. O

Given a policy 7, a state s € S, and transition probabilities P, let
(Tpv)s = Z (s, a)pl ,Wws o and (Tgog, v)s = Z 7(s,a) VaRq [Pl ,Ws.a]
acA acA

represent the Bellman evaluation operator corresponding to transition probabilities P and the VaR,,
Bellman evaluation operator, respectively.
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B.2 Proof of Proposition 3.2

Proposition 3.2 (Lower Bound Percentile Criterion). For any § € (0, 1/2), if we set the confidence
level v in the operator T\,  to /s, then for every policy m € Il : Prp [67 < 9™|D] > 1 — 4.

a.

Proof. Let a = 9/s. Recall that for any policy 7, state s € S, transition probabilities P, the Bellman

evaluation operator 75 and the VaR Bellman evaluation operator 77,y ~are defined as

(Tpv)s = Z W(S,G)p-sr,aw&a and (Ty,g,v)s = Z m(s,a) VaRq [ﬁ-sr,awsya] J
acA ac€A
respectively.

Let 9™ be the fixed point of 7Ty},

R conditioned on observed transitions D, and let ™ be a random

variable that represents the fixed point of Tg for a given realization of the transition probabilities p.
Then, applying Lemma A.4 to 7y, and 77, we have, o™ =< v™ implies

T AT T
VaR,, 0 ijfv .

That is for each state s,

VaR, [f)l—,‘n'(s)ﬁﬂ] < f):sr,ﬂ'(s)ﬁﬂ- : (10)

Using the equation (10), we can bound the probability that the VaR value function lower bounds the
true value. O
Pr(o” < 57|D) = Pr Vs €S VR, [B],(, 07| < ﬁjm(s)m‘p} . (11

From the definition of VaR, we know that for any state s and action a,
Pr[VaR, [p!,0"] <Pl 07|D] >1—a , (12)
P

Therefore, using union bound and (11) in (12), we can write

Pr[&™ = 9"|D] < Y Pr|VaRy[p! 0" > B! 0"
P [ | } = ;S P |: [ps,ﬂ'(s) ] ps,ﬂ'(s)

]
Thus,

5 5
Pr[o" = o"[D] =Y < =8S5=0.
SESS S
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B.3 Proof of Proposition 3.3

Proposition 3.3. Suppose that ps, for any state s and action a, is a multivariate sub-
. . _ . . ~ _ T
Gaussian with mean ps, and covariance factor X, ,, i.e., E {exp ()\(ps,a —p&a) w)} <

exp (/\QWTEs,aw/z),V/\ € R,Yw € R®. Then, for any state s € S, Tyar,, satisfies

(TVaRa'U)s Z Zneaj{ (ﬁlaw&a - \/2 ln(l/a)\/ws,azs,aws,a)

As a special case, when pg_, is normally distributed pg o ~ N (Ps.a, Xs,a), then Tyar,, for any state
s € S can be expressed as

(RaRav)s = I(Peaj‘( (ﬁlaws,a - (1)71(1 - a) ws,azs,aws,a)

Proof.

( \;raRav)s = g}éﬁi VaR,, [ﬁ-sr,aws,a}

@ Igleaj‘(sup {t‘ Pr (ﬁ;a'ws,a > t) >1-— a}
)T

® Ianeai(inf {t| Pr ((ﬁs,a —PDsa) Wsq > (t— ﬁ;aws,a)) <1- a}

) . . _ _
2 max inf {t‘ Pr (exp((psﬁa — ps,a)Tws,a) > exp(t — p;awsﬁa)) <1- a}

“(t— 5T w. )2
maxinf ¢ ¢|1 —exp ( T PsaWsa) <l—-«
acA 211)87@237@’[1757@

max inf {t‘(t — Pl Wsa)? < —21n(a)w1a28’a'w8’a}

~
Ve

©

ac

Qma}inf{t‘(t—ﬁlaw&a)e(—\/2111(1/&) WIS, oWs.0r /2 1I0(a) w;'aES’aw&a)}
m: Ws, Vs Vs,

® max (ﬁlaws,a — \/2 ln(l/a)\/ws,aEs,aws_,a)

acA

Equality (a) follows from the definition of VaR, (b) follows from using the fact that VaR[X] =
inf{t € R : Pr[X > t] < 1 — a} and subtracting P! ,ws o on both sides, (c) follows from taking ex-
ponential on both sides, (d) follows from applying the upper-bound given by Chernoff bound
for a sub-Gaussian distribution [7] i.e., Pr (exp((Ps,a — Ps,a) Ws,a) < exp(t — P! ,wsq)) <

—(t—P] o Ws,a)”

ex
p QwI,aESY(L'wS,a

>, (e) follows from subtracting 1 on both sides and then, taking In on both

sides, (f) follows from simple algebraic manipulations and (g) follows from taking the infimum of
the solution interval of t.

Solving for ¢ in step (g), we get t = VaRq[P] ,ws.a] = DY Ws.a — v/2In(Ya) /W, o s qWs 4
which proves the stated result.

Next, we derive the VaR Bellman optimality update Tvar,, (v) when p, ,Vs € S,a € A is normally
distributed.

Consider the VaR Bellman optimality operator defined for any state s and value function v as
(Tvar,v)s = max VaR, [p] ,ws.a] - (13)
acA ?
From the theory of multivariate Gaussian distributions [7], we know that, for any state s and

action q, if p, o is Gaussian distributed N (Ps,as Xis,a), then, ﬁST’aws,a is also Gaussian distributed
J\/(ﬁ;a'w&a, leZS,awsya). To find the VaR,, [ﬁlﬂwsﬂ] for any state s and action a, it is sufficient
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to find ¢ such that Pr(p] ,ws o > 1) =1— o

~ _ T _ AT
Pr (p - ps,a) Ws,q t pS,awS7a N
\/wlazs,aws,a \/wlazs,aws,a
t— ﬁT Ws,q
1-¢ | —=22 22 | =1-a
AW s aws g
t— ﬁT Ws,q
s,a , _ <I>_1(a)

\/ wlazs,aws,a
t=p, ot 1>
- ps,awsﬂl + (Oé) ws,a s,aWs,a
T —1 /
t= D5 (Ws,a — P (1 - 04) wlazs,aws,a s

The first equation follows from substracting f);aws,a and dividing by , /wlaiis,aws,a on both sides.

The second equality follows from the definition of CDF of A/(0, 1) and the third equality follows
from simple algebraic manipulations.

Substituting the value of ¢ = VaRq[p! ,ws.a] = P{ ,wsa — P71 (1 — a)y/w] B qws 4 in (13),

we obtain the stated results. O

The normal form of the VaR Bellman optimality operator Tv.r,, is useful to analyze the asymptotic
properties of the VaR Bellman operator.

B.4 Proof of Theorem 3.4

Theorem 3.4 (Performance). Let © be the fixed point of the VaR Bellman optimality operator Tyar,,
and 7 be the optimal policy in (1). Let p* = VaRs [p(7*, P)] denote the optimal percentile returns

and p = p{ o denote the lower bound on the percentile returns computed using the Bellman operator
Tvar,, With o = 3/s. Then for each § € (0,1/2):

1 ~ -
T~ I?eagc Ianeaj( (Vale% [psT’awsﬁa} — VaR,, [p;awsya]) . 6)

pr—p<

Proof. We denote the optimal policy that optimizes the J-percentile criterion by 7*, ie., 7° €
arg maxrenr VaRs[p(m, P)].

Recall that & € R is the fixed point of the VaR,, Bellman optimality operator Tv.g.., i.e., ¥ =
Tvar,® and p = pl® is the returns of the corresponding policy. The operator 775 represents the
Bellman evaluation operator for a given policy m € II and a transition probability model P. The
Bellman evaluation operator 75 for any s € S and value v € R¥ is defined as

(Tpv)s = PsT,ﬂ(s)ws.,w(s) )

where W, r(s) = Ts n(s) + 7 V.

It is known that the Bellman operator 7/ is a y-contraction mapping, monotone, and has a unique
fixed point. We will use 3" = Tg “9™ to represent the random unique fixed point of the Bellman
operator Tg " defined for a random realization of transition probabilities P. Furthermore, we will use
pgf;”* = p(m*, 13) to denote the random ~expected returns corresponding to policy 7* and random
realization of the transition probabilities P.

Suppose that ¢ € R upper-bounds the difference in performance of the VaR,, policy 7 and optimal
percentile-criterion policy 7%, i.e., p* — p=c <= p* =p—c.
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From the definition of VaR and 7*, we know that
p* = VaRs[p(7*, P)] = sup{t : Pr[p(z*, P) > ] > 1 -6} .
Since p + c upper bounds p*, we can write
Pr[p(n*,P) < p+c] >0 < Prlp(n*,P)—p<c¢ >0 . (14)

The above equation suggests that the error in the performance of the VaR,, policy is upper-bounded
by cif Pr[p(n*, P) — p < c| holds with at least ¢ probability.

To derive a lower bound on ¢, we proceed as follows.

We begin by showing that p(7*, P) — p < [|[#™ — 0/|0c.

p(r*, P) — p = p(z*, P) — pio from the definition of j and p(7*, P)
< Ip}o™ il EET I
<|lpoll1[o™ — Bl from Holder’s Inequality
<1 — Bl Ipolls =1 -

Next, we bound ||#™ — 9| to obtain a lower-bound on c.

—blloe 28T —TE O+ TE D — 8]l

LNTE o~ TE o+ TE o — Tean, b

1o

(©) x . o .

<|TE 0™ —T5 Olloo +ITE © — Tvar, ?llo

@ . . X

ST = 0floc + I T5 © — Tvar,0llo -

(a) follows by simply adding and subtracting 77 "0, (b) follows from the fact that ™ and © are the
fixed points of ’Tg " and Tva.g,, respectively, (c) follows from applying the triangle inequality to the
R.H.S., and (d) follows from the contraction property of a Bellman operator.

Rearranging and re-normalizing the above terms, we get

. 1 .
0" — D < —|\|ITE © — Tyar. © . 16
[07 =D < (1_W)IITP ¥ — Tvar, 0|0 (16)
Then, combining (15) and (16), we get
- . 1 . )
p(r*, P) = p < mHTp ® — Tvar, 0/
@ 1 - N
=~ max ((7}, V)5 — (RaRav)s)
1-— v seS (17)
®_1 ma, (~T w — VaR, [~T W, » D
- 1 — seg ps’ﬂ'*(s) s,m*(8) o ps’ﬁ—(s) s,7(s)
() 1 T N ~T A~

(a) follows from the definition of [ norm, (b) follows from the definitions of 7var, and 77 )
Bellman operators, and (c) follows from the fact that 7 (s) = argmax,c 4 VaRq [P] ,Ws,q| and

thus, VaR,, {ﬁlﬁ(s)wsﬁ(s)} > VaRq, {I};r,w*(s)ws,ﬂ*(S)]

Therefore, for any € > 0, we can write

_— . 1 T . T .
Pr |:p(7T 7P) —p S 7111&5( (Vale% |:ps7ﬂ—*(s)ws,7r*(s):| - VaROc |:ps77r*(s)ws,7r*(s):|):| Z ]

IN

Pr {p(ﬂ»ﬂ) P)—) T .85, (VaRl_i{s [Pl ,Ws.a] — VaRg [ﬁ;aws,a}) >6 .

(18)
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The first equation in the above follows from Pr [ﬁsyaws’a > VaR;_1-s- [ﬁlaﬁ)s’a” <
2 ;
1—55 for any state s and action a and applying union bound over all states

yields Pr {ﬁwws,a > VaRy_1os-c [B]tsa] Vs € S} < 1 — 6 Thus, we get
Pr {f)s’awsﬁa < VaR,;_1--- [Pl W], Vs € S} > §. The second equation follows by
simply replacing 7*(s) with the worst-case action, i.e., action that maximizes the upper bound.
Comparing (14) and (18), we get

w a 1 _ .
p —p<1_7§£ﬁg§<£?hR 1;5@meJ—Vﬁmhﬂﬂ%A>

Note that VaR of returns is upper semicontinuous and thus, this implies that the infimum in the above
equation is achieved at € = 0.

Therefore, we can write

pr=p< . max max (Vale% [ﬁlaws,a} — VaR, [ﬁlawsya])

B.5 Proof of Theorem 3.5

Theorem 3.5 (Asymptotic Performance). Suppose that the normality assumptions on the posterior
distribution P in Section 2 are satisfied. For any § € (0,1/2), set o = 3/s in Tyar,,. For any state
s and action a, let 1 (p; o) be the Fisher information matrix corresponding to the true transition
probabilities p; .. Furthermore, let 02 0 = MaXseS ac A uAJST)aI(p:’a)_luAJS,a be the maximum over
state-action pairs of the asymptotic variance of the returns estimate ﬁl’awg,a. Then the asymptotic
performance of the VaR framework p w.r.t. the optimal percentile returns p* satisfies

lim VN(p* - p) < 1# (2871 (1 — 9/5)0man) < ﬁ\/Sln(S/a)omax .

N—o0

Proof. As noted in Section 2, we assume that as N — oo, the posterior distribution of transition
probabilities at any state s and action a (Ps,q) converges in the limit to a multivariate Gaussian
distribution with mean p} , and covariance matrix 7(p: .)”'/N. Hence, we can write

Nli_{nw \/N(ﬁ-sr,aw&a - p:,aTwS,a) ~ N(O, wlaI(p;a)_lws.,a) .

We know from Proposition 3.3, that VaR,, of a univariate Gaussian random variable X ~ N (u, 0?)
can be written as VaR,[X] = p + ® (a)o. Therefore, applying this result to the R.H.S. of
Equation (6), we get

(@ 1

hm\/>(p—)<maxmax<\/>pba Ws,q + P~ (1—)\/11, (pro) " wsa

N—oo 1 — 7 se8 acA

— (\/Np:,aTwsﬂa + (I)_l ( > \/w ps a 1ws,a)>
(b)imaxmax [ 1—7 \/w Lw
1—7 s€S acd (PRa) 4
)
- q)il <S) \/w:er,al(p:,a)lwsya)
© 1 _ 1-9
:M?eaﬁgéa}<(q’ 1<1‘s> ( >> Vel @) 1“’87@>

) 1 5
= 1—~ s aed <2¢_1 (1 B S) \/wsT,aI(p;a)_lws,a)

19)
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(a) follows from the definition of VaR,, under Gaussian assumptions, (b) and (¢) follow from simple
algebraic manipulations, and (d) follows from the fact that V5 € (0,1/2),0 > &~ (1 - 15%) >

qu(%)’ _@*1(%) =d1(1 - %) and assuming S > 1.

We prove the second inequality in Theorem 3.5, by leveraging the sub-Gaussian bounds for a standard
normal distribution A/(0, 0%) to show that Vo/ € (0,1/2), ®~1(1 — a’) < y/2In(1/a’).

We know that for a standard normal distribution X ~ A(0,0%) where ¢ € R, the following
sub-Gaussian bounds holds [7]:

Pr (—\/2111(2/0/)0 <X< 2111(2/0/)0) >1—a . (20)

By definition, for a standard normal distribution A/(0, o2), it holds

Pr(—® '(1-¢/2)0o <X <@ Y (1-af)o)=1-0d . 1)

Comparing equation (20) and (21), we get
M1 —2) < \/2In(2/e) = @M1 -d) < V2In(Yo) . (22)
Using the result in (22) in equation (19), proves the second inequality of the theorem. O

B.6 Proof of Proposition 3.6

Proposition 3.6 (Empirical Error Bound). For any state s, action a and value function v, let
VaRq[p! ,ws.q] represent the empirical estimate of a-percentile of returns VaRqo[p] ,2ws o] and
O represent the cumulative density function (CDF) of the random estimate of returns f);awsya.
Suppose that ®y is differentiable at the point VaRo[p] ,ws,q) and let n = Y (VaRa[p! sws.a])

represents the density of estimate of returns at point VaR,, [1517 oWs.al- Let M* be the number of
posterior samples required to obtain empirical error € € R, with confidence 1 — (, where 0 < ( < 1,

ie, Pr {|\72;T{a [P ws,a] — VaRa[p! ,ws q]| > s} < (. Then, lim,_,qg M*e? = In(%/¢) /22,

Proof. To prove this theorem, we first compute the derivative of the inverse of the CDF 92 ' () /g
as follows. From the definition of the cdf ®; and VaR, we know that, for any o € (0,1/2),

—1 ~
<I>f (o) = VaR,, [plaws,a].
From the inverse-function theorem, we get,

1
- (I)/f (VaRa [P ,ws,a])
o
(07 (o)
1

Ui

Equipped with the above result, we can now proceed to prove the main result.

To prove the result, we need to find M ™ such that

Pr {VaRa Bl oWy o] — & < VaRa[P! 4wy o] < VaRa [Pl ,w, 0] + 5} >1-¢
(23)
(a) — TS _

Z2pr [@fl(a —en) < VaRa[p] ,ws,a] < @fl(a—kan)} >1-¢ .

Equation (a) follows from applying a first order Taylor expansion to <I>J71 around the point . We
apply the following results to obtain a bound on M *.

Let F and F represent the empirical CDF and the true CDF of a random variable Z. Suppose that the
empirical estimate of the CDF F' is estimated using M * samples from the true distribution of Z and
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0 < ¢ < 1 represents the desired level of confidence guarantees, Then, from DWK inequality [31],
we know that

Pr (||F CF||e > \/ln(z/o/zM*) <c.

The above equation implies that

Pr(Ipe(01): F'p) < F p—z)or F'(p) > F (pu)) ¢ (24)

where z; = uy = /In(¥¢)/2m+.

Thus, applying equation (24) to (23), i.e., z; = /n(¥<)/20* = en gives M* = In(¥/¢) /222,

B.7 Proof of Proposition 3.7

Proposition 3.7 (Value Iteration Error). Define the empirical VaR Bellman optimality operator
T, for any value v € RS and state s € S as (Tmm, v)s = maxaea VaR, [ﬁ!)awsﬂ]. Let
© € RY and @ € R? represent the fixed points of Tvar,, and Tan. respectively. Suppose that
Algorithm 3.1 returns policy m, and value function uy, and |4 — Ug|| oo < Tmax/1—~. Then,

2ey

|t — uglloo < e, and |G — Uy, ||co < s

Furthermore, the gap between the empirical and true value function is bounded by

A 1
o - @llo < -

min (| Tz, @ = Tvan. @lloes | Togg, © — e, ol )

Proof. We begin by noting that similar to the VaR Bellman operator Tvar,,, the empirical VaR
Bellman operator 7, is also a contraction mapping because of the monotonicity of the VaR,,

operator and since the empirical VaR,, in the algorithm is always computed from a fixed set of
transition probabilities sampled from the posterior of P.

We can bound the error between the value function uy, returned by Algorithm 3.1 and the fixed point
(@) of Ty, as

Jup—1 — @lloo = [lur—1 +ur — up — bl

(a) .

< k-1 — uplloo + lur — @l
1 ey —1
;Huk e < ctv=1)

1 L ©e(1—
< - 1) = tfoe © S
Y Y

+ Jluk — 4l

@
lup — o <€ .

(a) follows from applying the triangle inequality to the /., norm, (b) follows from the fact that
|uk—1 — vklloo < 1=/ and |Jug—1 — Uljco < %Huk — | oo due to the contraction property of

T operator, and finally, (c) and (d) follow from simply arranging the terms on both sides.

Next, we bound the approximation error ||u;, — U, ||co- From the above result, we can write

—el<t—up<el. (25)
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We will use the shorthand 7, 7 and 7 ™* to represent the policy 7y, empirical VaR Bellman optimality
T - and VaR Bellman policy evaluation operator 7;/151 respectively. Suppose that 6 = 4 — u.

d=1u—u,
CTa - T,
(b)
< T(ug +€1) =T ug
O Tup — T ur + el

QT ug — T uy + 72l

(®)
<T™(t+el) — T ur + el (26)
OTmg — Tru, + 2vel

16]l0e & 170 — T wur + 27l |oc
2 )l — urfloe + 291
(i)
(1= )[0]loe = 27e1

@ 2ve
8llc0 < =—— -
(1=

(a) follows from the fact that 4 is the fixed point of 74 and u is the fixed point of 7™, (b) follows
from (25), (c) follows from the y-contraction property of T operator, (d) follows from the definition
of policy m = 7, (e) follows from (25), (f) follows from simple algebraic manipulations, (g)
follows from taking {..-norm on both sides, (k) follows from applying triangle inequality, and ()
and (7) follow from simple algebraic manipulations.

. 2
Thus, ||& — Ur||eo < (112).

Next we bound the error between the optimal value function ¥ and the fixed point of the empirical
VaR Bellman optimality operator .

N N (@) N ~ N N
[0 — 4 = [ TVar, © + Tvar, @ — Tvar, & — T\Eﬁ{au”oo
(®)

= ||RaRaﬁ - 7K/al:{c,('ﬁ' + RaRaa - %
{3

§>

lloo
(c) . R R R
< [ Tvara® = Tvara @llco + [ TVar. @ — T @lloo

o A .
<o = allco + [ Tvar, @ = Tz, oo -

(a) follows by simply adding and subtracting Tyagr_, @, (b) follows from simply arranging the terms,
(¢) follows from applying triangle inequality, and (d) follows from the contraction property of the
Bellman operator Ty,g,, -

Using simple algebraic manipulations and rearranging the terms in the above equation, we can write
[Tvar. @ — T\Tﬁ{auuoo

b — 100 <
o -l < —

27)

Similarly, we can bound || — |« in the following manner.

~ (a) ~ ~ ~ ~
9 = @lloo = | Tvara ® + Tim, ® — Toan. © — Toan, @lloo
(b) N N N .
2 | Tvar, © — T, + Tan, 0 — Tvﬁaunoo
(©) . R R .
< 1 TGw,? — Toag, Gl + 1 Tvar.® — Tg, Ol

@ ) )
SN = dlloo + [ Tvar, © — Tz, Olleo -
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(a) follows by simply adding and subtracting Rﬁyﬁ’ (b) follows from simply arranging the terms,

(¢) follows from applying triangle inequality, and (d) follows from the contraction property of the
Bellman operator 7, .

Using simple algebraic manipulations and rearranging the terms in the above equation, we can write

||R3Raﬁ - T\Ta\RaﬁHoc

O — 1|00 <
o -l < —

(28)

Thus [[6 — @lloo < 125 min (| Tvar.® — Tag, Olloos [ Tara @ — Tz @l )-

B.8 Proof of Proposition 3.8

Proposition 3.8 (Time Complexity). Lef rmax = Maxs ses,aca |R(s,a,s’)|. Then, Algorithm 3.1

terminates in k = [logl/w(%)] iterations with time complexity O (SQAM logl/w(;(l"’%%)).

Furthermore, for any failure probability ( € (0,1), suppose that the CDF (®y) of the random
estimate of 1-step returns ﬁlaﬁ)s,a is differentiable at the point VaR,, [ﬁlaws,a], and set 1 =
@' (VaRa[p! ,Ws,q]) and M = O(M) Then with probability at least 1 — (, it holds that

n2e2(1-7)2

2410 Tmaz_)og( S
|0 — uklloo < O(e), and Algorithm 3.1 runs in O(s - gl/”(g(l’”g)l g(g)> time.

n2e2(1—7)

Proof. To bound the number of iterations (k) required to achieve value approximation error ||uj —
U0 < €, we first bound the value approximation error ||uy — 4|~ as follows.

= o < T, @ — Toag, et

(b)

<t — up-1 oo

© .

< v ||7t\7ﬁau - Rﬁauk*QHW

g) k Tmax )
1=~
(a) follows from the definition of the VaR Bellman operator Tvag,,, (b) follows from the contraction
property of the empirical VaR Bellman operator 7 VaR.’ (¢) follows from applying the same procedure
as in (a) to step (b), and (d) follows from unrolling (c) over k — 2 time steps and using the fact that
|2 — wp||oo < rmax/1—~ for ug = 0.

We find k such that |4 — ug||e <&,

k= @ (29)

= o (5]

The time complexity follows from the fact that any quantile of an array of real values can be
computed in linear time using the Quick Select algorithm [23], computing 1-step return requires
O(S) operations, and a single iteration of the loop in lines 3-12 of Algorithm 3.1 computes quantile
of returns S A times.

Suppose that @ is differentiable at the point VaR,[p] ,ws o] and let n = & (VaR,[p] ,ws o))
represents the density of estimate of returns at point VaR,, [ﬁST oWs.al-
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Let for any state s and action a, Ws , = 75, + 0. From Proposition 3.6, we know that to guarantee
1%|@Eumgﬁ@J—VM@ugﬂmﬂn>a]gg,Mgdewmwhm&wnk2:mwwm%

I Tvara 0= Tyar,, lloo
1—y

Furthermore, in Proposition 3.7, we showed that || — @0 <
Then,

(a)
Pr[|o — tl|o < ¢] > Pr

1 Tvar. ® = Tig, Dllo ]
o3 < c
1—7 -

(b) N N
©Pr || Tvan, ® — Tegm, Dlloe < 2(1=7)]

© T D N - .
=1- ZPr {|rg1€aj<VaRa[psT’aws,a] — gleaj(VaRa [l Ws.a)|l >e(1—7)

seS
@, ¢
@ Sy
S
—1-¢ .
A A (30)
(a) follows from the fact that |9 — s < HTV&R“viTV:R‘*UHM , (b) follows from arranging terms,
-7

(¢) follows from applying the union bound, and (d) follows from applying Proposition 3.6 and setting
confidence to ¢/s.

The final time complexity results follow from the triangle inequality |0 —ug||co < [|0— || 0o+ ||ur —
|| and combining results in Equation (30), Proposition 3.6 and the first part of Proposition 3.8.

O

B.9 Proof of Proposition 4.1

Proposition 4.1 (Equivalence). The VaR Bellman optimality operator Tyar,, can be expressed as

. _ ; T
Vs €S : (Tvar,V)s = rgleajcper%}%mp (rs.a +yv) .
Furthermore, the optimal VaR policy # € TIP solves max,cyp minpcpvars p(m, P) , where
¥ € RS is the fixed point of the VaR, Bellman operator Tyar,,, i.e., © = (Tvar, ®).

Proof. The first part of the proposition simply follows from the definition of the VaR operator. For
any state s, action a and value function v, we can write

min p'wia = VaRa [plawsa] - (31)
pEP G

The minimum above exists as it minimizes a linear function on a compact set. The direction
“>”1in (31) follows immediately from the constraint in the construction of the set PSYZR’”. The
direction “<” follows by linear program duality of the minimization over p and from the fact that
VaR, [ﬁlaws,a] > Minges Ws,a,s'-

Recall that the VaR Bellman optimality operator defined for each s € S and v € R® as

(Tvar,v)s = meajcVaRa [Py aWs.a] - (32)

Suppose that © is the unique fixed point of Tyar,, and W, = 75,4 + 7 - ¥ is the corresponding
transition value for each s € S and a € A. That is

v = TVaRa ’IA) .

Then, we define the following robust Bellman operator 7: RS — RS foreach s € Sand v € RS as

(Tv)s = max min p'w,, , where
s a€d pepYare s (33)
PYaR = {peA¥|pTi.a > VaRa [P] i) }
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We now show that v is also the fixed point of the robust Bellman operator T.

Using the equality in (31), we now get that

=max min plb, .,
ac A pe’])XZR’”

=T .
Therefore, v is the unique fixed point of the SA-rectangular robust Bellman operator [24] and 7 is
greedy with respect to the optimal robust value function of © and, therefore, is an optimal policy that

solves

i ,P) 34
125 ppile . P ) G4

where & € R? is the fixed point of the VaR Bellman operator Tvar,,, i.€., @ = (Tvar,?). O

B.10 Proof of Theorem 4.2

Theorem 4.2 (Asymptotic Radii of VaR Ambiguity Sets). For any state s and action a, let

T({(P% o) 571) be the Fisher information of the first S—1 transition probabilities, i.e., {(P%a)i R

I({(p3a)iYis!) O ; : :
Define I (p; )= Sv(‘)lT’ i=1 ol Suppose that the normality assumptions on the posterior
distribution P in Section 2 are satisfied. Then,

lim VN(PYR = pl,) = {Poa € A% Ipoa — Plallig,) <071 - o)} =Pl . ®

N—o00

For any state s and action a, we define the 1-step Bellman update function f; , : R% — R such that

fs,a(v) = VaRq [ﬁ;l-—,a(rs,a + ’Y’U)] )

As noted in (2), we assume that as N — oo, the posterior distribution of transition probabilities for
any state s and action a (P, ) converges in the limit to a multivariate Gaussian distribution with

mean p; , and degenerate covariance matrix /(P:..)/N. Therefore, the 1-step returns ﬁlawsya is
asymptotically a univariate Gaussian random variable, i.e., imy_ 0o VN (ﬁ;aws’a — p;‘A’aTwW) ~
N (0,w] , I~} (p} 4)ws,q). Then, we can write

. T —1

lim v N <fs,a("’) - p:,a ws,a) =-07 (1 - O‘)”ws,a”I(p;a) ) (35)

N—oc0

where ® ! represents the CDF inverse of a standard normal distribution. Equation (35) follows from
the analytlcal form of VaR of a Gaussmn random variable, i.e., for any Gaussian random variable

Y ~ N (i, 0?) with mean y, variance o2, and confidence level o, VaR,[Y] = 1 — @1 (1 — a)o.

Since f 4 is convex in v when p; , is Multivariate Gaussian distributed, we can use the definition of
support function of a closed convex set [9] to retrieve the unique ambiguity set ’PXZR.

Note that, in this case the support function is f, , and PXZR“ is the unknown closed convex set

Vv e R : m;r&m Pia(Psa+70) = foa(v)
Ps,a€Ps/a

Yo eRY:  min  VNp! ws.=VNfsa(v)

Po,a €PY AR
Vo e RS : it VN(P! wea = Pl0 Wea) = VN(foa(v) — Pl wea)
Ps,a “

v e RS, zy0 € (VN(PYRe = L))+ 2l,wee > —071 (1= @) weallier ) -

where the last statement follows from the positive homogeneity and translation property of support
functions.
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Rearranging the terms in the above and setting 25 o = Ps,a — Pj q» WE et

Jim VN(PYaRe —pt ) = {ps,a —Psa Tal
— 00

V’l) € Rsa ps,a S AS7 p-sr,awS,a 2 ps,a ws7a - ¢_1(1 - a)HwSaaHI(P:)a)} .
(36)

Using basic algebraic manipulations as shown in Proposition B.1, we can write the asymptotic form
of ambiguity set 735\{ aRa a5 an ellipsoid

Jim VN(PYR = pl,) = {paa € A%|Ip2, ~ Poallip: )0 SO )} Bl
(37

Proposition B.1. Consider the two ambiguity sets given in equations (36) and (37). These two
representations are equivalent.

Proof. For any state s and action a, as N — 00, (ps,o — P},) € VN(PYaRe — pt ) satisfies
T .
p-sr,aws,a > p:,a Ws o — P 1(1 - Q)HWS,aHI(p;a)

P-sr,aw&a - p:,aTws,a > —q)_l(l - a)||w87a||l(p;a) (38)
'w:er,a(pS,a - p:,a)(ps,a - p:,a)Tws,a < (‘I)_l(l - O‘))Qw;r,a](p:,a)_lws,a .

The first and second equations follow from the definition of P;{iR and simple algebraic manipulations.
The third equation follows by multiplying by —1 on both sides and squaring both sides.

Recall that p, , for any state s and action «a is a categorical random variable. We assumed that
the prior is a Dirichlet distribution and therefore, by the property of conjugate prior, the posterior
distribution of p, , is also a Dirichlet distribution. We assumed in Section 2 that as N — 00, P 4 15
Gaussian-distributed with mean pj , and degenerate covariance matrix / (p:.)"'/N, i.e., covariance

matrix /(pZ.)”"/N has S — 1 independent rows and S — 1 independent columns.

For any state s and action a and transition probabilities p 4, let g5 o € RS-1 represent the first
S — 1 elements of the random variable p; 4, i.e., s,o = {(15S a)i ;S:_11. Then, g, , is Gaussian-
distributed with the mean g} , = {(p ,): 5~! and invertible covariance matrix /(a%,.)"'/N =

1@, )i 7Y N

Thus, if we sample q; , from N (g} ,,1(a:..)”"/N) and g5, = 0 and Zf;ll(qs,a)i < 1, then we
can easily compute the corresponding transition model as

{(a,)i15" = {(p,)ib 5

S—1 (39)
(qs,a)S =1- Z(ps,a)i .

i=1
Equipped with the above notation, we can proceed to prove the result.

Using the definition of positive semi-definite matrices in Equation (38), we can write

((@71(1 - a))zf(p:,a)71 - (ps,a - p:,a)(ps,a - p:,a)T) = 0. (40)
Sub-matrices of positive-semidefinite matrices are also positive-semidefinite. Thus, we can write,

—
S
=

((®71(1 - a))zl(qz,n,)il - (q(‘:’,(l - q:,a)(qs,a - q:,a)T) = 0
(I(g2.0) (711 = ) T(@X0) ™" = (doa — @20 (@sra — a) ") (T(@20))" 20
(@711 — )@ ) (@)™ — (@0 — €C0) (@50 — @La) ) 1(@a)" (é) 0

(@50 — €)@ 0) (@50 — a0) (@711 — @)

- (QS,a - qs,a)(qS,a - qs,a)T) I(qs,a)T ((QS,a - qs,a)TI(qs,a)((qS#l - qs,a)) =0

— * * * * * * 2 ©
((b 1(1 - O‘))2(qs,a - qs,a)TI(qs,a)(q&a - qs,u) - ((qsﬂl - qs,a)TI(qs,a)(qS,a - qs,a)) = 0.
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(a) holds because for any A € R™™" if xT Az = 0Vx € R", then A = 0, (b) follows from
UTMU = 0YU,M = 0, (c) follows from simple algebraic manipulations, (d) follows from
(@sa — @5.0)"1(q% ) (@s,a — q%,) = O because I(q;,)~" = 0, and (e) follows from simply
rearranging all the terms in the above equation.

Therefore, we get

(@50 = @5.0) T(P50) (@50 — G50) < (7' (1= ) = o0 — G alligg: ) <M1 —0) .

Thus, it follows from construction that ||ps.a — p% .|l pr )-+ < 2711 — o).

The proof for the other direction is simply the reverse of this proof and therefore we omit it. O

B.11 Proof of Theorem 4.3

Theorem 4.3 (Asymptotic Radius of Bayesian Credible Regions). For any state s and action a,
let PSBERQ represent any Bayesian credible region. Let £ < \/X%_1,1-a/®'(1—a). Suppose that the
normality assumptions on the posterior distribution of P in Section 2 are satisfied. Then,

¥seSacA: lim VN(PIF —pl,) ¢ lim VNEPIR —pl,) . ©)

N —oo

Proof. For any state s and action a and transition probabilities p, 4, let g5 o € RS~ represent the
first S — 1 elements of the random variable P 4, i.€., s, = {(P, a)i}f;f. Then, g, is Gaussian-

distributed with the mean g}, = {(p ,): 5~! and invertible covariance matrix (a%.)""/N =

1@, )50 7Y N

Thus, if we sample g, ., from N (q;a7 I(q:.a)il/N) and g, , >~ 0 and Zf;ll (gs,a)i < 1, then we
can easily compute the corresponding transition model as

{(a, )15 = {(p, )i} 5
5-1
(41)
(QS,a)S =1- Z(ps,a)i .
i=1
Equipped with the above notation, we will now prove this theorem by contradiction.

For any state s and action a, suppose that limy _o VN (PERe —p* ) C limy_,o0 vV NE(PYaRe —
Pia)-

Since PPSR is a credible region, it satisfies that

(a)
l1-a<Pr [(ﬁs,a - p:,a) € P?,zczRa - p:,a]
®p, { lim VN(psq —p:,) € lim VN(PERa _ p* a)}
N—o00 ’ N—o00 ’ ’
©Pr| lim VN(Boa — o) € Jim VNEPYRe —pi,)]
N—oco ) N—oco ? ’
@ s . . N . -
=Pr L\}gnoo N(ps7a - ps,a)TI/<ps,a> Il(ps,a) lN(pS#l - pS,a) < 52(@ 1(1 o a))Q}

(a) follows from the definition of Bayesian credible regions, (b) follows from multiplying by v/N on
both sides and taking limit N — oo, (c) follows from the assumption limy o0 VN (PBCRe—p% ) C

limp 00 VNE (PYake — pr ), and (d) follows from applying results in (37) and squaring both
sides.
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—

2
Since £ < YX5=l1=2 there exists > 0, such that €2(®~1(1 — a))? < X$_11-p_o — B- Fix such

11l-a)
3. Then we can write

1=a < Pr| lim VN@Boa —Pia) T(0L)VN(Boa — PLa) < (@7 (1 - a))?]

(@)
< Pr

[ VN(Boa = 25 T 0LIVN Boa — Pla) < 011mpma — B)]
e[ Jim VR o L) By < (Graia )]

< Pr hm VN (Ps.a p:,a)“?’(p:,n’)*l < X%—l,l—,@—a:|

(d)

<1-pf—a<1—a«a Contradiction! .
(a) follows from choosing 3 > 0 such that £2(®~' (1 — @))* < x&_1,_3_, — B, (b) follows from
simple algebraic manipulations, ¢ follows because of the monotonic property of CDF, and (d) follows
because limy o0 VN (Ps.q — Pi.) ~ N(0,I(p; ,)), from construction, limy o VN (Ps.a —
PE) ey = 0o [V (oo = @) g -2 a0 Ty [V (o~ 50 [ gy

is a sum of squares of S — 1 normal random variables, which in turn is a standard Chi-squared random
variable with degrees of freedom S — 1. Therefore, the probability in (d) can be at most 1 — 5 — av.

2
Therefore, £ > VX 1aa

P 1(1—-a) *

C Experiments

Algorithm C.1: VaR Value Iteration Algorithm for Gaussian case

Input: Confidence « € (0, 1/2), Posterior distribution f, Value approximation error ¢ > 0
Qutput: Robust policy 7y, Lower bound uy,
Initialize robust value-function ug € R®,k = 0
Sample M models P(w1), P(w2), ..., P(wa) from posterior f
repeat
for s < 1to S do
for a + 1to A do
Ws,q ¢ Ts,a + YUK /I 1-step return from (s, a)
qa ﬁ;a’ws,a — & H1—a), /w! X aWs,a I Ps,a, Bs,a are mean and covariance of f at (s, a)
end
end
k+—k+1
ur(s) ¢ maxaca(ga), 7k(s) < argmax,c 4(qa) // VaR, Bellman optimality update
until Huk — uk,lﬂm < 5(1*7)/7
return 7y, Uz

D Scalability of the VaR Framework

We define the VaR, g-value function (Q-function) for any policy m € IIp as q S xA—=R
such that for any state s and action a, g™ (s, a) = VaR4 [p] ,(rs.a +707)], Where v” VaRr, U7 is
the fixed point of the VaR,, Bellman evaluation operator for policy m. We will use cj to denote the
g-value function corresponding to the optimal VaR,, policy 7, i.e., 7(s) = argmax, 4 4(s, a).

Let go and gg denote the parameterized Q-value and corresponding target Q-value networks with
parameters 6 € O and 0 € O respectively. Here gg and g may represent any function approximators
with parameter space O.
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Methods Riverswim Inventory Population-Small Population

VaR 83.51 £ 11.76 47498 +£ 0.7 -1877.66 + 104.64 -3338.26 £+ 213.44
VaRN 92.32 £ 11.76 47249 +£2.24 -2271.13 £+ 165.98 -3140.68 £ 122.72
BCR [y 82.04 + 8.82 377.73 £ 0.0 -3731.29 + 122.4 -4363.46 £+ 240.62
BCR I 80.57 £ 0.0 199.82 + 39.5 -6668.47 £ 43.1 -8118.68 £ 327.74
WBCR [; 82.04 £+ 8.82 470.39 £5.82 -3286.26 £ 1115.22  -4257.33 £194.4
WBCR [ 80.57 £ 0.0 199.82 + 39.5 -6395.77 £ 88.1 -7547.52 £+ 160.76
Soft-Robust 11533 £ 1.16 477.81 £0.0 -2052.83 £ 78.2 -3869.46 + 124.72
Naive Hoeffding 5229 £9.18 -0.0£0.0 -7778.21 4 89.36 -8496.47 £ 205.54
Opt Hoeffding 51.15 £ 6.88 -0.0 £0.0 -7723.6 + 4.82 -8583.83 4+ 16.06

Table 2: shows the 95% confidence interval of the robust (percentile) returns achieved by VaR, VaRN,
BCR {1, BCR {,, WBCR {1, WBCR, Soft Robust, Naive Hoeffding and Opt Hoeffding agents at
0 = 0.15 in Riverswim, Inventory, Population-Small, and Population domain.

Methods Riverswim Inventory Population-Small Population

VaR 100.27 £ 17.24 483.08 £ 0.4 -1117.57 £ 240.02  -1850.26 £ 191.08
BCR [; 108.9 £ 21.12 391.39 + 34.28 -2578.25 £104.04  -3058.77 £ 972.58
BCR I 95.96 £ 0.0 254.43 £44.82 -5437.67 £46.26  -6428.03 &+ 58.36
WBCR [; 108.9 +£21.12 481.07 £ 4.58 -2251.96 £ 685.08  -2492.59 £ 228.48
WBCR [ 95.96 £ 0.0 239.76 £ 0.0 -5133.85 £ 8544  -5944.77 £ 192.38
VaRN 123.78 + 15.34 48292 £1.18 -1514.44 +24.62  -1785.27 £ 125.52
Soft-Robust 165.15 £ 0.54 484.53 £0.0 -692.08 £ 55.04 -1565.09 + 76.24
Naive Hoeffding 53.31 £ 13.26 -0.0£0.0 -7326.64 £ 77.52  -7560.94 £ 295.96
Opt Hoeffding 51.66 £ 9.94 -0.0+£0.0 -7020.42 £ 4.74 -7457.76 + 12.44

Table 3: shows the 95% confidence interval of the robust (percentile) returns achieved by VaR, VaRN,
BCR ¢4, BCR !, WBCR (1, WBCR, Soft Robust, Naive Hoeffding and Opt Hoeffding agents at
0 = 0.30 in Riverswim, Inventory, Population-Small, and Population domain. Bolded text indicates
the instances in which the VaR framework outperforms the other baselines in terms of the mean
robust performance.

The optimal Q-value network (gg-) can be learned by simply minimizing the empirical VaR,, Bellman
residual error Jy,r,, (0), i.e.,

G~ = argmin Jy,r,, (0)

0cO
- > 42)
= argminE(, 4)p (qe(s, a) — max VaRy [Egmp. . [Ts.a + G0 (S, a’)]) ,
6ce a’eA ’

where data D is a list state-action (s, a) tuples that is collected using the current policy on the mean
model P. In this case, the target Q-value network parameters 0 is periodically updated by overwriting
the target q-value network parameter with the Q-value network parameters (6).

We can also using any of the existing Actor-Critic methods [22, 42] to learn the optimal VaR,, policy.
In this case, instead of optimizing the policy to minimize the Bellman residual error, the algorithm
will have to optimize the policy to minimize the VaR,, Bellman residual error Jy,r_, (9).

E Implementation Details

Hyperparameters for Riverswim Domain
Number of train models per dataset || 80

M)
Number of test models (K) 700
Number of train datasets (L) 10

Hyperparameters for Inventory Domain
Number of train models per dataset || 80

(M)
Number of test models (K) 200
Number of train datasets (L) 10
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Figure 2: Comparison of test and train robust returns achieved by VaR, VaRN, BCR {1, BCR /.,

WBCR ¢1, WBCR, Soft Robust, Naive Hoeffding and Opt Hoeffding agents at confidence level 6 = 0.05
in Riverswim, Inventory, Population-Small and Population domain. VaR framework achieves the

highest mean robust returns in most of the domains on test and train datasets.

Hyperparameters for Population-Small Domain

Number of train models per dataset || 80
M)

Number of test models (K) 100
Number of train datasets (L) 10

Hyperparameters for Population Domain

Number of train models per dataset || 800
M)

Number of test models (K) 1000
Number of train datasets (L) 9

E.1 Code

The code and datasets are made available at https://github.com/elitalobo/VaRFramework.git.

E.2 Machine Specifications

We concurrently ran all experiments using 120 threads on a CPU swarm cluster with 2GB memory
per thread. The total computational time was ~3 hours.
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