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Abstract

The task of transfer learning is to improve estimation/inference of a target model by mi-
grating data from closely related source populations. In this article, we propose transfer
learning algorithms for high-dimensional Quantile Regression (QR) models with the tech-
nique of convolution-type smoothing. Given the transferable source populations, we derive
{1 /€s-estimation error bounds for the estimators of the target regression coeflicients under
mild conditions. Theoretical analysis shows that the upper bounds are improved over those
of the classical penalized QR estimator with only the target data, as long as the target and
the sources are sufficiently similar to each other. When the set of informative sources is un-
known, a transferable source detection algorithm is proposed to detect informative sources
from all available sources. Thorough simulation studies justify our theoretical analysis.

1 Introduction

Transfer learning (Torrey & Shavlik, 2010) has been growing popular and drawing increasing attention in
machine learning, which achieves great success in a wide range of real applications with limited available
training data. Transfer learning aims to transfer knowledge from related source tasks/domains to enhance
the learning or performance of the target task/domain, which typically involves two main subproblems.
First, some criteria should be come up with to quantify the relatedness/similarity among target and source
tasks. Intuitively, a high similarity would enhance the performance, while a low similarity would be harmful
for the target task, which is known as “negative transfer” in the literature (Torrey & Shavlik, 2010). Second,
a transfer procedure should be carefully designed to transfer the “critical” knowledge from source domains,
just like the human intelligence of leveraging prior experiences to tackle novel problems. A well designed
transfer algorithm should not only identify the positive transfer sources thereby enlarging their impact, but
also avoid the negative transfer in any case. All in all, transfer learning has become an active and promising
research area, and substantial contributions has also been made recently to the theoretical guarantee for
transfer learning in both supervised, semi-supervised, and unsupervised settings, see for example the context
of classification by Cai & Wei (2021); Reeve et al. (2021), high-dimensional (generalized) linear regression by
Li et al. (2022); Tian & Feng (2023); Lin & Li (2022), graphical model by Li et al. (2023); He et al. (2022).
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As far as we know, there exist no work on transfer learning for quantile regression and we aim to fill this
gap in this paper.

Comparison with the existing work and our contribution

A few works explore transfer learning under the high-dimensional setting. Bastani (2021) studied the transfer
learning problem under a high-dimensional generalized linear models (GLM) with one single known trans-
ferable source data and the dimensionality p is assume to be larger than the sample size of the target dataset
Ntarget While smaller than that of the source dataset ngource. A two-step transfer learning algorithm was
developed and the ¢;-estimation error bound was derived when the difference between the target and source
coefficient is fo-sparse. More specifically, their estimator requires niager = O(s2log?(p/€)/€?) as long as
Nsource = O(s2p?log?(p/€)/€2), where ¢ denotes a parameter which is less than the ¢;-norm of the difference
vector between the coefficients of the target and source, p is the number of features, and s is the sparsity
of the difference in coefficients between the target and source. Li et al. (2022) studied the high-dimensional
linear regression problem under some weaker assumptions, where both target and source samples are high-
dimensional. Multiple source datasets are available and the transferable set may even be unknown in their
paper. With ¢ -sparse difference vector between the coefficients of the target and source for ¢ € [0,1) and
lo-sparse target parameter, the ¢s-estimation error bound was derived and proved to be minimax optimal
under some conditions. In the setting where the transferable set is unknown, a source detection algorithm
was proposed to consistently select the informative sources. Tian & Feng (2023) further investigated multi-
source transfer learning on high-dimensional generalized linear models (GLM). They assumed both target
and source data to be high-dimensional and the disparity in coefficients between the target and source to
be ¢1-sparse. Given the informative sources to transfer, the ¢; /¢s-estimation error was derived and proved
to be minimax optimal under mild conditions. Tian & Feng (2023) also established a transferable source
detection algorithm to identify the informative sources. In addition, they constructed the corresponding
confidence interval for individual regression parameter. Li et al. (2021) proposed a federated transfer learn-
ing approach to consolidate data from different populations and from multiple medical associations. The
target and source data are both high-dimensional in their discussion and they characterized the vector of
disparities between the target and source parameters to be fy-sparse. Compared with Tian & Feng (2023),
their approach achieves a faster convergence rate under some conditions and has weaker requirements on the
level of heterogeneity for data from diverse populations.

Inspired by the two-step algorithm in Bastani (2021), Li et al. (2022) and Tian & Feng (2023), we propose
a multi-source transfer learning method under high-dimensional quantile regression. To overcome the non-
smoothness and non-convexity of the quantile loss, motivated by He et al. (2021) and Tan et al. (2022),
we employ the convolution-type smoothed quantile regression. With the help convolution smoothing, Tan
et al. (2022) proposed a gradient-based algorithm that is more scalable to large-scale problems with either
large sample size or high dimensionality compared with other methods for fitting high-dimensional quantile
regression. Assuming the difference vector between the target and each source coefficients to be £1-sparse,
we establish the ¢; /¢5-estimation error bounds that are proved to be sharper than the bounds of the classical
¢1-penalized quantile regression (Belloni & Chernozhukov, 2011) under some conditions.

In this paper, we propose transfer learning algorithms for quantile regression with high-dimensional data and
we assume the difference between target and source coefficients to be {y-sparse or ¢1-sparse. In the setting
where the sources are sufficiently close to the target, our theoretical analysis and simulation results show
that the estimation error bound of the target coefficients is improved compared to the classical /1-penalized
quantile regression model (Belloni & Chernozhukov, 2011) using only the target data under mild conditions.
To overcome the lack of smoothness and convexity of the check loss, we employed the convolution-type
smoothed quantile regression and analyzed the (local) restricted strong convexity of the empirical smoothed
quantile loss functions in the transferring and debiasing steps. We also extended the source detection
algorithm in Tian & Feng (2023) to the quantile regression setting. Simulation results show that the algorithm
works well in discovering useful sources. In contrast to the case with ¢;-sparse difference vector between the
target and source coefficients, the algorithm with ¢y-sparse one learns the source coeflicients independently,
which greatly reduces the communications cost across different sources. Furthermore, the algorithm with
{y-sparse difference vector has fewer assumptions on the level of heterogeneity for data from different sources.
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The most related work is a concurrent paper by Zhang & Zhu (2022), which also considered the smoothed
quantile regression models under transfer learning framework. They proposed a smoothed two-step transfer
learning algorithm as well as a new source detection method based on the K-means clustering algorithm,
which does not need the input of a threshold in contrast to the source detection algorithm in Tian & Feng
(2023). In addition, they further extended their work to the distributed quantile regression and model
averaging setup. However, compared with Zhang & Zhu (2022), our work doesn’t require the restrictive
conditions on the kernels that sup,|<; K(u/h) /h < Mj, almost everywhere in u. In addition, given that the
disparity vector is characterized in £p-norm instead of ¢1-norm, we introduce an algorithm which is motivated
from Li et al. (2022) and Li et al. (2021). The ¢, /¢2-estimation error bounds are also established and proved
to be sharper than the bounds of the classical ¢1-penalized quantile regression (Belloni & Chernozhukov,
2011) under some mild conditions.

Before ending this section, we introduce the notations used throughout the paper. For every integer k > 1,
we use R¥ to denote the k-dimensional Euclidean space, and write [k] = {1,...,k}. For k> 2 SF 1 ={u ¢

k. ]|lu|l2 = 1} denotes the unit sphere in R¥. For any symmetric, positive semidefinite matrix A € R¥*¥
if its vector of eigenvalues is denoted by v(A) and ordered as y1(A) >,...,> v,(A) > 0, the operator norm
of Ais ||A||2 =71 (A). Moreover, the vector norm induced by A is ||u||4 = ||AY?u]||; for any u € R*. For
any real numbers s and ¢, sVt denotes max(s, t) and s At denotes min(s, t). For two sequences {a, },>1 and
{bn}n>1, which consist of non-negative numbers, a,, < b means that there exists a constant C' > 0 such

that a,, < Cb,. a, < b, is equivalent to a,, < b, and b an. For r,1 > 0, define the £5-ball and ¢;-cone as

~ ’fLN

Ba(r) = {6 € R”: [[8]|a <7} and Ca(l) = {6 € R” : [|8]]1 <1[|6][a}.

2 Methodology

2.1 Problem setup

Given the predictors & € RP and a scalar response variable y € R, the 7-th conditional quantile functions of

y given x is written as

FJI;(T) = inf{y : Fy|.(y) > 7},

where F,(-) is the conditional distribution function of y given «. Consider the following linear quantile
regression model at a given 7 € (0, 1):

Fil(r) = 2"87(),
where 8*(1) = (81 (7),--.,B,(7))" € RP is the true quantile regression coefficient.

Let {(y:,x;)}?; be a random sample from (y,xz). The preceding model assumption is equivalent to the
following model
yi = x; B* + ¢ and P(e; < 0|x;) = 7.

The /¢;-penalized quantile regression estimator (Belloni & Chernozhukov, 2011) is generally defined as one
of the solution to the optimization problem

minimize (Y xT _|_)\ )
B=(B1,--,8p)T ERP{ ZP ﬁ |/8||1} (1)

=Q(B)

where p-(u) is defined as p-(u) = u{r — L(u < 0)}, also referred to as the 7-quantile check loss function
Let F(-; B) be the empirical cumulative distribution function of the residuals {r;(8) := Vi — "B,
F(u; 8) = (1/n) S0, 1{r;(B) < u} for any u € R. Then the empirical quantile loss Q(8) in (1) can be
written as -
B = [ prw)df(ui). 2
— 00
As the empirical cumulative distribution function £ (+; B) is discontinuous, the empirical quantile loss is non-
differentiable, which brings great challenges to both computation and statistical theory establishment. The
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kernel smoothing method (Horowitz, 1998) is commonly utilized to tackle this issue. However, the smoothed
loss is still non-convex, thereby we further consider the convolution-type smoothed quantile loss function,
which is not only convex but also differentiable and brings great convenience in terms of both computation
and theoretical analysis. In the following, we briefly introduce the convolution-type smoothed quantile loss
function, which was firstly introduced by Tan et al. (2022).

Let K(-) be a non-negative kernel function that is symmetric around 0 and integrates to 1, and h > 0 be a
bandwidth. That is

Kp(u) = (1/h)K (u/h), K(u) = /j K(v)dv and Kj,(u) = K(u/h), ucR.

The empirical smoothed loss function can be defined as

n o]

1 .
Qn(B) =~ >y — =7 B) with 1y(u) = (pr * Kp)(u) = / pr (V) K (v — u)dv,
i=1 -0
where * denotes the convolution operator. Therefore, the ¢;-penalized convolution smoothed estimator is
given by
8 € argmin {Qu(8) + NIBIl1 |

BERP

where the smoothing bandwidth h adapts to the sample size n and the dimension p while ﬁ depends on the
quantile index 7, bandwidth h, and penalty level .

Remark 2.1. To better understand this smoothing mechanism, we compute the smoothed loss {j,(u) ex-
plicitly for several widely used kernel functions. Recall that p,(u) = |u|/2 + (7 — 1/2)u.

(i) (Gaussian kernel) The Gaussian kernel K (u) = ¢(u), where ¢(-) is the density function of a standard
normal distribution. The resulting smoothed loss is I, (u) = (h/2)G(u/h) + (7 — 1/2)u, where G(u) =
(2/7)12e=*/2 4 {1 — 28 (—u)}.

(ii) (Uniform kernel) The uniform kernel is K (u) = (1/2)1(Ju|] < 1), which is the density function of the
uniform distribution on [—1,1]. the resulting smoothed loss is I, (u) = (h/2)U(u/h)+ (T —1/2)u, where
Uu) = (u?/24+1/2)1(|u| < 1)+ |u|1(Ju| > 1) is a Huber-type loss. Convolution plays a role of random
smoothing in the sense that I (u) = (1/2)E(|Z.|) + (7 — 1/2)u, where for every u € R, Z,, denotes a
random variable uniformly distributed between u — h and u + h.

(iii) (Laplacian kernel) The Laplacian kernel is K (u) = e~1*l /2. We have Ij,(u) = p, (u) + he~ 14/ /2.

(iv) (Logistic kernel) The logistic kernel is K (u) = e=*/(1 + e~%)2. The resulting smoothed loss is Ij,(u) =
Tu + hlog(1 + e~u/M).

(v) (Triangular kernel) The triangular kernel is K (u) = (1 — |u|)1(Ju] < 1). The resulting smoothed loss is
In(u) = (h/2)li-(u/h) + (7 — 1/2)u, where Iy, (u) := (u? — |ul?/3 + 1/3)1(Ju] < 1) + Ju|1(ju] > 1).

(vi) (Epanechnikov kernel) The Epanechnikov kernel is K(u) = (3/4)(1 — u?)1(Ju| < 1). The resulting
smoothed loss is I(u) = (h/2)E(u/h) + (1 — 1/2)u, where E(u) := (3u?/4 — u*/8 + 3/8)1(Ju| <
1) + |u1(Jul > 1).

One can easily check that all the empirical smoothed loss functions above are convex. See Figure 1 for a
visualization of Horowitz’s and convolution smoothing methods.

In the following, we consider the multi-source transfer learning scenario, where we have a target data set
(X© 4©) and K source data sets with the k-th source denoted as (X*) y*)) where X*) ¢ R™*P,

y®) e R™ for k =0,...,K. The i-th row of X*) and the i-th element of y*) are denoted as :cgk) and ygk),
respectively. The goal is to transfer useful information from the source datasets to improve the estimation
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Figure 1: Plots of a standard quantile loss, Horowitz’s smoothed quantile loss (Horowitz, 1998) and some
proposed convolution-type smoothed quantile loss with different widely used kernel functions.

accuracy of the target parameters. Denote the true target parameter as 8* = w(©® . We assume the responses
in the target and source data all follow the linear quantile regression model, that is,

g = (@P)Tw® + ™ and P(e; < 02y =7, k=0,...,K.

We build our quantile regression transfer learning procedure in the high-dimensional regime with a sparsity
assumption. In other words, we assume the dimension p is much larger than the sample size ny for all k
while the target model is s-sparse, which satisfies ||8*||o = s. Define the k-th contrast as §*) = g* — w(*)
and |[6(®)||, is referred to as the transferring level of source k in the literature, where ¢ € {0, 1}. Deﬁne the
level-m transferring set A,,, = {k : [|§*)||, < m} as the set of sources which has transferring level lower than
m. Denote na,, = ;ca Nk, . =ng/(na,, +no) for k€ {0} UA, and K4, = [An|

As stated in the introduction, we will consider two types of transferring level, corresponding to ¢ € {0, 1}
respectively. In the case of ¢ = 0, the transferring set corresponds to the source data whose contrast vectors
have at most m nonzero elements. In the case of ¢ = 1, all the coefficients of the contrast vectors can be
nonzero, but their absolute magnitude decays at a relatively rapid rate. It will be seen later that as long
as m is relatively small, the source data in A,, can be useful in improving the estimation accuracy of §*.
In addition, the logic of the algorithm with ¢;-normed A,, and the algorithm with ¢-normed A,, are quite
different and we will elaborate on these two different algorithms in the following sections.

2.2 The proposed algorithm with an /;-norm constrained transferring set

In this section, we propose the transfer learning algorithm with #;-norm constrained transferring set, which
is motivated by Tian & Feng (2023). This algorithm involves two steps. The first step of our algorithm is
to transfer the information from useful sources by pooling all the data in transferable set A,, and target set
Ag to obtain a primal estimator. We also call it the transferring step. To be more precise, we define a total
smoothed loss function for the target and source datasets in the transferable set A,,, i.e.,

Qn(w) = —— i > Zlh B _ (@M)rw),

n
Am k€A, i=1
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where
(o)

() = (prx K@ = [ pr0)Kno = w)do,
—00
Then for the transferring step, we aim to find the minimizer to the following optimization problem with
respect to w € RP:
minimize {Q(w) + Ay ||w]]1 }.

A A Am

We denote the minimizer as @**m, i.e., @™ = argmin,, {Qh(w) + )\wHle}. By selecting an appropriate
bandwidth h, the iteratively reweighted ¢;-penalized SQR estimator proposed by Tan et al. (2022) shares
the same upper bounds for both ¢; and ¢ errors as the ¢1-QR estimator, as indicated by Belloni & Cher-
nozhukov (2011). Furthermore, they introduced coordinate descent and ADMM-based algorithms for solving

{1-penalized quantile regression, which are computationally efficient especially for large-scale problems.

A

Denote the true parameter in the first step as w*™, and w*™ has the following explicit form:

w-Am — B + (s-Am,

where §4m =37, 0™ and oy, = ng/(n.a,, + no). For the second step (the debiasing step), we correct
the bias, 4™, based on the estimator @™ acquired in the transferring step. The smoothed loss function
for the target data with respect to § is defined as

A(0)) - 1 & on
Q@A +8) = =3 (" = @) (@ +8)).
i=1

The error of the debiasing step is under control for a relatively small m, since 4™ is a ¢;-sparse high-
dimensional vector.

We call this algorithm Oracle ¢1-Trans-SQR. as we first assume that all useful sources are known as a priori.
Algorithm 1 formally presents the Oracle ¢1-Trans-SQR algorithm.

Algorithm 1: Oracle /;-Trans-SQR

Input: Target data (X, y(©) source data {(X*), y*) K_|, penalty parameters A, and \g,
transferring set Ay,.

Output: The estimator 3.
1 Transferring step:

@A« argmin {Qh(w) + )\w||w||1}.
w
2 Debiasing step:
6™ + argmin {Q;O)(GJA"L +9)+ )\5||6H1}.
5

3 return B = @Am 4 §An

If A,, is unknown, then we need a detection algorithm to find useful transferable sets in practice. We propose
a transferrable source detection algorithm which is inspired from the Algorithm 2 in Tian & Feng (2023).
Firstly, partition the target data into ¢ subsets. Secondly, fit the penalized smoothed quantile regression
on each combination of (¢ — 1) target subsets and calculate the loss on the remaining target subset. In the
following, consider the average cross-validation loss f/éo). Run the transferring step on each combination of
(¢ — 1) target subsets and each source data, and evaluate the loss function on the remaining target subset.
Similarly compute the average cross-validation loss ﬁék) for each source. Thirdly, calculate the difference
between f)éo) and ﬁ(()k) for each k and compare it with a predefined threshold. Finally select the sources
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Algorithm 2: Transferable Source Detection

Input: Target data (X (9, y(®), all source data {(X®) y)IX_ " a threshold Cy, penalty
parameters {{)\(k)[a]}k’c:o}gzl, where ¢ is the number of folds chosen.
Output: The set of transferable sources A.
1 Randomly divide (X©,y(®)) into ¢ equal-sized sets {(X (Ol y©l)}a_
2 fora =1 to ¢ do
3 | BOM « fit the penalized quantile regression on {(X (O 4119\ (X (0] 4O)lal) with
penalty parameter \(©a],
4 B(’C)[“} — run the transferring step in Algorithm 1 with

{(XOF) 4O\ (X Olal yOlaly |y (X *), y(k)) and penalty parameter A\(*)ll for all & # 0.
5 Calculate the loss function L([]a] (BWlaly on (X Olal yOlaly for p=1,... K.
6 Ly e a5 (BVE /g, LYY S, L' (B0 /g,
N T )
T A {k#0: Lg’“) — L < o6 vo.on)}.
8 return A.

whose difference is less than the threshold and include them in the set A. The detailed transferable source
detection procedure is summarized in Algorithm 2.

With the transferrable source detection algorithm, we propose a feasible Algorithm 3 in practice, in
which we first detect useful source datasets A by Algorithm 2 and then run Algorithm 1 using datasets

{(X(k)ay(k))}ke{o}u,éi'

Algorithm 3: Trans-SQR
Input: Target data (X (@, y(®) all source data {(X*), y(k))} _ 1, a threshold Cy and penalty
parameters {{\(Flal}C 14
Output: The estimator ﬁ A
1 Run Algorithm 2 (Transferable Source Detection Algorithm) and output A.
2 Run Algorithm 1 (Oracle Trans-SQR) using data {(X(k)vy(k))}ke{o}u,&'

3 return B

2.3 The proposed algorithm with an /y-norm constrained transferring set

In this section we consider a more strict transferable set A/, = {k : ||6(*)]|q < m}, where the ¢;-norm
discussed in Section 2.2 is replaced by fp-norm. Compared with the ¢1-norm, the theoretical analysis of the
transfer learning procedure under fp-norm is free of the restrictive Assumption 3.4 below, which requires
“sufficient” similarity between the target covariance matrix and transferable source covariance matrices.
However, as £y-norm is not additive, it is not easy to combine target and source data to estimate a primary
estimator for the true target parameter. Instead, we correct each source data independently and incorporate
the corrected source and target data to make predictions. Certain adjustments need to be made on the
proposed transfer learning procedure in Algorithm 1.

This ¢yp-norm constrained transfer algorithm is inspired by the idea in Li et al. (2021). Unlike the transferring
step in Algorithm 1, the first step of the algorithm in this section is to train each source separately to get
primal estimators of w®)| k € {1,...,K}, where the smoothed loss function for each source k is

1 & .
- - ; I, (yik) — (wz(-k))Tw).

O
=
=



Published in Transactions on Machine Learning Research (01/2024)

In the second step, as the debiasing step in Algorithm 1, we adjust for the differences 6®) for all k using the
target data, which is obtained via

5 = agmin { QU6+ 8) + 1l |
0

where the smoothed loss function with respect to d is defined as
R 1] &
0) ¢~ (k _ (0) (0)\T (A~ (K
Q_E, (&™) +6) = no Zi—l ly(y; — (= )T (@™ +9)).

Then a threshold for each 6®) is computed by only keeping the largest /ng/logp elements of 6*) and
letting all the other elements be zero. In the third step, with the estimated “bias” from the second step, the
corrected source data has the following form:

K

{ (X(k)7 y® 4 X(k)g(k)) }kzl

Then, we combine all the corrected sources and target data to estimate the parameter 8 which is of our
interest. The above algorithm estimate the source parameters and the contrast vectors individually, while in
the Oracle ¢1-Trans-SQR proposed in Section 2.2, a pooled analysis is conducted with data from target and
sources, which relies on the homogeneous designs of the covariance matrices among target and source data.

Algorithm 4: Oracle Trans-SQR with £y-norm constrained transferring set

Input: Target data (X (9, y(®), source data {(X ) y(*))1E_ | penalty parameters \,, As and \g,
transferring set A;,. Let n = ng +na; .

Output: The estimator ,é
1 For each k € A,

w

@™+ argmin {Qh(w) + Ag;k)|w|1}'
2 For each k € A/ |
6" « argmin {Qéo)(cﬁ(k) +4) + )\6||5|1}'
5

3 Threshold 6% via §) = 7—[\/7(5(’“)), where H;,(b) is formed by setting all but the largest k

no/ logp
elements of b to zero.

4 Joint estimation using source and target data:

N . J1 0) _ /.0y
B« argﬂmln{n le(yi (x;)"B)

i=1

£ S - @) (e - 5%)) wnml}.

keA, i=1

5 return B

3 Statistical theory

In this section, we establish theoretical guarantees on the algorithms in the above section.
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Assumption 3.1. There exists f > f > 0 such that the conditional density of e*) given z*) satisfies
f < femipm (0) < f almost surely (over *)) for all k = 0,...,K. Moreover, there exists lp > 0 such that
| fer |zt (W) = feaor o (V)] < lolu — v for all u,v € R almost surely (over ), and z*) = (0(F))=1/25k)
for k=0,...,K, where (%) denote the covariance matrix of *), and

. 2
te[o,lﬂfew—l E{ff“c)lw“” (t(z(k))T”) ((z(k))Tv) ] =y E

Assumption 3.2. The kernel function K : R — [0, 00) is symmetric,that is, K(u) = K(—u), and satisfies
that [ K(u)du = 1 and [ u?K(u)du < co. For a = 1,2,..., let s, = [*_|u|*K(u)du be the a-th
absolute moment of K (-). Assume sup,,cp K (u) < k for some k € (0, 1].

Assumption 3.3. For k = 0,...,K, %) = E[z®) (2(*))7] is positive definite and z*) = ((*))=1/22(*) ¢
RP is sub-exponential: there exist constants v, co > 1 such that P(|(z(®)Tu| > vo||u|| - t) < coe™" for all

u € R? and ¢ > 0. For convenience, we assume ¢ = 1, and write 02 = max;<;<, E(x?)

Under Assumption 3.3, the a-th (a > 3) absolute moments of all the one-dimensional marginals of z are
uniformly bounded: 14 := sup,cqo-1 E[(2))Tu|* < alvg. In particular, p; < M;/Q =1

Meanwhile, for every & € (0, 1], define
ns = inf {77 >0: ]E{((z(k))Tv)zll(|(z(k))Tv| > 7])] < ¢ forallve Spfl}. (3)

Since E[(2(®)T™]? = 1 for any v € SP~!, 75 is well-defined for each §, and depends implicitly on the
distribution of z(¥).

Assumption 3.4. Denote

1
S=Y o [ VQW((1-1)B" + tw")dt

k=0 0
1
> (k) :/ V2QW (1 — )" + tw)dt,
0

where V2ZQW ((1 — t)B* + tw) = E{ feu(tw — tB*) - ¥ (x®))T}. Define

C1 = sup Hi_li(k)Hl.
0<k<K

Let Cy be bounded, that is C7 < oco.

Assumption 3.1 imposes the Lipschitz continuity on the conditional density f¢5(-). Assumption 3.2 holds
for most commonly used kernel functions, for instance, uniform kernel, Gaussian kernel, etc.

Assumption 3.3 assumes a sub-exponential condition on the random covariates characterized by a well-
behaved covariance structure. In particular, p4 can be regarded as the uniform kurtosis parameter.

Assumption 3.4 restricts the difference between the target covariance matrix and transferable source co-
variance matrix in some sense, which guarantees the estimator at the transferring step is close to the true
parameter 3*. This assumption is commonly used in other transfer learning works, Tian & Feng (2023); Li
et al. (2022); Zhang & Zhu (2022); Huang et al. (2022).

Formally, we consider the parameter space

O(s,m) = {8 {w® e, : 18l < s, sup [lw® — B[y <m}.

keA.,
3.1 Estimation with an /;-norm constrained transferring set

Proposition 3.1. (Local Restricted Strong Convexity) Assume Assumptions 3.1 - 3.3 hold. Let A = w—w™*,
n =ng4,, +noand £ = minj,j<; K(u) > 0. If (r, h,n, d) satisfies

max {4, /47, 32007 2dpy*} < h < /1o and nh 2 F£7203pa02 log p,
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for any w € w* + Bx(r) and w* € w® + B, (d),

Qn(w) ~ Qule") ~ (V") (@ — ) > GrlIANE — 6oy EEEE Al alls, (@)

with probability at least 1 — (pn)~!, where ¢1 = k- £/10 and ¢5 > 0 is a constant depending only on (&, f).
Proposition 3.2. Assume Assumptions 3.1 - 3.3 hold. Let v = 81 — B2, ¢} = k- /25 and ¢ = C’;i/(Q(b'l).
If max{4n, /47, 81}07“/1411/2} < g < f/lp with M1 /4 defined in (3) and nog 2 fﬁ_an/4u4s, then for any v € Bx(r),

N ~ R T 1 1
QP (B1) ~ Q0(82) — (VAL (8)) (81 — B2) > anllollt — Crpy %jmnvnlnvnz,

with probability at least 1 — (png)~!, where C.,r > 0 is a constant depending only on (&, f).
By the arithmetic mean-geometric mean inequality

[log p 4 log ng ¢ C% £ logp +logng
Ch.t THUHlHUHE < SHlvl[3 + 2;,1 g o3,

A A A T / 1 1
Q4 (B1) = QL (82) — (VO (B2) (81 = Ba) > Gl — o5 25L 2R oy

we have

with probability at least 1 — (png)~*.

In the debiasing step, we need another restricted strong convexity condition with both || - ||3 and || - ||% in
the lower bound. Proposition 3.2 provides that kind condition.

Finally, with the above establishments of restricted strong convexity, we are able to obtain the main result
for the two-step transfer learning algorithm on quantile regression.

Theorem 3.1. Assume Assumptions 3.1 - 3.4 hold. Suppose m < s/log(p)/ng, no > Cs?logp and
na,, 2 no , where C' > 0 is a constant. Also let

log(p)/(na,, +n0) S h < min{f/(2lor1), (s"/*A)"/?}
slog(p)/no < g < (log(p)/no) ",

We take A\, = Cu/log(p)/(na,, +no), As = Csy/log(p)/ng, where C,, and Cj are sufficiently large con-
stants, then

. log p 1/4 log p 1/4 log p 1/4
18- 67l < vin(E2) e vs(E2) T ( ) 6)

0 nA,, +no

1
A lo lo B
[N — +( EP )Fsm+m7 (6)
nA,, +no na4,, +no

with probability at least 1 — p~!.

Remark 3.1. In the trivial case where A,, is an empty set, the upper bound in (5) is Op(y/slog(p)/no).
When A,, is non-empty, the upper bound in (5) is sharper than y/slog(p)/no and the upper bound in (6)
is sharper than s+/log(p)/no, if n4,, = no and m < s(log(p)/ng)*/2.

The above theorem gives the convergence rate of the Trans-SQR, estimator under ¢; /¢s-errors. As the above
remarks stated, if the total sample size of the transferable sources is significantly larger than the target sample
size, the Trans-SQR estimator could even achieve a sharper convergence rate with some proper choices of
the transferable level of the contrasts and the smoothing bandwidth in the debiasing step. As some previous
works show, our theorem shares similar estimation error bounds as the results in Tian & Feng (2023) and
Li et al. (2022).

10
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3.2 Estimation with an {3-norm constrained transferring set

Assumption 3.5. For k =0,...,K, the covariate vector ¥) is compactly supported with

¢F) = sup H(Z(k))_l/Qsc(k)Hz < 00,
z (k) gRP

and ||z®||o < B almost surely for some B > 1, where ©(*) is positive definite. Without loss of generality,
assume B = 1. In addition, 1, = sup,cgr—1 E[(z(F)Tu|® < 0o for a = 1,...,4.

Remark 3.2. Assumption 3.5 is a stronger version of Assumption 3.3. Note that quantile regression has
Hessian matrix V2Qy(8) = (1/n) Y1, Ku(zF 8 — yi)ziax}, where Qp,(8) is the smoothed empirical quantile
loss and Kp(u) = (1/h)K(u/h). Unlike the generalized linear regression, there is a smoothing bandwidth A in
the denominator. We import Assumption 3.5 to provide convenience for bounding the difference VQh(,B) —

VQu(BY).
Proposition 3.3. (RSC in Step 2) Assume Assumptions 3.1, 3.2, 3.5 hold. Let v = B; — Bo. If
max{4r7]1/4,32v0ru411/2} < g < f/lp and ngg = fjj’anMpz;s, then for any v € Bx(r),

QP (B1) = QY (B2) — (VO (B2))" (B1 — B2) = 015 - fl[v][3,,
with probability at least 1 — (png) L.
Theorem 3.2. Assume Assumptions 3.1, 3.2, 3.5 hold. Let

log(p)/no < h < min{£/(2lorr), (s"/2A.) "/}
(s +m) log(p)/no S g < ((s+m)log(p)/mo) "
mlog(p)/n < w < (mlog(p)/n)"'",

where n = ng + n.a, . Meanwhile, suppose m < s, ny > ng and ng > Cs%logp, where C' > 0 is a constant.

We take A0 = Cur/log(p)/nk, As = Cs/log(p)/no and Ag = Cg/log(p)/n, where C,,, Cs and Cg are

sufficiently large constants, then
R 1 1
IIBfﬂ*IIzS\/SngJr\/Sm 8P, (7)
n Nno
A 1 1
18— 811 S sy =22 45 [ 22L, (8)
n N

with probability at least 1 —p~!

The above theorem gives the convergence rate of the Trans-SQR estimator under ¢;/¢s-errors, where the
contrast vectors are characterized in terms of the £y-norm. If the sample size of the target data is large enough
and the total sample size of the transferable sources is significantly larger than the target sample size, the
Trans-SQR estimator could achieve a sharp convergence rate with some proper choices of the transferable
level of the contrasts.

Remark 3.3. As mentioned above, Assumption 3.4 is to make sure that the estimation error in the trans-
ferring step is small enough. However, Theorem 3.2 does not require Assumption 3.4 because Algorithm 4
learns the parameter w®) independently in Step 1 and reduces the bias in Step 2. For Step 1, the upper
bound of the difference between the estimator w*) and true parameter w*) can be controlled by the sample
size of the each source data and the £y transferable level m. For Step 2, the estimated b could also be closed
enough to the true difference between the target and source parameter by having an appropriate target
sample size. Therefore, if both the target and source sample sizes are large enough, the error of Algorithm
4 would be well controlled without Assumption 3.4.

11



Published in Transactions on Machine Learning Research (01/2024)

4 Numerical studies

In this section, we evaluate the performance of our proposed algorithms via numerical experiments. The
methods in the following section include Smoothed Quantile Regression (SQR) on target data, the Oracle-
Trans-SQR, A,,-Trans-SQR and the Naive-Trans-SQR, which naively assumes A,, = 1,..., K in the Oracle
Trans-SQR. The purpose of including the Naive-Trans-Lasso is to understand the overall informative level
of the auxiliary samples.

4.1 Transfer learning on an /;-normed A,,

(0)

© are i.i.d. Gaussian
with mean zero and variance one for all i. For k € A,,, scgk) ~ N(0,,% + €€™), where € ~ N(0,,0.3°1,).

For the target, the true parameter 8*, we set s = 5, §; = 0.5 for j € {1,...,s}, and §; = 0 otherwise.

We consider p = 500, ng = 200, and nq,...,n19g = 150. The covariates from target x;’ are i.i.d. Gaussian

. . . . - -/ .
with mean zero and covariance matrix X with ¥,/ = 0.50=7"1 foralli =1,...,ng and €

Denote ’R,Z(,k) as p independent Rademacher variables. ’R,ng) is independent with ’R,I()k/) for any k # k’. For
any source data k in A,,, we let the true parameter w® = g* + (m/p)RI()k), where m € {5,10}. For any

source data k’ not in A,,, the true parameter w*") = g* + (2m/p)’R,](Dk/). We train the four methods with
100 reproductions and record their average {s-estimation errors under different settings of 7. Figure 2 shows
the changes of the estimation errors along with the amount of the transferable sources.

We observe from Figure 2 that the Oracle-Trans-SQR has the best performance among all the methods and
An-Trans-SQR has almost the same performance as the Oracle-Trans-SQR, which indicates that the trans-
ferable source detection algorithm still works under the smoothed quantile regression models. Meanwhile,
compared with SQR on target, the estimation errors of the Oracle-Trans-SQR and A,,,-Trans-SQR are always
smaller, which means that the source data which share some similarities in ¢;-norm with the target data
could improve the estimation. Another observation is that the performance of A,,-Trans-SQR consistently
improves as more and more source data are transferable. This matches the theoretical /5-estimation error
bounds which become sharper as n4,, grows.

4.2 Transfer learning on an /y-normed A,

We consider p = 500, ng = 200, and assume that there are 2,4, 6,8, 10 transferable sources with the sample
sizes 400. The covariates from target z¥

%

are i.i.d. Gaussian with mean zero and covariance matrix X
(k)

with 3,5, = 0.5V =7'l. The covariates from source x\"’ are also i.i.d. Gaussian with mean zero, but with
covariance matrix X + e€”, where € ~ N(0,,0.3%I,). For the target, the true parameter 8*, we set s = 5,
Bj =1for j € {1,...,s}, and §; = 0 otherwise. For the source, their true parameter w®) is generated from

w§k) = B; + Al(j € M), where M is a random subset of [p] with [M| = m. We take m € {2,4}, and A = 2.
Figure 4 and 5 show the ¢s-estimation errors in different settings of m.

From the results, Trans-SQR with fg-norm constrained transferring set has better performances than SQR
only on target and SQR on all sources and target. Meanwhile, when the target data sample size ng becomes
larger, the performance of Trans-SQR increases quickly, which accords with our results that the estimation
error is depend on the target sample size. There are considerable decreases in estimation errors of Trans-
SQR when the transferable level increases or A increases, which corresponds to the difference on components
between target and source populations.

5 Conclusion

This paper studies transfer learning for high-dimensional quantile regression models, employing convolution-
type smoothing techniques. The proposed algorithms focus on leveraging ¢; /¢p-normed transferable source
populations to improve estimation accuracy of the target regression coefficients. We derive error bounds
for the estimators in terms of ¢;/¢s-norms for the algorithms. Theoretical analysis reveals that these error
bounds surpass those of the classical penalized quantile regression estimator, which only utilizes the target

12
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Figure 2: /5 estimation errors of several methods under quantile levels 7 = 0.25, 0.5, 0.75, over 100 repetitions,
where Oracle-Trans-SQR is Algorithm 1.

data, provided that the target and source populations exhibit sufficient similarity. Furthermore, we propose
a transferable source detection algorithm to identify informative sources from the available sources when the
set of informative sources is unknown. Numerical experiments validate our theoretical results.
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A Appendix: Proofs of the main results

A.1 Technical Lemmas

For w € RP, suppose A = w — w*. Define

A~

Ri(A) = Qu(w) = Qn(w") = (VQu(w") " (w — w"),
Qn(w) = Qn(w"),

and their population counterparts Ry(A) = E{R,(A)} and Dj(A) = E{D,(A)}, where w* is the true
parameter of the transferring step in the algorithm.

Lemma A.1. Let 8* be the true target parameter, then [[w* — 8*[|; < Cym, where C = sup;, [|[E1E®)),
and X1, 2(*) are given in Assumption 3.4.

Note that w™ has the explicit form, w* = 8*+6*. Lemma A.1 gives an upper bound of the distance between
the true 8* and the true estimate in transferring step. In other words, the ¢1-norm of §* is controlled by m.

Lemma A.2. Define 7} = 7, (8*) € R?, where 7, (8) = VQi(8) — VQr(B). Assumptions 3.1 - 3.3 ensure
that for any t > 0,

2t
na,, +no na,, +mno’

m

t
||7T;FL||<>0 < U\/{T(l - 7') + ChQ}i + max(l -, 7')

with probability at least 1 — 2pe~*, where C = (7 + 1)lgk2 and 0 = maxi<;<p 0j;-

In both transferring and debiased steps, we need to restrict the regularization parameters A, (or As) to be
no smaller than 2|7} || (or 2|[7}||w). This Lemma helps to specify the choice of the parameters.

Lemma A.3. Define b} = ||7Y/2VQy,(w*)||2, which quantifies the smoothing bias, then for some g > 0
2

) h
by, < 105257

where lo is the Lipschitz constant of the density fqz(-).
Lemma A.4. For r,l > 0, define

Y1) = sup
BEB*+Bx (r)NB1 (1)

‘TlL Z {Kh(m?ﬂ — i) — f(h(a:;rﬂ* _ yl)}mz
i=1

o0

For any t > 0, with probability at least 1 —e™¢,

w(r,l)<i /loﬁ_’_fl/%‘ /t+1ogp+t+logp.
~h n nh n

A.2 Proof of Proposition 3.1

Define the Taylor error

A

T(w,w*) = Qn(w) — Qn(w*) — (VQi(w")) (w — w*).

In the following proofs, we consider the subset of w, w € w* 4+ By (r) N Cx(1), and w* € w® + B, (d).

18



Published in Transactions on Machine Learning Research (01/2024)

It follows from a second-order Taylor expansion that

T (w,w™)
= %(w - w*)TV2Qh (tw + (1 — t)w*)(w — w*)

2(na,, +no) &= U{o} i=1

= ; Z iKh{ei_tgk)(iEgk))T(w—w*)—(wgk))T(w*_w(k))}

Q(nAm * no) keA,U{0} i=1
k 2
(@) (w - w)?,
for some tgk) € [0,1]. For each i and k, define the event F; y,
Fir = {lei] < h/a} 0 {|@P)" (w — w*)| < [|w — w*||s - h/2r)} 0 {| (@) (@ — w®)| < h/4},

for all w — w* € By (r). Thus

T(ww)> s S Z e (w - w)) 15, (9)

~ 2(na,, +no)h ke A0} im1

where x = min|,<; K(u). For a truncation level R > 0, define functions

u? lu| < %,
pr(u) = (R—|ul)* & <|ul <R,
0 lul > R.

By this construction, pr(u) < u? - 1{|u| < R}, gcr(cu) = c2or(u) and pr is R-Lipschitz.
In addition, we define the trapezoidal function

1 |U| <5
Yr(u) = q2-Flul § <lu <R,
0 lu] > R,

and note that ¢g is (2/R)-Lipschitz and ¢ r(u) < 1{|u| < R}.
With the two new-defined function and the notation A = w — w*, n = n4,, + no, we have established the
lower bound of (9)
T (w,w")
K

> o lAR Y Do u{lal < h/akeyansnsen (@) M) (@) (@ - w®)

ke A, U{0} i=1

SIIAIR- hZﬂ{|el|<h/4}soh/<2T (@) A/ l1Alls ) (@) (" = w)) (10)

I V

Do (w,w*)

In the following proofs, we bound EDy(w,w*) and Dg(w,w*) — EDg(w, w™*), respectively. First, we show
that
EDy(w,w") > 0.21f. (11)
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Note that

2 fe()] ~ [E[1 el < b/} ]| < [E[1 el < b/4}2] ~ 2 £io(0)

h/4
_ d
g/wﬂmaw L (0))dt

2
< boh”
- 16
Hence we obtain

2
Eln{la] < n/a}la]| > op -2

Provided h < f/ly < f/ly, we have

B (el < n/a}a]| = T
Meanwhile
E[1{[e;] < h/4}|33§’f>]‘ - ]gfe\m(o)\ < /://44 | feje(t) = o (0)|dt
implies
Bl1 e < h/aa]| < 22
Then
EDg(w,w™)
- % ;E[E[ﬂ{leil < /41 2®] on o) (@) AN Al 2) o (28) (@ — w(k)))}
= %E{Sﬁh/(zm (2" A/A|z) pya (2 (W — w(k)»}
(i

\%

161E[(mTA/|\A||z)2]l{|;cTA/\|A||Z| < h/(4r)} s (2 (w0 — w(k)))}

?é{l - E{(Q:TA/‘|A||z)2]1{|wTA/||A||Z| > h/(@)}}

%

- B[ (@811l 117w - )| > /5] |

> TEl L (" a/181s) L {le A/ 1Alls| > han)}] - Bl - )] > /8)"2),

By the definition of 7, as long as 0 < r < h/(4n;/4),

s E|(2"A/|1Alls)*1{[27A/l1Alls] > h/(4r)}] <

A€Bs (1)

e~ =

Moreover, w* € w*) + B, (d). Hence
2172w = ], <[22l = 0™, < 1%,

Under Assumption 3.3 with vy > 1, the tail bounds of sub-exponential z = £~/2z implys that

. h
P(|z" (w — W) > h/8) SQexp{ —1/2}.
8voy,’ “d
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1/2,1/2

Let h > 32v9y, It then follows from a numerical calculation that

dpy
{1 —E[(2"A/11Al15) 1{|z" A/ |Alls] > h/(4r)}] - 1) *P(|2" (@ - )] > h/8)”2} > 0.49

holds uniformly over A € By (r) N Cx(1). Putting together the pieces yields

EDg(w,w™) > 0.21f.

Next we find a lower bound of Dy(w,w*) — EDg(w,w*) over w € w* 4+ By (r) N Cx(l). Define

Q(r,l) = sup {—Dp(w,w*) + EDg(w, w™)}.
wew*+Bx(r)NCx (1)

Write Do(w,w*) = 17" 3204 roy 2oimy Wik(w,w*), where
k)\T (K)\T/ *
wi (W, w*) = h 1{|ei] < B/} onyam (@) A/Al12) /e (@) (w* = w®))

satisfies 0 < w; x(w,w*) < h/(4r)?, since pr(u) < (R/2)? and ¥g(u) € [0,1]. Moreover,

Eud,(w,0%) = E[h21{a] < h/410 00 (@) T A/1Al5) 934 ()7 (@ — 0®)]

9f (k)
< T6h B jom (=) A/]|Alls)
9f (k)\r 4 9fps
< 2. , = )
= 16h E((.’I}Z ) A/HAHE) 16h

Using Bousquet’s version of Talagrand’s inequality yields that, for any z > 0,

1/2
Q(r, 1) < EQ(r,1) + {EQ(r, }1/2 \/7 \/;

1/2
< EQ(r 1) + iEQ(r,l) L LR 3V f; 4 n
n

4r? n 4 (4r)2 %
SEQ(r 1) + Vo [fe 18 ks (12)
4 ’ 4 nh 3 (4r)n

holds with probability at least 1 —e~%. To bound the expectation EQ(r, ), using Rademacher symmetrization
and the connection between Gaussian and Rademacher complexities, Lemma 5.5 in Ledoux & Talagrand
(1991), we have

EQ(r, 1) < 2\/?E sup G o |5 (13)
2 (w,w*)eA(r,l)
where
G
1 T T *
Y Z Zelﬂ{|€z| < h/4}pn 27‘)(( ) A/|Als) ¢n/a((2 ’“)) (w _w(k)))7

k€A, U{0} i=1

and e; are independent standard normal variables. Note that G, .« is a Gaussian process conditioned on
{(ygk),wgk))}?:kl for k € A, U{0}. For (w,w*) and (w',w™), write A = w — w*, A’ = w — w™ and

21



Published in Transactions on Machine Learning Research (01/2024)

xi = 1{|&;| < h/4}, then
(Gw,w* - Gw/,w’*
= Gw,w* - Gw’,w’+A + Gw’ WA T Gw’ Jw!*

1
— > eixiensen (@) A/All2) {Yn/a (@) (@ — ™))
ki

— dnga((@) (" — ™))}
+ ih Zeixi¢h/4((w§’“))T(w’* — w® ) {on/(an) (( )TA/||A\|Z)
ki

- sﬁh/(zr)(( (k))TA /||A/||E)}

Note that ¢ and 9 are Lipschitz continuous, and pg(u) < (R/2)%. Let E* be the conditional expectation

given {(ygk),wz(-k)) *,. Consequently,

. 2 1 /8\?/h\* )
G G < () (3) | T Snlelre-w)

keA,,U{0} =1

“m X SaEe-w)’ (1)

k€A, U{0} i=1

and

E* (Ger w42 — oot or)” (15)

Smip(;ﬂ) S S w{@ ) asals - @Ay

keA,,U{0} i=1

1
=23 Sl @)/ 1Al - A1) (16)
k€A, U{0} i=1

Motivated by the last two inequalities, we have

N 2 1 2
E*(Guww — Gur wor+) <51 Z le (w—w")

ke A, U{0} i=1

1
g3 D sz Sy aslalls = anlials)}.
ke A, U{0} i=1

Define another Gaussian process Z, .- as

1 o ()
- - E E ) (k)
Zw,w* - 21/27“27’), €¢Xz(33i )T(w w )

k€A, U{0} i=1

1 Tk &
Sverll) DN S P WAVIIPN[

ke A, U{0} i=1

such that E*(Gq, w+ — Guwr w+)? < E*(Ze o — Z o+ )%, where {el} and {e/} are two dependent copies of
{e;}. Applying Theorem 7.2.11 in Vershynin (2018), we obtain

IE*( sup G%w*) < IE*( sup Zwyw*) (17)

w,w* w,w*
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To bound the supremum of Z, .-, using the cone constraint and ||w* — w®||; < d, we have

V2d

Nk

* (k)
B (j‘g’*zw,w*) = WE ; > D e
’ ke A, U{0} i=1
fl
gl 5 S aal? 09
" peAnu{oy i=1

Thus, by (13) (17) and (18), we have

EQ(r,1) < ﬁ{dEHI > iemw 4 ZIEHI > nie"x-w“” } (19)

= r2 ||n Ly AT r ||n Ly AT ’
keA,,U{0} i=1 00 k€A, U{0} i=1 o0
It remains to find the bound of the two £o,-norm terms on the right-hand side of (19). Note that the variable
[n— ZkeAmu{O} Sk eix Z(f)| is zero-mean for j =1,...,p.
1 ngk ) ng e’ i (k)
/
<o (3 2ttt ])] <TTITE]ewr (1557)
k 1=1 k i=1
Nk )\2 (k) 2
< H H exp {‘ ( ) }
k i=1
exp{ ZZM (k) }
k =1

Thus, [n~ ZkeAmu{o} Sk eix | is sub-Gaussian with parameter n~ \/Zk Sk X (x gk)) .

Applying Lemma 15 in Loh & Wainwright (2015), we have

Nk e
E[Hizz"’?”‘”gk) max | a3 (al)? - Viogp
k

koi=1 Hoo

xgk)} <

implying that

ng
R EDI) BT

k =1

Sc,/logp E \/Zk X (= Ek)) ]
@, \/ P 1xz< 5’%}
< ax\/lofp-\/gi’% (20)

1 i / (k) log p 9fh
EEZZeixiwi Dogcox Ve (21)

k i=1

o0

Similarly,

Finally, if we take 7 = h/(411,4), d = h(v114)~'/?/(3200) and z = ¢ + log p, combining (19), (20), (21) with
Bousquet’s version inequality (12), we conclude that

Q(r,1) <0.01f 4 c'ly/ (t + logp)/(nh)
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with probability at least 1 — p~te~* for any ¢ > 0, as long as

nh 2 fE720; 41407 log(p).

t+1
0.21f — (o.ouﬁ + +°gp)]
nh
t+ logp
=|lA 0.2f — 22
S1A1 (022 - iy 2P (22)
with probability at least 1 — p

It remains to extend this bound to one that is uniform in the ratio ||A||1/||A||s, which we do via a peeling

argument. Consider the inequality

This, together with (9), (10) and (11), we have

* Ja
T(w,w) > Z[AlR

I \/

—le—t,

1 £-f 2"[|AllL [t +]logp
L T(ww) > 2L . (23)
INE 10 |A[]s nh
Since
22 < A1 < @'J; nh_ . _ ¢,
[|Alls ~— 20¢ t+ logp

we define the set
Or = {A e R? 472251 < A[1/]|Als < 47 728,

foreach k =1,..., N := [logy(cy/nh/logp)] to let

{A cRP: 7{1/2 < 1A

<(p CUN 6.
—|Mm—<}—%ﬂ®k

By the union bound, we then have

C - f 1 2¢"||A[|1 [t +logp
P<3IA € AERP:»-Y 1/2§||AH1/||AHE§< st —= — T(w,w*)>
{ { 1 T AR Als Vo
N
*4‘£ 1 n_—1/25k t—Hogp
< JA € Oy, s.t. — * ok, o8
_2:: { R ||A||22T(w’w ) > nh
- k- f 1 / t+logp
< L - 1129k [T 108D
—EI{ Ly 10 JAJE @) nh
k=1 ||A||1/||A||E<“/ 2 )
N
< Zp lemt < N.ple .

e
Il
=

Taking t = log{log,(c\/nh/logp)} + u yields that with probability at least 1 —p~te ",

2dﬂhﬁ|1V/k@zr+logﬂoggﬁa/nh/logp)}+-u

[|A]]s nh

k- f 1
L1 )<
0 A’ @)

Multiplying by [|A||% on both sides yields
; 5 ﬁ log p 4 log{log,(cy/nh/logp)} + u
) > ===[|A[[E = 2¢"||A[l|Als \/ 2

T(w,w v
where ¢’ > 0 is a constant depending only on (k, f).
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A.3 Proof of Proposition 3.2

The Taylor error around (5 in the direction 81 — B2 is given by

A~

T(B1,B2) = QL (B1) — Q) (B2) — (VO (B2)) " (B1 — B2).

For a given kernel function K(-) and bandwidth g > 0, the smoothed quantile loss QE,O) can be written as
(m09) ™ 12y S5 pr () K {(u+ (2”)* 8 — ;") [g}du. Therefore

T(B1,B2) = —ZK{Q @) (1= )81 + B2 — B) }{ (@) (81 — B2)}”

2%2[({61—25 )7 (B2 = ) — (@) (81— B H ()" (81— B2)}

for some t € [0, 1], For each 7, define the event &;,

& = {leil < g/ 0 {| @) (81— B2)| < 9181 — Balls/ @)} 0 {| @) (81 - B7)| < 9/4},
for all B; — B2 € By (r). Thus
o781 1, 24
T(61.8) fmz{ 12 (24)
where § = 81 — B2. For a truncation level R > 0, define functions
u? lu| < %
er(u) = ¢ (R—[u))> § <|ul <R,
0 lu] > R.
By this construction, pr(u) < u? - 1{|u| < R}, pcr(cu) = c2or(u) and g is R-Lipschitz.
In addition, we define the trapezoidal function
1 lul < &
Yr(u) = {2 - %lul §<[ul <R,
0 lu| > R,
and note that ¢g is (2/R)-Lipschitz and ¢ g(u) < 1{|u| < R}.
From these two new-defined function, (24) implies
ng
K *
T(81.82) = 58112 S Ulel < 0/4} o110 (@) 8) (@) (81~ )
i=1
K 1 &
> 21818 > 1llal < 0/t (@) /11814 () (Br - 8)) (29
i=1

Do (B1.82)
In the following proofs, we bound EDy(B1, B2) and Do(B1, B2) — EDy(B1, B2), respectively. Note that
g g
|2 70(0)] — [EL{lei] < 9/4}12”]] < [ED{leil < 9/4H@”] — £ fojal0)

g/4
< / galt) = Lo )l

-9/
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Then,

|2 £(0)] — [E1{Jei] < g/4} = (0)‘_109
Bl e < o/aHel®)| > L7 - B2

Provided g < f/lp < f/lg, we have

Bl < g/4)]] > "L
Meanwhile o/
Bl1{la] < 9/4}[el”)| - |2500O)] < [ 1falt) = Ln(Olat
—g/4
implies ~
9
B (la] < g/a}2") < 24
Then
EDo(B1, B2)

—ZE[ 1{leil < 9/4H@Jog ar) (@) 8/118115 )5y 2 (@) (81 = B7))

I \/

L a7 8/18115)04(57 (B — )]

L1 - 5[5 16l P ("53] > o/ 4r)}]

\ \/

- B[ s lllls 1 {17 (81 - 51> 0/5)] }

> T B[ (@ 8/1015) 1 {10 1811s] > 0/ (40} Y *B (w81~ 87 > /9) " .

By the definition of 75, as long as 0 < r < g/(411/4),

supE|(276/|13]ls)*1{|"8/||8]ls| > 9/(4r)}| <

8€Bx(r)

pM»—‘

Moreover, 81 € B* 4+ Bx(r/2). Under Assumption 3.3 with vy > 1, the tail bounds of sub-exponential
z = Y12z implys that

P(l27(61 — B7)] > 9/8) < 2exp{ _ g }

4vor

1/2

Let g > 8vgrp,’” and then it follows from a numerical calculation that

T 2 T T * 1/2
{1 —E[(278/1[3]1s) 1{|2"8/|I6lls| > 9/(4r)}| = i P12 (81 — )| > /8)" } >0.23
holds uniformly over A € By (r) N Cx(1). Putting together the pieces yields

EDo(B81,B2) > 0.1f. (26)

Next we find a lower bound of Dy(81, B2) —EDo(B1, B2) over A(r,l) := {(B1,B2) : B1 € B*+Bx(r/2),82 €
B1+ Bs(r) NCx(1),supp(B1) C S}. Define

Qr, 1) = sup  {—Do(B1,B2) + EDo(B1,B2)}
(B1,B2)EA(r,1)
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Write Do(B1, B2) = (1/n0) 3272 wi(B1, B2), where
wi(B1, B2) = g 1{lei] < 9/4}0g/2m) (@) 8/116]15) g a ()" (81 — B7))
satisfies 0 < w;(B1,B2) < g/(4r)?, since pr(u) < (R/2)? and ¥ r(u) € [0,1]. Moreover,

Ew?(81, 82) = E[g 2 1{leil < 9/436% oy ()7 8/11611) 62 4 () (81 — 67))]

9f (0 T
< = 169 E‘P,;/(Qr)(( ) 5/”5“2)
9f (O)\r 4 9fpa
< —. ) = .

Using Bousquet’s version of Talagrand’s inequality yields that, for any z > 0,

3vou® | f
Q(r,1) < EQ(r, 1) + {EQ(r, )}/ o \/7 “ noz 23n0

1 1 gz  3/2 u4/ fe g
< EQ(r,l -EQ(r,1 —
- (1) + 4 (r. 1) + 4r2 n, + 4 nog - (4r)? Sno

) 3\[#1/2 fz gz
< -EQ(r,
! (r.) + 4 nog + 3 (4r)%ng (27)

holds with probability at least 1—e™*. To bound the expectation EQ(r, ), using Rademacher symmetrization
and the connection between Gaussian and Rademacher complexities, Lemma 5.5 in Ledoux & Talagrand
sup Gg, .8,

(1991), we have
EQ(r,1) < 2\/?]143
2| (B1.B2)EA(D)

where Gg, g, = (nog) ™" X1%, ei1{leil < 9/4}00/c20) (@ )76/ [18]15) 22 ()7 (8) — B*)) and e; are inde-
pendent standard normal variables. Note that Gg, g, is a Gaussian process conditioned on {(yi(o), mgo))};lzol
and Gg~ g- = 0. For (81, 82) and (B], B5), write § = 81 — B2, &' = B] — B4 and x; = 1{|e;| < g/4}, then
Gp1.p: — Gy,
= Gﬁh,@z ~Ggyppes + Gﬁ;ﬂ;+6 ~Geip
L 5/118 0)\T (0) -1
= ZerzSDg/(Zr ) /|| HE) ¢g/4((wi ) (61 IB )) %/4(( ) (:Bl B ))

o
gzl

; (28)

7260(11#9/4 0)) (181 B* )){@g/(%)(( 0)>T6/||6HZ) (Pg/(Zr)(( ) 6//”6/”2)}

Note that ¢ and 1/)3 are Lipschitz continuous, and ¢g(u) < (R/2)%. Let E* be the conditional expectation

given {(y§0)7 wgo)) ;- Consequently,
E* (G, pn — Gpy y00)” < — <8>2<g>4ix'(($(-0))T(ﬂ1—ﬂ'))2
B1,82 BB+ = (nOg)2 g Ar et A i 1
4,,4 2 Z (81— B) (29)

and

% 2 T T
E*(Ggy.8;+5 — Gpy.85) < Grog ( )le 511615 — ()78 /]16']1)

WQZ»« 2")(5/116]]s — &' /118']]5))”. (30)
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Motivated by the last two inequalities, we have
* 2
E (GB17,82 - G,@Lﬂé)
1 20 0 O
< gz 2 (@) (B = B) + 5z sz "(8/1181s — &'/118]Ix))".
i=1

Define another Gaussian process Zg, g, as

no

1
Zovos = Z5 5 Zexz (8 - B7) v (B2 — B1)/I9]]x

3 = B1)/119lls

fT2n0 Ze Xl 7,3 /81

such that E*(Gg, g, — Gﬁll_ﬁé)Z < E*(Zg, g, — Zﬁi,ﬁé)Z, where {e/} and {e/} are two dependent copies
of {e;}. The second equlity holds since supp(B1), supp(B8*) C S. Applying Theorem 7.2.11 in Vershynin
(2018), we obtain
IE*( sup Gﬁlﬁ2> < E*( sup Zﬁl,ﬁ2)~ (31)
B1,B2 B1,B2
To bound the supremum of Zg, g,, using the cone constraint and 81 € B* + Bx(r/2), we have

V2 1T & \fl (0)
IE*( sup Z ) < ~ZE|=) eSSV el X,
81,85 PPz 4r || no ; 2r ng ; -
\[ 9fg s V2 _||1 & 0
= "El— "y 0 32
- 4r 16 ng + n ;el Xiy o (32)

where S = Yss = E(zszs). Thus, by (28) (31) and (32), we have

(rl)<f{ \/E - noze% z\¥ Oo}. (33)

It remains to ﬁnd the bound of the second term on the right-hand side of (33). Note that the variable

Ingt S0, ;/Xz | is zero-mean for j =1,...,p.
)\6” ; (0)
£l (5 ety )] < I e (|57 )

Thus, |ng' S.0°, e/xix | is sub-Gaussian with parameter ng'y/> 1% x?(z EO))Q. Applying Lemma 15 in
Loh & Wainwright (2015) for some universal constant ¢; > 0, we have

1 &
E|||—) e al¥ m(-o)}
[z i@ e

IN

oo
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implying that

logp

<c -E

1 & )
Ell— " . .0
no;ezxwz

o

/10g \/ i= 1Xz EO)) :|
[logp  [9fg
< . 2
=% no 16

_ 3aos | fglogp
0o - 4 Un) '

) no

S X2 ()? ]

Therefore,

(34)

1 &
E|—> ey ©)
Un) i—1 G Xi%q

Plug this bound to (33), we obtain

EQ(r, 1) < ﬁ{;\/ﬁf n 3059”1\/ fg:;gp}. (35)

Finally, if we take r = min{g/ (471 4), g/(8v0u}1/2)} and z = t+log p, combining (35) with Bousquet’s version
inequality (27), we conclude that

) < vaf 2 g5 15¢10,1 fglogp 3\fu1/2 FERN 92
ng 167 nog 3 (4r)2ng
< 0.02f + ¢'Iy/(t + logp)/(nog)

with probability at least 1 — p~le™! as long as ngg = fi’anM,uélcr%s. This, together with (24), (25) and

(26), we have
t+1
T(B1,B82) = %H(s”% |f).1j— (0.02‘5_‘_07\/79@0)]
|5||E<0 08f — W) 56)
nog

It remains to extend this bound to one that is uniform in the ratio ||8||1/||d||s, which we do via a peeling
argument. Consider the inequality

\ \/

with probability at least 1 — p~lte~t.

t+logp
T(81.82) > EL 6112 — 28l 111 )
| kol 208l [+ logp
77’ , Z _
1ot T P2 2 755 = Tl | oy

k- f 1 2¢"1|6]|1 [t +1ogp
e T(B1, ) < .
% eI PP S TRV g

For positive integers k = 1,..., N := [logy(c\/nog/logp)], define the set O = {d € RP : 71—1/221%1 <
116111/116]]2 < 1 /?2"}, so that

—_ (5”1 ﬁ'i nog
d e RP: 1/2 < I < culv )
{ © = 6lls ~ t+logp = ¢ S YO
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Then

P{H& S {5 c RP . ,yl—l/2 < 118111 /118]]s < CI} st
f 1 20//”5”1 t+logp
= < _ ___ 7T 7 >
5 TeIg PrAY) > TG o
5L 1 ~1/2 t+logp
P< 36 = - " 2k tlogp
{ SOkt T ey PP > e \/?
. 1 - 1
{ o % B ﬁT(ﬂhﬂz) > 'y 1/22k\/m}
lalla /s <y 22e 20 1015 nog

p~le™ < [logy(cy/nog/logp)]p~te ™.

<

P
1

I
CERINIERINIERNL

IA
i

Taking ¢t = log{log,(c\/n0g/logp)} + u yields that with probability at least 1 — p~te™%,

k- f 1 2¢"116]]1 |logp + log{logy(cr/nog/logp)} + u
5 — txz T (B1,B2) < .
2 |16]]% |16]]s nog

Multiplying by ||8]|% on both sides yields

log p + log{logy(c\/nog/ logp)} + u

nog

E-f
T(B1,B2) = =015 — 2C”||5||1||5||>:\/
where ¢” > 0 is a constant depending only on (&, f).

A.4 Proof of Theorem 3.1

Transferring step: Let w* be the true parameter of the transferring step and S be the active set of B*
with cardinality s. The symmetric Bregman divergence between @™ and w* is defined as

(Vau@*) = VQu(w")) (@ —w") 2 0. (37)

Let A = @&An — w*. By optimality, there exists a subgradient & € 23 1 ax. (Jwsl), such that

Then (37) is equivalent to

Note that

D (w* — @) < [lw* (= @t [l = [lwslh + llwsell = 1A + @l
= [lwsll + llwse[lh = [[As + w5l = [[Ase + w5y

< [[Aslly = [[Ase|l1 + 2f|wse]]s-
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Then,
(VQu(@™™) = VQu(w™)) A
= A (W* — @) + (VQu(w*) — VQp(w™)) (w* — @) + (VQp(w")) (w* — &)
< (11Asll = [Asell + 2llwiell ) +[[VQ(w") = YRl [1A]lx
[l70}: ] oo
+ 1272V Qu (w2 [|A ] (39)

*
by,

Conditioned on the event {\, > 2||7}||oc }, (39) becomes
A, (A Y (w )T A A A x Aw A <A
(VQu(@*) = VQu(@") A < a (Il Asll = 1Asely + 2llwbell1) + Z2ANL + Bl Als.
Lemma A.1 implies ||w%.|[1 < Cim, so we have
1+ 20 Crm + b | A5

L R . 1. 4
(VQu(@™™) = VQu(w™)) A < S| As|l — §>\w|\ASC

N W

Since (VQp (@A) —VQp(w*))TA > 0, A satisfies the constraint I|Ase]lr < 3||As]h +4Clm—|—2)\;1b’,§||AHz,

from which it follows that

1Al < 45| All2 + 4Cim + 205 b3 1A |- (40)

Now we claim that when A, > 2||7}||o0, With probability at least 1 — p~!, it holds that

2 .
na,, +no o1 o1

. 1 1 1/2 1/2 ob*
1Al < 8¢2¢C’1m\/ ogp + log(na,, +no) n 3Ayy T8+ 207 N Cidom (a1)
1

If the claim does not hold , consider C = {A : 15X, ||As||1 — 0.5A0[|Ase|l1 + 20 Cim + b7 ||Alls; > 0}. For
any t € (0,1),

1 .
7Aw tA c
5 [tAs

1. 4 3. 4 o
=t SAllAscll <t <2Aw||AS|1 +2/\w01m+bh|A||g>

3 ~ A
< SAlltAslh + 220 Crm + [ [tA]]s,

which implies that tA € C. We could find some ¢ satisfying that Htﬁ”z <1and

1/2 .
ItA|]s; > 8p2C1m  [logp + log(na,, + no) N 3)\w%/ sY/2 4 2b% o Ol)\wm.
b1 na,, +no o1 Y

Denote A = tA and F(A) = Qp(w* +A) — O (w*) + A (||w* + All1 = [|w*|]1). Since F(0) = 0and F(A) <0,
by convexity,

F(A) = F(tA + (1 —)0) < tF(A) <0.

However,
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Then by Proposition 3.1 and (39),

~ ~ logp +logn  ~ ~ 3 ~ 1 ~
F(A) 2 ¢1l|AI - 621/ 2R A1 1Az — SAullAslh + 5 llBs: Il

—2X,Cim — bi||Allg

lo +10n
> G1||Al% — oy 22T A|, HAHE"A 1As]l1 = 22,Cim — bi||Al]s:.

Note that ||Ag||y < s'/2[|Allz < 71/%s'/2||A||g and (40). Therefore, when

(na,, +mno)h > 16¢1_2¢§ (logp + logn) max{16sv1, 4/\;2(1)2)2},

we have ¢24/(log p + log n)/(nh)(4\ffyl/2 +22;105) < ¢1/2. Then it follows that,

< 1 ~ logp + logn s
NERTAINES (4¢2Wclm+ SRR [NEEWET

>0,

which contradicts with F(A) < 0. Therefore the claim holds.

It remains to control the probability of the event {\, > ||7}||oc} and the probability of the local RSC
condition. By Lemma A.2, we pick

41 2log(2
Ao =20y [{r(1 =7)+ Ch?2}——=——= 08(2p) +max(177,7)70g( )
na,, +no nA,, +No

m

so that {\, > 2||7}||sc}. From Lemma A.3, we have b; < Ch%. Now with probability at least 1 — (pn)~!,

1
A 1 1 1 1 4
N §m\/ %8P + loglna, + o) +¢ R ()

NA,, T No NA,, +No NA,, + 1o

We then let h2 < s/2)\,,, so that

1
A 1 1 1 1 K
||AHE 5 m ogp + Og(n.Am +n0) + slogp + ogp \/E, (42)
nA, + 10 nA,, + o nA,, T o

-1

with probability at least 1 — (pn)
Note that

1Al < 4]|As|l; +4C1m + 2251651 A |
< 45)|All2 + 4Cvm + 225165 1A
< (A + loka S )| A|s + 4Cym,

which encloses

1
. 1 1 1 1 T
AL gm\/s og(p) + slog(na,, + no) +S\/ o8p | ( ogp ) JEm L,

NA,, T Mo nA,, + Mo NA,, T No

with probability at least 1 — (pn)~!.

Debiasing step: Denote 8* = 8* — w*, §4m = B8 — @A» and 64n = §4An — §*.
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Similar to (39), we have

(VRO (@A + 54=) —vQ" (8) (B - BY)
<A ([18% = @)y — |18 — @ [h) + [V (8%) — v (8| |8 - 87,

175 1o

+ 2T AVOP (B, 18 - Bl

b5

< Dl18° — &l — 2 aollB — @1y + 55118 - 8
< D118 — @l + SAallAl — s8Il + 5518 - 67,
< S2sCm+ SAlAIL ~ sl — @Al + 8518 - 87l (43)
On the other hand,
(VQW) (@A + §4n) — VO (87)" (B - 67)
< X118 — Al 11—~ @ lh) + 2118 - 7], + B3l1B - 87

< AlIBs — @5 Il + Asl|Bse — @
B-p B - By

< A3 (1185 = @8 Il = 118s — @2 [11) = A (1185 — @

I = Asl|Bs — wgm

1= Xsl|Bse — @i

il

As
Ty

1 0

I+ ||1Bse —cﬁécmHl)
* A )‘5 A * *|| A *
+ 25185 — g+ S 118 = Bl + 0516 - 87|
< Xsl18% — Bslli — Asl|BEe — Bsellr + 22|18 — whell1 + 2Xs||Ase
)‘5 a * || A *
T

1

3 * 2 1 * A A || A *
< §>\6|\Bs - Bslh — 5)\6“5& — Bselli 4+ 20Cim 4 2X5[|Ase |1 + b} ||B — 8|5,
3 * A 1 * A *|| A *
< 5)\6H,33 - Bslh — 5)\6||,33c — Bselli +2XsC1m + by || B — 87 ||,
1 1 1 1 T
wong [ my? og(p) + slog(na,, + o) Y ogp ogp Jamem). (44)
NA,, T No NA,, T 7o NA,, T No

Thus

18— Bl < 47518 — Blls + 20505 118* — Blls
1
1 1 1 I 1
+4<mfog(p>+sog<n,4,,7,+no>+5\/ ogp +< ogp >M+m> (45)

nA,, +no nA,, +no nA,, +no
Set r = g/(48¢) for some ¢ > 0 and R = (4711/2\/§ + 2b;)\g1)r + 4C/s, if m < C4/s for some positive
constant C and n4, + ng > slogp. Denote O(r, R) = By (r) N Cx(R) and B = (1 — n)B* + 1B, where
n =sup{u € [0,1] : B* +u(B —ﬂ*) € B*+0O6(r,R)}. If B ¢ ©(r,R), then nn € (0,1) and B falls onto the
boundary of ©(r, R); otherwise 8 = 3.

Combining (43) and Proposition 3.2, we have

aq ., ~ * 10gp+10gn 2 * 3 3 s x| 2 *
S8 = B711% — a2 =28 — B7|[F < SACm+ SNl |AlL+ b8~ 8

. (46)
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Besides, (43) implies
- N TP
18 = &l < 30m + 3|AlL + T2(18 - 67|,
As a result,
18 = B[l < 118 — &1 + l|lo — 87|l
T
§4C'm—|—4||AH1+>Ts||/3_IB Hz

Let oo = o; — 4b*2)\; 2, then (46) becomes
g 7'

. logp—l—logno(

160m?2 + 16]|A||2 + 46227
g m= + 16| A[[7 + 4b;7\;

2
)
+30Cm + 3| Al + 20718 — B,

logp(

a1]|B = B3 < 202

al|B — B7([% — 20,8 +IAIR) + Asm + Asl1Alx

N

«

*

= 10 " «
a(lﬁ—ﬂ*lz ) 8P (112 4 AIE) + Asm + Asl|Al 1.

[0

Thus,

1B =Bl 5 =2 A1)+ A+l Al +5;

Let As = C'y/log(p)/no and g =< (log(p)/ng)*/*, then

3_ g+ < (logp 0 logp\'*  (logp\"* logp\ /2
1B =B"s s IA[lL +vm + 1AL +
no no no no

1 3/8 1 3/8 1
< m( ogp) +5< ogp> ogp
1o 1o nA,, +no

logp 3/8 logp 1/4 log p 1/4
+ \/sm(n ) <> + m<)
0

nA,, +No no

1 1/4 1 1/4 1 1/4 | 1/8
() (ate) () ()
no nA4,, +no ) nA,, +no

m m

If ng > s2log p, B falls in the interior of O(r, R), so we must have B e O(r, R). Consequently, B = B satisfies
the claimed bound,

5 o logp\ /* logp\ /" logp \'*
||ﬂ—ﬂ||zsm(no) +f(n) ( ) | (47)

0 nA,, + 1o

In addition, if m < sy/log(p)/no, the above upper bound is sharper than \/slog(p)/ng. Then by (45), we

have
1 1 T
A * ogp og p
1B =B <5 + Vsm+m.
nA,, + "o na,, +no

A.5 Proof of Proposition 3.3

The method is similar to the proof of Proposition 3.2. At first, the divergence is given by

D(B1,B2) = (Q (ﬁl)—VQéO)(ﬁz))T(ﬁl—ﬁz)-
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For a given kernel function K(-) and bandwidth g > 0, the smoothed quantile loss Qéo) can be written as
(nog) "t 212, [, pr(w) K {(u+ (") 8 — y*) /g}du. Therefore

K no
D(B1,B2) > n; Z: ﬁz))
where the event &; is defined by,

& = {leil < g/23 0 {|@")" (81 - Ba)| < 111 — Balls/ )} 1 {|(2”)" (81 - BY)] < g/4].

for all B1 — B2 € Bx(r). For a truncation level R > 0, define functions ¢r(u) and ¢¥r(u) as previous proof.
By this construction, ¢r(u) < u?- 1{|u| < R}, ¢cr(cu) = c*or(u), pr is R-Lipschitz, 1 is (2/R)-Lipschitz
and ¥p(u) < 1{lul < R},

From these two new-defined function, we have

no

D(B1.B2) = T I1818 3 1lsl < 9/ 4keutosan) (@17)78) (@) (81 — )
> allo1 - Ll < 0/4key o (@) 8/1181) by @0V (B = 8). (4)
i=1

Do(B1,B2)

where 6 = 81 — B2. Finally, with a similar proof as Proposition 3.2, if 7 = min{g/(4n: /4), g/(321)0/¢411/2)} and
nog 2 f17203 4114035 log p, then
Dy(B1,B2) > 0.1f,

with probability at least 1 — (png)~t. Therefore,

D(B1,B2) > 0.1k - £]|B1 — Bal|%.

A.6 Proof of Theorem 3.2

For step 1, the parameter w(®) is at most s + m sparse. Therefore, similarly as Theorem 1 in Tan et al.
(2022), we have

1 log
16 — 2z < BHEMIBD iy w1 < (51 m) ke A,
n) (k)

with probability at least 1 — p~!, provided that the bandwidth h satisfies

0. [(s+m)logp o2f (s+m)logp . 172 (k
max (.If ) 2 (k) < h < min{f/(2ly), (s / )\E, ))}7

where 02 = maxi>j>, 0j;, 0;; are the diagonal elements of X.

For step 2, denote §(%) = g* — w(¥) o) = ﬁ —&® and 8® = §*) — §*)_ For each k € Al

(VOO (@™ 4 §®)) = VQ (@®) + §4))To®)
<A ([18%[1 = 118%M]11) + (VO (@™ + 6%) = vQP (8%)) " (6% — 6
+[|VR© (B7) — v (B |8, + |=72 VeV (8%)

7w [loo b5

(49)
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Then by Lemma A.4 with t = 2logp and for each k € A, we let r, = \/(s +m)log(p)/n® and I}, =

(5 4+ m)y/log(p)/n¥). We have when A5 > 2|7} |00,

(VOO (@™ + §8)) - vQO (&) 4 60)))"5®)

s+m [logp logp logp ogp
< 216l - [§W11) + (2™ [t [ Vet e

OO, + b

e

Since
16511, = 118511, < 16" —8%) g, I, and (|85 ||, — |85 [}, = ~[|(6*) —8%)) .
when C,, < \s/2, we obtain
(VAP + 80~ VOP (G + 8" < (30 ) |60 —59),, |, 455060

<m2( D0+ €. ) [69, + 516
By Proposition 3.3, the RSC of (VO (@® + §®) — v (w®) 4 §#m))T$®) | we have

0.1x - flJa®|2 < m1/2<2A5 +cv) b

o5,

with probability at least 1 — (png)~!. Therefore, if we let g2 < m!/2)\;,

NOIE mlogp
612 5 1082,

By Lemma 17 in Yuan et al. (2018) and the condition m < \/ng/logp, we have

164 — 682 < mlogp o 169 -8R < m [logp
DT 1~ no

For step 3, let 60 = §(©) = 0, then the loss function in step 3 could be written as:

1 3 Zl WP — (X (B-s®)) = T BB - s®),
o + Ay, ke{0juAl i=1 ke{0}UA!,

The symmetric Bregman divergence is defined as

> (VP (B -8") - veP (BT -6")) (B - BY).

ke{0}UA!

m
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To simplify the notations, define VR, (8) = 2 oke{0juAl VQ%C)(,B —6®). Similarly as above, we have an
oracle inequality for B ,

(VRw(B) — VR (")) (B - BY)

<xs(IB7l = 1Bl) + >0 (VW (@™ +6M —5®) - v (™))" (5 - B)

ke{0}UA’,
+ ) (VP (M) = voP (™) (B -8+ > (VW (™)) (8" - B)
ke{0}uA!, ke{0}UA7,
<MlEl = 181) + X (VO + 6%~ 59) - vQW (w)) (8" - B)
kc{0}UA’,
+ Y VP (™) = v (wW)]|
ke{0}uA/,
70 o
+ > =B (w®) .
ke{o}uA’,

b*

w

For the second term above, by Lemma A.4,

VQ’“) B §®) — 50y — vQ® (w®))T (8" - B)

/logp logp logp v logp> ‘
no +nar, no—i—nA/

If we set A\g > 2||m} || and C), < A\g/2, then

N

(VR (B) — VR(8")) (B - B
3 / * A * * 3
< (Sr+C)e" = Bl + vulle - Bl
<2 (Ga0+ ) 8" = Bl + 0018 - Bl
Under the RSC of (VR,(8) — VR, (8*))"(8 — B*), we have

(VRW(B) = VR,(B"))" (B -

27

with probability as least 1 — (pn)~!, where n = ng + n4,, and ¢; is a positive constant. The proof of the
RSC in step 3 is similar to Proposition 3.3. Thus,

18" = Blly = /( Aﬂ+0') A
Through a similar proof as Lemma A.2, we obtain A\g < +/log(p)/n. If slog(p)/n < w? < 31/2/\g we have

Hﬁ* - BHE S \/Slogp + \/Smlng and
n o

with probability at least 1 — p~!

)

\/10gp mlogp
$y/ —— + sy ———
n no
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B Proof of Lemmas

B.1 Proof of Lemma A.1

Define w® for all 0 < k < K as the true parameters of each local source model, then note that VQ(’“) (w(k)) =
0 and VQ(w*) = Zlkc:o VW (w*) = 0. So we have

VQ(w*) — VQ(B*) + VQ(B Zakvcz M w®) =

VQ(w*) - VQ(B Zakv@k) (w®) = vQ(s")

k=1

Note that VQ© (w®) = Q) (8*) =0, so

K
> a(VQW(w*) —v™ (8 Zak VW (w™) - vQM(8%))
k=0

k=1

By the second-order Taylor expansions and Assumption 3.4,
K 1 K 1
Zak/ V2QW) (1 — £)B* + tw*)dt(w” — B*) = Zak/ V2QM) (1 — £)B* + tw™)dt(w® — %)
k=0 0 k=1 0

K
llw* =Bl < D awl STy [Jw® — 671

k=1

By the definition of the parameter space
O(s,m) = {B" {w®} 1 |B"llo < s, sup [lw® = B7l; <m},
keA,,
We have ||w® — B*||; <m. Let C; = supy ||[S~'2®)||;. Then Lemma A.1 is proved.

B.2 Proof of Lemma A.2

For the transferring steps,

NE

. 1 K
NP

2% <($Ek))Tw yz(k)> — 7y
k=0 i=1 h '

na,, +ng
K nk (F)yr (k)
A 1 (.’13 ) w —Y. (k) )
V2 — K|—_———72 .
) = S Y k(BRI e @)

k=0 i=1

<

Let ¢ = K{(() w — y™)/h} — 7, then VQu(w) = (na,, +10)"' Sh_o 0k, €H 2 and

S EE e ]

k=0 i=1

7hlloo =

The upper bound of ||7}||o involves two quantities that are related to

Ele(w»T(th) - >

(@wahwW>e>

m(k)] and E

mw] |
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For the first term, by a change of variable and integration by parts, we obtain

I_{2<(x(k))T(w —w®)y — e) x(,@)l _ /O; R (~u/h) oo (u)du

E
h

= h/oo KZ(v)f€|m(—vh)dv
= 2/ K()K(v)Fez(—vh)dv. (50)

By the fact that F,;(0) = 7, we have

—vh
a@cwm>=faam+1£ fope(B)dt

—vh
== 0fyal0)+ [ {falt) = faal0))e. (51)
Moreover, it can be shown that
ag = /OO vK () K (v)dv = h K){l - K(v)}dv >0 and ax < Ky, (52)
—o0 0

where k1 = [ |u|K(u)du
Substituting (51) into (50), and by (52), we obtain

K%@WFW;MM )

E (k)] _27/ K ()R (v)dv — 2h .1 (0 )/OO oK (0)K (v)dv

— 00

) —vh
vz f A {a0) — Lo (O)}K (0) K (v)dedv
<7 —2axhfez(0) + loh? /OC v? K (v)K (v)dv

S T + loligh?,

where the first inequality holds using the Lipschitz condition on f|5 in Assumption 3.1 and the last inequality
holds by Assumption 3.2. Through a similar calculation, the Lipschitz condition on f|, ensures that

((a;(k))T(w — W) - 6) w(k)l -

h
E(f( —E, { k) 2|z (k)}
—E (K(”:T";L_y) —r>2
RQ("”T“;‘?/> m] _2713[1‘((‘”“‘;‘@)

ST-‘rlnghQ ZT—%JKQ’IZ

<7(1—7)+ Ch?,

E

Hence

€T

2

x| +T7

where C' = (7 + 1)lgke. Then, by Assumption 4.3, we have

(f(k) (k)) < 7'(1 - T)O'jj + CO’jth.
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Also by Assumption 3.3 and \Ei(k)\ <max(l—7,7), for d=3,4,...,

E(leMz{|4) < max(1 - 7,7)4 2B {|{ |4 - E[(€™)? |2 M)}
<max(l —7,7)2{r(1 - 7) + Ch?}
|
< %{T(l —7)+ C’hz} max(1 — 7, T)d_2.

Thus it follows from Bernstein’s inequality and union bound that for every ¢ > 0,

2t t
Tilloo <oy /{t(1—7)+Ch?}——— + max(1 — 7,7) ———
il < \/{< )+ ) (1 = 1)

with probability at least 1 — 2pe~t.

For the debiasing step, through the similar proof we could get same results with different sample size and
smoothing bandwidth.

B.3 Proof of Lemma A.3
Note that

b, = |I=2VQn(w™)l2

K _ ()T g — (k)
21/2<Zakﬂ£ E{K((‘” ) ‘Z L4 )T
k=0

)]

2

K[/ (@trwr — )
< s Y E K<<w>wy) | (5120
uesSr—1 7, h
l
S Eoligh2.
B.4 Proof of Lemma A.4
For k =1,...,p, define that
1 & _ _
Y(r,l) = sup — Z(l —E) {Kn(z]v —¢;) — Kn(—€) par |,

vEBx (r)NBy (1) | T i—1

=:Gv,k (Yi Ti)

where v = 8 — B*. Note that ¥(r,]) < maxi<p<p{¥r(r,!) + |Egy r(yi, z;)|}. In the following, we bound
Yi(r, 1) and Egy 1 (yi, ), respectively.

Let o be any positive constant such that o2 > SUDy By, (r) "B (1) Eg37k(yi,xi). By the bounded design, we
note that sup,, |gv.ix(yi; €:)| < x| < 1. Applying Theorem 7.3 in Bousquet (2003), Bousquet’s version of
Talagrand’s inequality, we obtain that for any z > 0,

z

™ (53)

P (r, 1) < By (r,1) + \/{02 + 2Ea)y (r, l)}%z +
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holds with probability at least 1 — e~?. For the second moment Egg7k(yi, x;), by a change of variable and
Minkowski’s integral inequality we derive that

Eg?,,k(yi,wi) = Elx?k /_OO {Kn(xiv—1t)— Rh(_t)}gfeimi(t)dt]
—E[ lk/ {R’ Kh (u—xjv } Jeila: (7 vu)du}

= hE

Zk/ {K K(v— ] v/h}f6|w mvvh)d]

v)? /_O:o { /01 K(v— w:va/h)dw}zdv]
< fh'E <x§k 2T)? [/01 { /_O; K20 — wwfv/h)dv}l/zdw] 2)

< Bfh'E(zig - 2fv)? < RfhT R

< fh'E lek(m:
(

It remains to bound Euy(r,l). Note that |gu (i, i) — gor k(¥i, xi)| < (K/h)|x]v — x]v'|, for any v,v’.
Hence using Rademacher symmetrization and Talagrand’s contraction principle, we have

Zeig'uk ylamz ‘|
nhZelaz v} <4m E Zelazz

where ey, ..., e, are independent Rademacher variables. Applying Hoeffding’s moment inequality,

n n 1/2
1 2 2log(2p)
el Z; exi|| < max (2 xik> " ) (55)
where E. denotes the expectation over {e;}!" ;. By (54) and (55), we obtain

1 [2log(2p)
h n

Eyy(r,l) <2E|  sup

’UEBE(T ﬂBl l)

< 4kE sup

vEBx (r)NBy (1)

; (54)

oo

Ewk(rv l) < 4K

Taking z = ¢ + logp in (53), we have that

I [logp o t+logp t+logp
< 2,222 /2
(D) S oy ==+ e (56)

holds with probability at least 1 — e~

Next we find an union upper bound of [Egy x(y;, 2;)|. Similarly as the method to bound the second moment,
we derive that

Egy k(i i) = hE

i /_ T HRW) = Ko - 270/1)} oo, (@0 — vh)dv]

\xikl\wm/ {/ K(v— wx] v/h)dw}dv]
< ]E<|1'ik|w;rv| [/1 { /_Z K(v —wwfv/h)dv}dw]>

< RfE|lzgpxlv] < Rfr.

41



Published in Transactions on Machine Learning Research (01/2024)

Finally taking the union bound, we obtain that with probability at least 1 — e~ ¢,

w(r,l)<£ /bﬂ—i—flmr /t+1ogp+t+logp.
~h n nh n

C Empirical results on the similarity of target and source data

This section presents the empirical results of the relationship between target and source data with different
degrees of similarity to the target. For the similarity defined in ¢;-norm of the contrast of each source, we
consider p = 500 and the sample size of the target and each source is 400. For the transferable source k,
we let w®) = g* + (m/p)’R,](gk) to satisfy the transferring level [|§()]|; = ||Jw®) — B*||; < m, where B* is
the target parameter, ’R;k ) is a vector of p independent Rademacher variables, and m = 10. For any source

data K’ that is not transferable, we let w®) = g* + (Zm/p)’R,I(gk’). All the other settings are the same as the
numerical studies in section 4

Figure 6 and 7 illustrate that when the contrast is relatively small in ¢;-norm, there is significant overlap
between the target and source data. When the contrast is relatively large, the source data would have much
more frequency at the two tails, which may cause the negative transfer if those sources are used in transfer
learning.
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Figure 6: The predictors are from t-distributions with 4 degrees of freedom.

For the similarity defined in £y-norm of the contrast of each source, we consider p = 500 and the sample size

of the target and each source is 400. For the transferable source k, w*) is generated from w](-k) =p;+2-1(j €

M), where M is a random subset of [p] with |[M| = 2. For the source k' that is not transferable, w®") is
generated from w](.k ) = B; +2-1(j € M’), where M" is a random subset of [p] with [M'| = 4.

Figure 8 and 9 demonstrate that with a relatively small contrast in £y-norm, most of the target and source
data also overlap. However, it is easy to observe that the source data has a distribution with a relatively long

tail. Conversely, when the contrast becomes larger, the distribution of the source data at the tail becomes
more distinct from the distribution of the target.
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Figure 7: The predictors are from Gaussian distributions.
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Figure 8: The predictors are from t-distributions with 4 degrees of freedom.
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Figure 9: The predictors are from Gaussian distributions.
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