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ABSTRACT

Today’s large-scale designs utilize power gating to achieve
low power consumption. This strategy involves creating an
efficient power switch network that considers both the surge
current (inrush) and the time it takes for the domain to wake
up (wakeup latency). Optimized design of the power switch
network requires an approach that minimizes the inrush cur-
rent while meeting the wakeup latency specification. How-
ever, analyzing the network for inrush is computationally
very expensive with large runtimes, particularly for com-
plex networks, making an optimization framework that calls
the analysis engine under the hood prohibitively slow. To
address this challenge, this paper introduces the use of ma-
chine learning (ML) techniques to estimate inrush current.
The ML-enabled fast inference for inrush prediction is ap-
plied to optimize the power switch network to minimize the
inrush current and also meet the wakeup latency constraint.
The ML model demonstrates a mean error of 5% compared
to SPICE simulations, offering an acceleration of over 50Xx.
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1 INTRODUCTION

Modern semiconductor chips, particularly those in battery-
powered devices, prioritize energy efficiency highly. How-
ever, as technology advances and process technologies shrink,
leakage currents increasingly account for a significant por-
tion of total power usage, adversely affecting the longevity
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Figure 1: A power switch and its model.

of device batteries [1]. Power gating has emerged as a crucial
and standard practice within the industry to counteract leak-
age power dissipation. It does so by controlling the power
supply to different chip blocks/domains, thereby effectively
reducing unnecessary power consumption by deactivating
idle blocks. The introduction of the power gates, results in a
complex power network consisting of three components: the
permanent power network (VDD), the power switches (PSW),
and the gated/switched power network (VDD_SW). Fig. 1 il-
lustrates the model of this power network. The gate/switch is
modeled as a transistor, the enable signal determines whether
the gated domain is turned ON or OFF, the gated domain is
modeled as a capacitance and a leakage current source.

Activating a power-gated block from sleep to active mode
causes a significant inrush current due to the simultaneous
charging of its internal capacitors vg/hich is given by:

7]

Lrush = Cloadg (1)
where Cioyq is the capacitance of the domain being gated
(shown in Fig 1), and 9V is the change in voltage during
power ramp up and ot is the time for power ramp up. This
inrush current substantially exceeds the operational cur-
rent required for the block’s active functionality, potentially
causing permanent damage to the circuit, increasing power
consumption and voltage drops, and, in battery-operated
systems, reducing battery life due to the increased load cur-
rent. The industry’s standard practical method to manage
inrush current involves using multiple (hundreds of) power
switches linked in a hybrid daisy chain [2]. These switch cells
are progressively activated in a sequence delayed by a buffer
chain, with the inrush current managed by the buffer delay,
which sets the sequential activation timing of the switch
cells. If the buffer delay is too short, the switch cells turn on
almost simultaneously (hammer approach), possibly causing
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Figure 2: Power switch network (daisy chain topology).

a large rush current. Conversely, a fully daisy approach with
one switch per stage results in prolonged wakeup latency
due to the slow charging to full voltage. Thus a hybrid daisy
chain combines the benefits from both approaches.

Fig. 2 shows the model of a power switch network (PSN) in
a daisy chain. Designing this network for a given power do-
main is extremely challenging as it requires determining the
total number of stages, and the number of switches per stage
(as shown in the figure) to minimize the inrush current while
also satisfying the wakeup latency constraint. This challenge
is compounded by the computationally intensive nature of
inrush current estimation, requiring circuit simulation us-
ing SPICE that solves Equation (1) numerically, making any
PSN design optimization framework that incorporates inrush
analysis under the hood prohibitively slow.

Our proposed work, ML-INSIGHT - Machine Learning
for Inrush Current Prediction and Power Switch Network
Improvement, seeks to address the scalability issue. ML-
INSIGHT develops a machine learning (ML) model (multi-
layer perceptron) to rapidly predict peak inrush current us-
ing the PSN pattern, capacitance (Cioaq), and leakage current
(Deax) as features. The model once trained can be transferred
across different designs, patterns, and different numbers of
switches. ML-INSIGHT then uses the model in an explo-
ration framework to identify the PSN topology that results
in the least inrush current while meeting the wakeup latency
constraints. This tool can determine the best PSN layout be-
fore floorplanning, which can then be implemented with any
commercial EDA tool. Our key contributions are as follows:

(1) To the best of our knowledge, this is the first work to
apply ML to address challenges in PSN optimization.

(2) We develop an ML model to predict peak inrush current
and leverage the model for PSN design space exploration.

(3) ML-INSIGHT can predict peak inrush with an average
accuracy of 95% and a speedup of over 50X compared
to SPICE. The model is transferable across designs (Cioad
and Ije,x) and a different number of power switches.

(4) ML-INSIGHT enables rapid exploration of the PSN pat-
terns with over 50X speedup compared to SPICE-based
exploration and an accuracy of over 98%.

ML-INSIGHT is open-source and available at [3].

2 PRELIMINARIES

Prior Work in PSN optimization and inrush current esti-
mation has been in the late 2000’s and early 2010’s. The
past research can be categorized into three classes. The first
class aims at finding the optimal placement of power switch
in the design in such a way to reduce the total number of
switches while meeting the voltage drop, inrush, and wakeup
constraints [4, 5]. The second class aims at minimizing the
wakeup latency while ensuring the inrush current constraint
is met [6—11]. The third class, aims at reducing inrush current
for a given latency specification [12-15].

In [12], the inrush current is reduced by applying a charge
recycling circuit, which requires change in power switch
design. In [13], the authors partition the design into multi-
ple blocks and activate each block in a particular order to
minimize inrush current, but partitioning based on PSN re-
quirement is practically hard to implement. The work in [14]
utilizes a voltage sensor to detect the switched voltage and
determine the activation times of the switches. In [15], a
genetic algorithm-driven method is employed to find an op-
timal sequence to turn on different gated domains in a chip,
aiming to decrease the global inrush current.

Although ML-INSIGHT falls into the third class of re-
search, we approach the problem differently. While the pre-
viously mentioned works change the power switch design
or require additional design components such as voltage sen-
sors, ML-INSIGHT addresses minimizing the inrush current
by optimizing the pattern of power switches in the network
before the floorplanning stage of physical design. Further,
compared to [10] which uses a simple model based on Equa-
tion (1) to estimate inrush that can be very inaccurate. ML-
INSIGHT leverages an ML model trained from golden SPICE
simulations for a faster and more accurate solution.!
Problem Formulation In industrial power-gated designs,
the power supply network design is done in two modes: the
operational mode and the wakeup mode. During operational
mode design, with all power switches activated, the perma-
nent (VDD) and gated power networks (VDD_SW) are linked
to create a unified power supply system. The goal here is to
reduce the area and operational IR drop impact by the in-
serted power switches while also ensuring the design meets
the operational voltage drop constraints. Therefore, the op-
erational mode design determines the number of switches
in the PSN. In the wakeup mode design, the switches in
the PSN are arranged in a daisy chain style with an opti-
mal power-on sequence pattern that minimizes the inrush
current during wakeup period while the meeting wakeup

!It’s important to note here that there is no direct prior work that solves the
inrush analysis and minimization problem as a PSN pattern selection prob-
lem defined in Section 2 making apples-to-apples comparisons challenging.
Therefore, we perform comparisons against golden SPICE simulations.



latency constraint. This paper explores the challenges for
designing power switch networks for wakeup mode.

Therefore, in the wakeup mode design of the PSN, the
number of switches, Nr, to be used for a specific domain are
known and are pre-determined based on the operational volt-
age drop requirements and operational mode design. While
fewer switches could lower inrush current and contribute
a smaller area footprint, it could lead to increased voltage
drops during operation. Therefore, the goal of PSN optimiza-
tion in the wakeup mode is to synthesize a network that uses
exactly Nt switches, meets the wakeup latency constraints
T;, and results in the least possible inrush current I, for
a given power domain characterized by [,k and Cload, and
the unit buffer delay of the technology library Tyufer. The
problem is defined as follows:

Minimize: Lysh
Subject to: Tyakeup < Tc

@

where Tyaeup is the wakeup latency of the network and
its determined by the number of stages in the daisy chain
(shown in Fig. 2) and Tpuger. One way to solve this problem is
to fix the number of stages in the PSN such that the wakeup
latency constraint is met then, then work with minimizing
the inrush current for the fixed number of stages. Therefore,
we identify the maximum number of stages we can have
in the daisy chain Ns such that Tyakeup is less than T... The

maximum number of stages is given by Ns = [Tbﬁfﬂ -‘ (10, 16]?
Considering the objective is to identify a network structure
that minimizes Ish, employing the longest possible daisy
chain would achieve the least Iy, [17, 18].

Therefore, the problem is now converted into distribut-
ing Nt switches across Ng stages to design a network with
the least Iysh. Although it may seem that the optimization
problem is now of limited scope, it is still a practical and
extremely challenging problem to solve as the solution space
is of size (ig:}) and for Ns = 6, and Nr = 100, the peak
inrush current can vary by 30% for a given power domain
with Cigaq = 1pF and ieax = 10pA as shown in Fig. 3.

3 ML-INSIGHT FRAMEWORK

Addressing the optimization problem formulated in Section 2,
requires an exploration framework that can search through
the (%f:}) different configurations of PSNs to identify the
pattern that results in the least inrush. The exploration frame-
work must perform inrush current analysis where the input
to the analysis tool is the distribution of the Nt switches
across the Ng stages (patterns), and the Cipad, fleax Of the
power domain. ML-INSIGHT trains an ML model to predict

2We have not included wire delays in this equation since we are working
before the flooplanning stage. However, this could be modified to include
some pessimism that accounts for wire delay based on wire load models.
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Figure 3: SPICE simulation-based I,,,5; for different pat-
terns PSN for a Cigaq = 1pF and fie, = 10pA.
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Figure 4: MLP architecture with 14 hidden layers.
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the inrush current for a given number of stages Ns. The
trained model once trained is transferable across different
domains (different Cly,q and Ijeax values), and various number
of switches (different values of N7), but is specific to Ng.

3.1 Inrush prediction: Feature engineering

ML-INSIGHT aims to predict inrush current by training an
ML model. For accurate prediction, it is critical to account
for important features that impact inrush.

Feature extraction Given a PSN pattern as in Fig. 2, ML-
INSIGHT uses the following features to train the ML model.
(1) Number of switches in each stage: An array of size Ng that
lists the number of switches per stage.

(2) Slews of the enable signal at each stage: An array of size N
that lists the input transition times at each stage. The slew
of the enable signal at each stage is estimated based on the
strength of the buffer driving the next stage and the number
of switches in the next stage. We extract this information
from pre-characterized timing libraries.

(3) Leakage (Iieqk) : We estimate the leakage power of the
domain by running power analysis on the netlist.

(4) Load capacitance (Cjoqq4) : The capacitance of the domain is
the sum of the capacitance of the power grid and the capaci-
tance of the instances in the domain connected to the power-
gated domain. The power grid capacitance is extracted by
multiplying the per-unit capacitance of the metal layers used
in the power grid and the length of the power grid wires.
Feature importance To demonstrate that each selected fea-
ture is indispensable to the model, we perform a sensitivity
analysis by measuring the mean absolute error (MAE), and
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root mean square error (RMSE) for different models, each
trained by removing one specific feature at a time. The x-
axis of Fig. 6 lists the feature that has been removed, and
the y-axis highlights the %error (right) and MAE (left) of
the testset. The figure shows an error bar that also shows
the maximum %error. We find that the model has the best
accuracy when all the features are selected.

3.2 Inrush prediction: Model architecture

For inrush prediction, we leverage a multi-layer perception
(MLP) as depicted in Fig. 4. The input layer is of size 2 X Ng+2
corresponding to the slews and number of switches at each
stage, and the leakage and capacitance of the gated-domain.
The input layer is followed by 14 hidden layers each with 128
nodes except the first and the last hidden layer. The output
layer has only one node, representing the maximum inrush
current for the PSN topology and the given gated domain. We
selected the number of hidden layers by performing hyper-
parameter tuning using the synthetic training data. Fig. 5
shows a plot of MAE vs. the number of hidden layers and we
observed that the MAE was the least with 14 hidden layers.

3.3 Inrush prediction: Model training

Ground-truth data generation Our ground-truth data is
generated using SPICE simulations of the PSN in Fig. 2 imple-
mented in a FinFET 7nm technology node [19]. We conducted
simulations over a spectrum of N7 values 100, 150, and 200—
with each comprising three stages, yielding 4, 851, 11, 026,
and 19,701 distinct patterns, respectively. In addition, we

explored a range of Cipaq from 1pF to 24pF and [ieax at 1pA,
10pA, and 20pA, culminating in 0.46M, 1.06M, and 1.91M
datapoints for each respective Ny grouping. Consequently,
our model is informed by an aggregate of 3.4M datapoints.
We designate 70% of this dataset for training purposes and
the remaining 30% for testing.

Any datapoint configurations utilized in the assessment
of our actual circuits (referenced in Tablel) are meticulously
excluded from the training dataset. We derive the labels
for maximum inrush current directly from SPICE for every
datapoint, which are then employed to instruct our MLP as
depicted in Fig. 4. Although the process of generating ground-
truth data is notably slow, taking on average one minute per
five thousand (on a 16-core CPU Intel (R) Xeon Gold 6246R
CPU @ 3.4GHz) datapoints, it is a one-time cost for each
technology. This one-time cost enables the trained model
to be applied (transferred) to diverse PSN configurations
and designs, ensuring the rapid and accurate inrush predic-
tion. Furthermore, this one-time cost is amortized across
the number of times the trained model can be used in infer-
ence across multiple designs, multiple power domains, and
multiple times in the design cycle.

MLP training The model is trained with RMSE loss function,
an ADAM optimizer, a batch size of 64, and 10 epochs. The
training is done using Keras ML library in Python [20] and
took 18 minutes for training on NVIDIA RTX 5500 GPU.
3.4 Pattern exploration framework

The goal of the pattern exploration framework in ML-SIGHT
is to solve the optimization problem defined in Equation (2).
Our exploration framework, shown in Fig. 7, consists of a
pattern generator that creates the (%g:}) number of patterns,
and an inrush analysis engine. The range of estimated inrush
current can significantly depend on Ng and N7 (as shown
in Fig. 3). The generated patterns are individually simulated
for their peak inrush current. The inrush analysis engine in
"ground-truth" flow simulates the daisy chain PSN shown in
Fig. 2 using SPICE while the ML-INSIGHT flow leverages the
trained MLP to perform fast accurate inrush analysis. The
flow then selects the pattern that results in the least inrush.

4 ML-INSIGHT EVALUATION

We evaluate the proposed inrush prediction and pattern ex-
ploration framework versus SPICE for accuracy and speed.

4.1 Experimental setup and testcases

To evaluate ML-INSIGHT, we synthesize 10 designs from
open-cores [21], listed in Table 1 and OpenROAD GitHub
repository [22] in ASAP7 technology which vary in their
number of instances (2,000 to over 200,000). Next, we perform
floorplanning and placement using OpenROAD [23]. We
extract the leakage power, and the domain capacitance of
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Table 1: Circuit testcases in ASAP7 technology node.
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Design Nr | # instances (PF) | (uA)
Ariane 180 93,459 | 28.653 | 25000
AES256 175 233,579 22| 2371
Mempool 160 130,460 | 19.49 | 3700
Ibex 145 54,785 | 2.783 3.04
JPEG 140 53,317 6.13 6.57
AES128 140 15,807 | 2.048 1.89
Ethmac 140 162,614 | 9.148 | 11.74
Raven_SHA | 135 29,336 3.69 3.71
Mock—array 120 58,666 | 10.198 0.47
Amber 110 2,747 1 0.68
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Figure 9: ML-INSIGHT accuracy: Predicted vs. SPICE
peak inrush on our synthetic testset with Ny = 140.

Table 2: ML-INSIGHT accuracy vs. SPICE for inrush
prediction on 100 different patterns.

each of these designs and treat them as individual gated
domains. We determine the total number of switches Ny per
gated domain (or design) based on voltage drop requirements
(5% of VDD). For our testcases, we assume Ns = 3 to meet
the wakeup latency constraints for these designs in a 7nm
technology. We have developed ML-INSIGHT in Python3.9.
Our experiments are performed on a 16-core Intel (R) Xeon
Gold 6246R CPU @ 3.4GHz with an NVIDIA RTX A5500
GPU and all reported runtimes are on this machine.

4.2 MLP Evaluation

ML-INSIGHT accuracy vs. SPICE Fig. 8 shows a scatter
plot demonstrating the accuracy of our MLP in predicting
the max inrush current of our testset (unseen during train-
ing). This figure shows the accuracy of the 30% of the 3.4M
datapoints we generated ( Section 3.3). ML-INSIGHT is trans-
ferable across a diverse range of Ny. We trained the model
on Nt values of 100, 150, and 200 and performed predictions
on 130, 160, and 190. The small errors show that the model
is transferable across different Nt values.

Fig. 9 shows the accuracy of the model inference on the
testcases shown in Table 1. Although, there are 10 testcases
listed in Table 1, the figure has several more datapoints and
only 8 unique testcases as we predict the inrush current for
different possible PSN patterns for each testcase. To ensure
that the range of the x and y axes is not too large across

Design | Ny | MAE | RMSE e“::‘;‘r Max | Mean
(mA) | (mA) (mA) % error | % error

Ariane 180 | 0353 | 0375 | 0532 | 9243 | 6.142
AES256 175 | 0378 | 0388 | 0544 | 9828 | 6814
Mempool | 160 | 0.115 | 0.138 | 0.288 | 5703 |  2.273
Tbex 145 | 0028 | 0036 | 0.104| 2994 | 0819
JPEG 140 | 0.116 | 0.120 | 0.181| 4368 | 2815
AES128 140 | 0.034 | 0046 | 0218 | 7.006| 1.122
Ethmac 140 | 0.162 | 0.164 | 0.199 | 4615| 3.775
Raven SHA | 135 | 0.065 | 0.088 | 0.211 | 5677 | 1784
Mock-array | 120 | 0.140 | 0.169 | 0314 | 8383 | 3.745
Amber 110 | 0.047 | 0.068 | 0.300 | 16.485| 2.673

the diverse testcases, we use a fixed number of switches and
show datapoints only a subset (8 of 10) of the testcases. The
scatter points lie along the 45-degree line indicating accurate
prediction on the real circuit testcases.

Table 2 lists the MAE, mean, and max percentage errors
for all testcases described in Table 1. The percentage error
is the absolute difference between the predicted and SPICE
inrush current divided by the SPICE inrush current. The
trained model is applied to all testcases for a fast inrush
prediction. The worstcase max error of ML-INSIGHT method
is 16.5% and the worstcase mean error is less than 4% showing
transferability of the model across different designs and Nr
values. The table lists the mean and max error for 100 random
PSN patterns showing transferability across patterns.



Table 3: Pattern exploration results from ML-INSIGHT
and SPICE with the least I,

ML-INSIGHT best SPICE best Comparison in least
Design pattern found pattern found Trush
Pred. | SPICE | Run- || SPICE | Run- || Error Speed-
. . %Error .
Lush | Irush | time || Lysn | time || Lysh I up with
(mA) | (mA) (s) (mA) (s) (mA) rush | parallelism
Ariane 5.721 5.753 0.63 5.744 | 4,713 0.009 0.16 74.28%
AES256 5.721 5.567 0.47 5.533 | 4,707 0.034 0.61 99.21x
Mempool || 4.728 5.065 0.45 5.056 | 3,816 0.009 0.18 85.26%
Ibex 3.341 3.453 0.38 3.435 | 2,859 0.018 0.52 74.33%
JPEG 4.165 4.17 0.33 4.088 | 2,846 0.082 2.00 86.14x
AES128 2.86 2918 0.34 2.898 | 2,672 0.02 0.69 78.77x
Ethmac 4.315 4.315 0.31 4.267 | 2,654 || 0.048 1.12 85.69%
Rav.SHA 3.596 3.639 0.31 3.608 | 2,634 || 0.031 0.86 85.68%
MockArr. 3.655 3.759 0.26 3.731 1,932 0.028 0.75 74.22%
Amber 1.590 1.658 0.34 1.639 | 1,709 0.019 1.16 50.81x

4.3 Exploration framework evaluation

Accuracy vs. a SPICE-based exploration Table 3 lists
the SPICE and ML-INSIGHT inrush currents for the ML-
INSIGHT-generated pattern which gives minimum inrush
current. Similarly, the pattern corresponding to the least in-
rush current is found from the SPICE and its SPICE-generated
I,sh values are listed. The last two columns in the table com-
pare SPICE and ML-INSIGHT. The columns list the absolute
and percentage error in the least inrush current reported by
ML-INSIGHT. It shows that the difference in the minimum
inrush between ML-INSIGHT and SPICE is very small (less
than 0.082mA, i.e., less than 2%). Considering that the peak
inrush current can fluctuate by up to 30% for a power domain
by varying the PSN pattern (Fig. 3), an error of 2% is insignifi-
cant. This shows that the trained model is transferable across
different designs and can result in patterns that have inrush
currents close to the SPICE least inrush.

4.4 Runtime comparison

Table 3 shows the speedup ML-INSIGHT provides, consider-
ing parallel SPICE simulations. Given our access to 100 SPICE
licenses and the capability to execute these simulations con-
currently, our minimum speedup exceeds 50%. The runtimes
listed in seconds are assuming we run SPICE sequentially
for all the (%Z:i) patterns. However, the speedup column
accounts for the parallel SPICE simulations. This shows the
scalability of ML-INSIGHT, which is crucial for large Ny and
Ngs values. The speedup comes at a very small error in the
least inrush current (less than 2%) and is license-free.®

5 CONCLUSION

This paper presents ML-INSIGHT, an ML-based inrush cur-
rent predictor. It is transferable across different designs but
is specific to a given wakeup latency and technology node.
ML-INSIGHT enables fast PSN pattern exploration to mini-
mize inrush, meeting latency constraints with <2% error and
over 50x faster than SPICE. ML-INSIGHT is available at [3].

3Runtime for feature extraction is common to both SPICE and ML-INSIGHT.
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