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Abstract

Multiple-choice questions (MCQs) are ubiqui-
tous in almost all levels of education since they
are easy to administer, grade, and are a reliable
format in assessments and practices. One of the
most important aspects of MCQs is the distrac-
tors, i.e., incorrect options that are designed to
target common errors or misconceptions among
real students. To date, the task of crafting high-
quality distractors largely remains a labor and
time-intensive process for teachers and learning
content designers, which has limited scalability.
In this work, we study the task of automated
distractor generation in the domain of math
MCQs and explore a wide variety of large lan-
guage model (LLM)-based approaches, from
in-context learning to fine-tuning. We conduct
extensive experiments using a real-world math
MCAQ dataset and find that although LLMs can
generate some mathematically valid distractors,
they are less adept at anticipating common er-
rors or misconceptions among real students.

1 Introduction

Multiple-choice questions (MCQs) are widely used
to evaluate student knowledge because they en-
able quick and accurate administration and grading.
MCQs are reliable because they are designed to
measure specific learning objectives consistently
(Nitko, 1996; Airasian, 2001; Kubiszyn and Borich,
2016). MCQs are constructed in a specific format.
See Figure 1 for an example. The stem refers to
the statement on the problem setup and context,
followed by a question that needs to be answered.
Among the options, the correct one can be referred
to as the key, while incorrect ones can be referred
to as distractors. As the name implies, distractors
in MCQs are typically formulated to align with the
common errors students would make or misconcep-
tions students would exhibit. These distractors are
chosen because students either i) lack the necessary

“These authors contributed equally to this work.

knowledge of the skills tested in the MCQ to accu-
rately identify the key as the correct answer, or ii)
hold misconceptions that result in selecting a spe-
cific distractor as the correct answer. While MCQs
offer many advantages for student knowledge eval-
uation, manually crafting high-quality MCQs is a
demanding and labor-intensive process (Kelly et al.,
2013). Specifically, high-quality distractors should
be plausible enough to mislead students and not so
evidently incorrect to be identified easily.

Prior work on automatic distractor generation
primarily focuses on language learning and reading
comprehension tasks, where distractors are used
to assess students’ comprehension of a given text
or article. Early works use a ranking approach
based on semantic similarity and word colloca-
tion information or a pre-defined ontology to pro-
duce distractors (Susanti et al., 2018; Stasaski and
Hearst, 2017; Alsubait et al., 2014). More recent
works use encoder-decoder models with attention
mechanisms for distractor generation, resulting in
longer and higher-quality distractors (Qiu et al.,
2020; Shuai et al., 2023; Xie et al., 2021; Gao
et al., 2019). Additionally, several recent works use
pre-trained large language models (LLMs) such as
BERT and T5 for distractor generation in the con-
text of Swedish reading and Cloze test (Kalpakchi
and Boye, 2021; Chiang et al., 2022; Rodriguez-
Torrealba et al., 2022). Other works prompt LLMs
such as ChatGPT and GPT-4 to generate distrac-
tors, either by providing detailed instructions or
in-context examples in their prompts, for computer
science course quiz questions and questions testing
language mastery or factual knowledge (Tran et al.,
2023; Bitew et al., 2023).

However, there is limited work on automatic
distractor generation for math MCQs. This prob-
lem is more challenging than generating distractors
for reading comprehension tasks because plausi-
ble distractors are not necessarily contained or can
be inferred from the passage. A model for math



Stem

Write 35 as a fraction of 80. Answer in the simplest form.

Key Explanation
7
A) — LCM of 35 and 80 being S, dividing both numerator and denominator
16 by 5 results in 35/80 = 7/16.
Distractor Feedback
35
B) — (It appears that you have not simplified the fraction. )
80
7
(0)) % (You simplified the numerator while keeping the same denominator. )
D) E (You appear to have confused the denominator and numerator. )
35

Figure 1: Different parts of math MCQs and the terminology we use, illustrated with an example.

MCAQ distractor generation should have some math
problem-solving capability and more importantly,
an understanding of the common errors or miscon-
ceptions among real students. Existing works ei-
ther use constraint logic programming (Tomds and
Leal, 2013) or manually constructed rules (Prakash
et al., 2023) to generate distractors. However, these
works only applies to math MCQs generated by
templates. The work in (Dave et al., 2021) explores
generating distractors using a neural network. How-
ever, their approach is training a math problem
solver model and treating the incorrect outputs as
distractors, which cannot capture common errors
or misconceptions among real students.

1.1 Contributions

In this work, we investigate the task of automat-
ically generating plausible distractors for math
MCQs using LLMs. Our contributions include:

* We explore a variety of approaches to this task,
including in-context learning, fine-tuning, and
chain-of-thought prompting, together with
rule- and sampling-based baselines.

* We conduct extensive quantitative and quali-
tative experiments on a real-world dataset of
math MCQs. We find that the most effective
approach is in-context learning, where we se-
lect a few example MCQs as input to the LLM,
which can serve as a baseline for future work.

¢ We conduct a human evaluation and find that
although the LLM-generated distractors are
close to the human-authored ones in terms of
*Our code is publicly available at https://github.

com/umass-mlded/prompt_distractor_
generation_NAACL

mathematical validity, they do not necessar-
ily reflect common errors or misconceptions
among real students.

2 Task and Approaches

In this section, we first formally define relevant
mathematical notation in MCQs and the automated
distractor generation task. We then detail the LLM-
based approaches and baselines that we explore.

2.1 Task Definition

We define an MCQ @ as a set of textual compo-
nents, i.e., Q = {s, k,ex, D, F}." Each MCQ con-
tains a stem s, a key k, an (optional) explanation
of the key ey, and a set of distractors D; each of
which has an (optional) corresponding feedback
message f; which is shown to a student upon select-
ing a distractor d; € D. All of these components
are sequences of words and math symbols (e.g.,
s = {w1,...,wr} where L is the length of the
sequence s). Similar to (Qiu et al., 2020), we for-
mulate the task of distractor generation as learning
a function ¢%i* that outputs a set of distractors D for
an MCQ given the question stem and (optionally)
key and its explanation, i.e.,

g% (s, k,er) — D. (1)

Our goal is to generate distractors that students
with insufficient knowledge on skills required for
the MCQ or specific misconceptions will select.
This way, the MCQ can better distinguish between
students that master all the required skills and those
who do not. Below, we detail various LLM-based

“In this paper, we do not consider MCQs that contain

diagrams or images; extending our work to multi-modal MCQ
content is left for future work.
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Question: What’s the multiplier for finding the value after a 8% decrease for 4 years?
Explanation: Since there’s an 8% decrease, we use 92% by raising it to the power of 4.

w2, O
! . ? % encode
1 ; Answer: x 0.92*
O‘\ ,: \
retrieve 8% decrease from 100%.
Distractorl: x 0.08*
( k In-Context Examples
prompt Distractor2: 0.92 X 4
LLM —>| multiplier for a decrease.
Distractor3: x 1.08*
4

-
Distractor] Feedback: You used 8% as the multiplier, but we require the multiplier for an

Distractor2 Feedback: We don't multiply by 4; instead, we raise the number of years to the
power of 4 since the change must be applied four times.

Distractor3 Feedback: You found the multiplier for an 8% increase, but we require the

Figure 2: Overview of the kNN approach illustrated with a math MCQ on “compound percentage decrease”.

distractor generation approaches and several base-
lines that we explore.

We note that in this work, we study the problem
of generating a set of distractors D given a single
question stem . This setting is different from a pos-
sible alternative setting where we generate distrac-
tors one-by-one, each corresponding to a common
error or misconception among real students. The
latter is applicable to the related problem of feed-
back generation (Prihar et al., 2023), which inves-
tigates the task of generating a feedback message
fi for a distractor d;. Providing feedback messages
to students who select distractors can help them
identify their errors or misconceptions and guide
them towards the correct answer, which may expe-
dite their learning process. In this work, we only
treat the feedback message as an additional rea-
soning pathway to help LLMs generate plausible
distractors and do not study the quality of feedback
messages, which we leave for future work.

2.2 Approaches

The first approach is in-context learning or few-
shot prompting, i.e., the LLM is expected to gen-
erate desired outputs for a new task by learning
from the given examples (Brown et al., 2020). To
select examples, we select the k-nearest neighbor
(KNN) MCQs from a real-world math MCQ dataset,
which we detail in Section 3.1, to the target MCQ.
After conducting tests with various values of &, we
find that this approach achieves the best distractor
generation performance when k£ = 3. To deter-
mine similarity, we calculate the cosine similarity
between vectorized textual encodings of MCQs.
Specifically, we use the pre-trained SBERT en-
coder MPNet (Reimers and Gurevych, 2019) to
calculate the textual encoding of the question stem
and (optionally) key and its explanation. Figure 2

provides a visual representation of this approach.
The intuition for this approach is that MCQs with
similar question stems may have distractors that
correspond to similar student errors or misconcep-
tions that are feasible to the target MCQ, which
may help the LLM to generate plausible distrac-
tors. Even though textual similarity may not be an
appropriate representation for mathematical errors,
these in-context examples should at least inform the
LLM on distractor formatting (Chen et al., 2023;
Lyu et al., 2023). We use ChatGPT in this ap-
proach for its proficiency in understanding tasks
and delivering strong performance when provided
with in-context examples.

The second approach is chain-of-thought
prompting (CoT) (Wei et al., 2022). We provide
the LLM with the question stem and (optionally)
key and its explanation and detailed guidelines on
distractor generation as input and ask it to first gen-
erate potential erroneous steps a student may take,
followed by an incorrect answer as the distractor.
This approach operates in a zero-shot manner and
requires no access to any real MCQ data. Therefore,
the performance depends solely on the LLM’s abil-
ity in mathematical reasoning and anticipating com-
mon errors or misconceptions among real students.
Given the demanding nature of this approach, we
use a strong base LLM GPT-4 (OpenAl, 2023).

The third approach is LLM fine-tuning (FT) to
help pre-trained LLMs to adapt to the distractor
generation task. We use the real-world math MCQ
dataset to fine-tune the LLM in the format of Eq. 1,
i.e., outputting all distractors given the question
stem and (optionally) key and its explanation as in-
put. We use ChatGPT (gpt-3.5-turbo-1106) (Ope-
nAl, 2022), the largest base LLM that can be fine-
tuned, in this approach.



The fourth approach is a rule-based (RB) base-
line, which can be used to generate different ver-
sions of the same MCQ with different numerical
values. We emphasize that in many real-world ed-
ucational platforms, content creators do not use
rules to design distractors. In practice, not a lot
of MCQs are created from templates and only dif-
fer by numerical values or named entities in their
question stems. Therefore, we approximately fol-
low the baseline approach in (Dave et al., 2021)
and manually construct 444 distinct error explana-
tions, such as “confuses factor and multiples” for
question-distractor pairs that correspond to com-
mon errors or misconceptions among real students.
This process is extremely time-consuming and re-
quires significant manual effort. We then provide
the LLM with the question stem and (optionally)
key and its explanation and a pool of error explana-
tions that are feasible under the MCQ’s topic (i.e.,
fractions, rounding, etc.), and ask LLM to select 3
relevant ones and generate the corresponding dis-
tractors. We use GPT—4 in this approach for the
same reason as CoT.

The fifth approach is an improved version of
the sampling-based (SB) baseline in (Dave et al.,
2021). This approach fine-tunes a base LLM on
MCQ answering, i.e., outputting the key given the
question stem as input. Then, we randomly sam-
ple up to 20 output answers from the trained LLM
given a question stem as input and choose 3 distinct
incorrect ones as distractors. This approach implic-
itly assumes that LL.Ms make similar errors as real
students. We use ChatGPT in this approach for
the same reason as FT.

3 Experiments

In this section, we detail the specifics of our dataset,
the evaluation metrics, the experimental setup, and
report results from a series of quantitative, qualita-
tive experiments, and human evaluation.

3.1 Dataset

Our dataset consists of 1.4K MCQs from Eedi’s
content repository”, and all MCQs are written in
English. Each question has 1 key and 3 distractors
designed according to common errors or miscon-
ceptions among real students. The questions are
sourced from the broad mathematical topic titled
“Number” with subtopics including “Basic Arith-
metic”, “Fractions”, and “Rounding and Estimat-

"https://eedi.com/home

ing”. The questions are primarily targeted towards
students aged between 10 to 13. Each MCQ also
has some additional metadata, e.g., the “topic” on 3
different granularity levels and the option selection
distribution, i.e., the proportion of students who
selected each option. The option selection distri-
bution is computed on an average of 4000 student
responses, with more than 900 student responses
available in over 75% of the MCQs. We divide
the dataset into two subsets, namely a training set
and a test set, using an 80 : 20 ratio. We use the
training set to select MCQs as in-context examples
or fine-tune LLMs and the test set for evaluation.

3.2 Evaluation Metrics

Our main evaluation metric is a set of alignment-
based metrics, which quantifies the extent to
which the LLM-generated distractors align with
the human-authored ones. We denote the LLM-
generated distractors as D where |D| = N. We
utilize 3 measures for this evaluation, two binary
and one continuous. The binary metrics are Ex-
act match he, i.e., whether all LLM-generated dis-
tractors match human-authored ones”, and Partial
match h,,, i.e., whether at least one LLM-generated
distractor matches human-authored ones. These
measures are formally defined as

~ 1 VCL b : Cil = dz
he(D, D) = { i
0 otherwise.
and
~ 1 EICL ﬁ : sz = dz
hy(D, D) = { € -
0 otherwise

We also use a continuous measure in the range
[0, 1] that we call Proportional match h,,, i.e., the
portion of LLM-generated distractors that match
human-authored ones, defined as

Zizl 1i:d¢=di

N
where 1 denotes an indicator function. We report
all metrics by averaging across all MCQs in the test
set and scale the values of metrics by a factor of
100 into percentages.

Additionally, we experiment with a non-
standard, distribution-based metric, which tries to
predict how often a distractor is selected by real stu-
dents. This metric is motivated by the observation

hn(D, D) =

*We use the exact string match criterion to align LLM-
generated distractors with human-authored ones.
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(See Section 3.5 for a detailed qualitative analysis)
that human-authored distractors are sometimes not
plausible or complete: for some MCQs, there may
only be one highly common error or misconcep-
tion among real students, so teachers often have
to come up with a few placeholders that will be
selected by almost no one, while for other MCQs,
there may be numerous plausible distractors that
cannot all be included. Therefore, our goal is to
use the percentages of students who selected each
option to train a model that predicts how feasible a
distractor is. Since we cannot reach high predictive
accuracy on the real dataset we have, we relegate
the details on this metric and experimental results
to the Supplementary Material Section A.

Furthermore, we experiment with a metric that
evaluates the quality of LLM-generated distrac-
tors indirectly: we ask GPT—4 to answer MCQs in
the test set under two scenarios: one using LL.M-
generated distractors and the other using human-
authored ones. We then calculate and compare the
solve rates. We found that LLM-generated distrac-
tors using kNN, the best-performing method under
alignment-based metrics, are more difficult (71%
solve rate) than the human-authored ones (72.5%).
This result implies that the LLM-generated distrac-
tors are not placeholders, which would make it very
easy for GPT-4 to select the key. However, solve
rate cannot be used to evaluate the real quality of
distractors and whether they reflect common errors
or misconceptions among real students.

3.3 Experimental Setup

For all approaches except SB, we use a uniform for-
mat to represent the target MCQ. This format com-
prises a concatenation of 3 elements: the question
stem, key, and its explanation. We use this struc-
ture since it encapsulates the most comprehensive
information about the target MCQ. Furthermore,
based on CoT, we instruct the LLM to first generate
feedback message and then the distractor, which
intends to simulate a reasoning pathway, providing
a scaffold that guides the subsequent generation
of plausible distractors. We use greedy decoding
and a maximum output length of 350 tokens for
distractor generation. Additional hyperparameters
and model details are in Supplementary Material
Section B. We also provide our prompts for CoT,
RB, and kNN in Tables 9, 10, and 11 respectively.

Approach Exact Partial Proportional
kNN 1095 73.85 38.52
CoT 424  65.02 30.39

RB 495 57.95 27.21
FT 2.83 57.95 25.32
SB 0.00 10.25 3.65

Table 1: Results on distractor generation on alignment-
based metrics, where in-context learning with kNN ex-
ample selection outperforms other approaches.

3.4 Results and Discussion

Table 1 shows the results on distractor generation
for the 5 approaches we explore. Overall, KNN out-
performs the other approaches. This result is not
surprising since examples that are textually sim-
ilar to the target MCQ often contain distractors
that correspond to plausible errors or misconcep-
tions among real students for both MCQs. There-
fore, the LLM can generate distractors that match
the human-authored ones by simply replicating the
style of the in-context examples. This approach is
especially effective for MCQs that have highly sim-
ilar structures and differ in only numerical values.

The advantage of CoT over FT reflects the strong
mathematical reasoning capability of GPT-4,
which results in a performance gap that not even
fine-tuning Chat GPT on human-authored distrac-
tors can make up. Instead of acting as an oracle,
RB underperforms this expectation and does not
even outperform CoT, despite requiring significant
human expertise and effort. This result is likely
due to the fact that despite extensive effort in label-
ing error explanations, we cannot come up with a
comprehensive list of them; as a result, many target
MCQs are not matched with error explanations for
GPT-4 to select from. Overall, we observe that
GPT-4 can often generate mathematically valid
distractors but is unaware of what errors or miscon-
ceptions are common among real students. There-
fore, CoT and RB do not perform as well as KNN.
Among all the approaches we explore, SB has by
far the worst performance. This result is not sur-
prising since when we train LLMs to answer math
MCQs correctly, the generated incorrect answers
are either only marginally different than the key or
completely unrelated to the question stem. There-
fore, the distractors generated by this approach lack
coherent reasoning and fail to capture common er-
rors or misconceptions among real students.



Approach Exact Partial Proportional
KkNNal 1095 73.85 38.52
KNNKey 11.66  69.96 37.57
KNNProne 954 67.84 35.81
Random 2.12 54.77 23.56
PromptY 848  66.43 34.04
Prompt™™ 389  44.52 21.20
kNN, 3.18 5830 26.38
FTeps-5 2.83 57.95 25.32
Fmistral 1.77  52.30 22.50
RBselect 495 57.95 27.21
RBrandom 1.06  53.00 23.20

Table 2: Results on ablation study on alignment-based
metrics with different settings of kNN, FT, and RB.

3.4.1 Ablation Study

In this ablation study, we investigate the impact
of different configurations of kNN on its perfor-
mance and summarize these results in the first part
of Table 2. We explore how different ways of using
different parts of the MCQ in the textual encoder
for nearest neighbor search could affect kKNN’s per-
formance. We experiment with 3 different settings:
using just the question stem (KNN"°"¢); using the
question stem and key (KNNX®); and using the
question stem, key, and its explanation (KNN!"),
which is the best performing setting. For compar-
ison, we also experiment with a simple random
heuristic (Random) that chooses examples from
the training set randomly without any specific cri-
teria. We see that although using only the ques-
tion stem captures the math skill covered by an
MCQ and helps kNN find examples that have the
same format as the target MCQ, adding the key
and explanation helps kNN find better examples
that use similar problem-solving strategies to the
target MCQ. We also explore how different prompt
formats could affect kKNN’s performance. We ex-
periment with 3 different prompt formats. The best-
performing setting (kNN#") includes the question
stem, key, and explanation for both the target MCQ
and the in-context examples. The in-context exam-
ples also contain feedback on the distractors, and
we ask the LLM to generate the feedback, followed
by the distractor. The other settings are not to in-
clude feedback messages for the distractors and
the explanation for the key (Prompt“®), and not
including the key either (Prompt"®"®). We see that
including the key significantly improves kNN’s per-

formance and asking the LLM to generate feedback
followed by the distractor further improves perfor-
mance. This result again reinforces the importance
of math problem-solving strategies and CoT reason-
ing on the distractor generation performance. We
also explore the impact of not allowing MCQs with
the same topic to be selected as examples on kNN’s
performance (kNNi"T). We see that doing so re-
sults in a huge performance drop-off from kNN&!!,
This result suggests that most errors or misconcep-
tions behind distractors are topic-specific and do
not generalize across topics.

Next, we investigate the impact of different
base LLMs on FT’s performance and summarize
these results in the second part of Table 2. We
compare ChatGPT against Mistral-7B (Jiang
et al., 2023), which is one of the biggest open-
sourced generative LLMs (FT™s™al) We see that
ChatGPT outperforms Mistral-7B on all 3
alignment-based metrics. This result suggests that
larger models that are better at mathematical rea-
soning are more likely to generate plausible dis-
tractors. We also investigate the impact of different
error selection approaches on RB’s performance
and summarize these results in the third part of
Table 2. We experiment with a variant of RB that
randomly selects error explanations under the same
math topic (RB™"4°™) instead of asking GPT—4
to select 3 relevant ones (RB%!*t). We see that
asking the LLM to select error explanations outper-
forms selecting error explanations randomly, but
not by a significant margin compared to other abla-
tions. This result suggests that even though LLMs
can generate many mathematically valid distractors,
their ability to recognize which error explanations
are popular among students is limited.

Furthermore, we investigate the impact of dif-
ferent base LLMs on all approaches’ performance
except SB and summarize these results in Table 3.
We compare 3 base LLMs: GPT—-4 ¥ ChatGPT,
and Mistral. We see that KNN outperforms CoT
and RB across all base LLMs. This result sug-
gests that kNN is a promising approach since in-
context examples provide valuable information to
the LLM on the nature and format of the distrac-
tor generation task. We see that GPT—-4 signifi-
cantly outperforms ChatGPT, which significantly
outperforms Mistral on CoT and RB. This re-
sult suggests that, among the 3 base LLMs evalu-
ated, GPT—4 possesses the most robust mathemat-

*As of now, Openai does not allow fine-tune GPT—4.



LLM Approach Exact Partial Proportional
kNN 8.83 7173 38.52
GPT-4 CoT 424  65.02 30.39
RB 495 57.95 27.21
kNN 10.95 73.85 38.52
ChatGPT CoT 1.06 4841 21.67
RB 1.77  50.53 23.09
FT 2.83 5795 25.32
kNN 1.77 31.10 13.90
Mistral CoT 0.0 8.83 3.65
RB 0.0 18.37 7.07
FT 1.77 52.30 22.50
Table 3: Results on kNN, CoT, RB, and FT on

alignment-based metrics with different base LLMs:
GPT-4,ChatGPT, and Mistral.

ical reasoning capability, followed by ChatGPT,
which possesses a better mathematical reasoning
capability than Mistral. We see that FT achieves
better performance than kNN with Mistral. This
result suggests that the pre-trained Mistral ini-
tially lacks mathematical reasoning capability, and
the fine-tuning process significantly enhances its
mathematical reasoning capability.

3.5 Qualitative Analysis

We now qualitatively investigate the distractors gen-
erated by the best approach, kNN, to extract some
insights on the distractor generation task and how
to improve performance. We group the 283 total
MCQs in the test set into 4 categories, according
to the number of LLM-generated distractors that
match the human-authored ones, from O to 3.

For the group where all LLM-generated distrac-
tors match the human-authored ones (3 out of 3),
we find that, in all but 2 of the 28 such cases, there
is an in-context example that is very similar to
the target MCQ, with the only difference being
different numerical values or named entities. See
Table 4 for an example. However, this situation
sometimes appears in other groups too, which is
perhaps surprising since it implies that the presence
of a near-identical in-context example alone is not
sufficient for an LLM to generate plausible distrac-
tors. We investigate further into such cases and find
that even for two MCQs with near-identical ques-
tion stem, their sets of distractors and the errors or
misconceptions underlying each distractor may dif-
fer even though both are plausible. This situation
occurs when there are more than 3 plausible errors
or misconceptions given a question stem.

Target

Quesiton stem: which multiplier can be used to find the
value after an amount has decreased in value by 8% for
4 years?

Explanation: As its is a decrease, we need 100% - 8%
which is 92% which is the same as 0.92. We then use
the number of years as the power of 4.

Answer: x0.92%

Example 1

Quesiton stem: which multiplier can be used to find the
value after an amount has decreased in value by 5% for
5 years?

Explanation: As its is a decrease, we need 100% - 5%
which is 95% which is the same as 0.95. We then use
the number of years as the power of 5.

Answer: x0.95°

Example 2

Quesiton stem: the value of a laptop that initially cost
$1100, declines in value by 15% a year. if you wanted
to calculate the value of the tablet at the end of 6 years,
what number would replace the square? 1100 x o°

Explanation: As the value decreases by 15%, we have
100% - 15% = 85% = 0.85 as the multiplier.

Answer: 0.85

Example 3

Quesiton stem: a car depreciates in value by 15% each
year. if a car was bought for $3500, which of the follow-
ing calculations would find the new value of the car after
3 years?

Explanation: The multiplier is 1 - 0.15 = 0.85, and as we
are using compound interest, we raise this to the power
of 3.

Answer: 3500 x 0.85>

Table 4: Three in-context learning examples retrieved
by kNN; we see that Example 1 is very similar to the
target MCQ, except for different numerical values.

For the group where none of the LLM-generated
distractors match the human-authored ones, we
randomly select 20 of the 78 cases to analyze.
We find that in 14 of the 20 cases (70%), the
LLM-generated distractors are plausible, and the
human-authored ones are not superior to the LLM-
generated distractors. See Table 5 for an exam-
ple. While this observation is entirely subjec-
tive, it highlights that alignment-based metrics may
not be an appropriate metric to measure the qual-
ity of LLM-generated distractors because human-
authored ones may not be naturally optimal. This
observation is also part of our motivation in de-
veloping distribution-based metrics to predict how
likely a LLM-generated distractor will be selected
by real students with insufficient knowledge. More-
over, since many LLM-generated distractors are



Question Stem

Craig and Isaac share some fruit. Isaac gets
three-quarters of the fruit. In what ratio do they
share the fruit? (Isaac’s part second)

Key
1:3

LLM-generated Distractors
3:1 3:4 4:1

Human-authored Distractors
1:4 1:2 4:3

Table 5: Example of LLM-generated distractors that are
mathematically valid and plausible but do not match
human-authored ones.

plausible even if they are not the same as the
human-authored ones, there is promise in using
automated distractor generation for teacher support
during the generation of MCQs.

Question Stem
Convert 0.6 to a fraction in its simplest form.

Key

3

5

LLM-generated Distractors
6 5 6

10 3 5

Human-authored Distractors
6 60 1

10 100 6

Table 6: Example of LLM-generated distractors where

the plausible one, 1% matches the human-authored ones,

while the rest of human-authored ons are placeholders.

In this case, 1—60 is selected by 28% of students while

other distractors are rarely being selected.

Finally, for the group where 1 or 2 LLM-
generated distractors match the human-authored
ones, we examine which human-authored distrac-
tor(s) are generated. We find that in many cases, the
human-authored distractors that match the LLM-
generated ones seem to reflect common errors or
misconceptions among real students, while the oth-
ers do not. See Table 6 for an example. This obser-
vation is further supported by selections made by
real students, where the distractors that correspond
to the common errors or misconceptions are se-
lected by more students in 44 of 108 (40.7%) cases
and 46 of 63 (73%) cases for 1 and 2 matches, re-
spectively, while the rest are rarely being selected.

This result suggests that many MCQs have 1 or
2 highly plausible distractors while the others are
placeholders. Again, using human-authored ones
as the ground truth on alignment-based metrics is
not ideal, which justifies our motivation in devel-
oping the distribution-based metric.

3.6 Human Evaluation

We conduct a human evaluation to assess the qual-
ity of LLM-generated distractors. This evaluation
is motivated by observations from the qualitative
analysis that the generated distractors are often
plausible even though they may be different from
human-authored ones.

3.6.1 Evaluation Design

We recruit 2 graduate students who have experience
teaching math or related topics as human evalua-
tors. They are presented with the same set of 20
MCQs that are randomly sampled from the test
set, each accompanied by a mixture of 4 or 6 dis-
tractors. To ensure a balanced assessment, half of
these are LLM-generated distractors, while the re-
maining are human-authored ones. To eliminate
any potential ordering bias, the sequence of the
distractors is randomized for each question. They
are asked to rate the distractors on two aspects:
mathematical validity (validity) and plausibility
for middle school math students (plausibility). Va-
lidity measures the degree of a distractor that is
relevant to the question stem and can be tangibly
reached by some incorrect reasoning. Plausibility
measures how likely a distractor is to be selected
by real students. Each aspect is scored on a scale
from 1 to 5, with 1 being the lowest: a distractor
that is irrelevant to the question stem or one that
no real students would select, while 5 being the
highest: a distractor that is highly relevant to the
question stem or one that is highly likely to trick
real students with insufficient math knowledge into
selecting it. Additional evaluation setup details are
in Supplementary Material Section C.

3.6.2 Evaluation Result and Discussion

Table 7 shows the inter-rater agreement, measured
using quadratic weighted Kappa (QWK) (Brenner
and Kliebsch, 1996) and the average rating across
2 human evaluators for both LLM-generated and
human-authored distractors. The QWK scores indi-
cate a fair to moderate level of agreement between
two human evaluators regarding both the validity
and plausibility aspects of distractors. This obser-



QWK Average Ratings
LLM Human LLM  Human
Validity 0.34 0.23 3.28 3.99*
Plausibility  0.54 0.54 2.68 3.72%

Table 7: QWK and average ratings among human eval-
uators on LLM-generated and human-authored distrac-
tors for validity and plausibility. Under a Student’s
t-test, human evaluators prefer human-authored distrac-
tors with statistical significance (p < 0.05%).

vation suggests that measuring the quality of dis-
tractors based on their validity and plausibility is
consistent at certain level and can be used in future
assessments of distractors. We conduct a Student’s
t-test (Semenick, 1990) to compare the ratings for
LLM-generated and human-authored distractors
and find that in both aspects, there is a statisti-
cally significant difference (p < 0.05). This result
shows that human evaluators think human-authored
distractors are better than LLM-generated distrac-
tors in both aspects. Furthermore, we observe that
the gap between LLM-generated distractors and
human-authored ones is much bigger for plausibil-
ity than validity. This observation indicates that
LLMs exhibit a higher proficiency in generating
mathematically valid distractors compared to antic-
ipating common errors or misconceptions among
real students. See Table 8 for an example. This
result is not surprising since LLMs, which have
not been extensively trained on erroneous answers
provided by real students, may struggle to antici-
pate the various ways in which students are prone
to making errors or student misconceptions. There-
fore, there is still considerable room for improve-
ment for LLMs in their capacity to anticipate errors
or misconceptions among real students.

4 Conclusions and Future Work

In this paper, we explore automated distractor gen-
eration for math multiple-choice questions via large
language models. We conduct experiments on a
real-world math MCQ dataset and find that the in-
context learning-based approach kNN, achieves
the best performance when compared to other
approaches such as fine-tuning, chain-of-thought
prompting, and various baselines. We also con-
duct human evaluation and observe that LLMs are
capable of generating mathematically valid distrac-
tors but are not fully aware of common errors or
misconceptions among real students. Our initial

Question Stem
Solve this problem: +/216 = ?

LLM-generated feedback message
I think you have multiplied by 3. The question
is asking for the cube root.

LLM-generated distractor
648

LLM-generated feedback message

I think you have written the digits as a new
number. The question is asking for the cube
root.

LLM-generated distractor
2163

Table 8: Examples of LLM-generated distractors, which,
from a purely mathematical perspective, seem valid as
the errors suggest misunderstandings of the cube root
operation as either multiplying by 3 or appending a 3 to
the original number. However, these two distractors do
not effectively reflect the common errors or misconcep-
tions among real students.

exploration of this task opens up many avenues for
future work. For example, we need to further re-
fine the distribution-based metrics that predict the
percentage of students who select each distractor.
We also need to develop modified text encoding
approaches that are closely aligned with errors or
misconceptions among real students for in-context
example selection. Furthermore, we aim to explore
the generation of distractors, each of which corre-
sponds to a specific error or misconception, in a
planned and controllable way (Wang et al., 2021;
Zhang et al., 2023), possibly taking student knowl-
edge state into account (Liu et al., 2022), as well
as the generation of high-quality feedback mes-
sages for each distractor (Scarlatos et al., 2024).
Finally, extending our work from multiple-choice
questions to open-ended questions is important,
since open-ended student responses contain much
more detailed information on their errors (Zhang
et al., 2021, 2022; McNichols et al., 2023).
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Limitations

Being the attempt at the task of generating plau-
sible distractors for math MCQs using LLMs, we
find several limitations in our current setup. First,
we find that some human-authored distractors are
merely placeholders that do not reflect common
errors or misconceptions among real students, and
using them as in-context demonstrations may lead
to the generated distractors also not reflecting com-
mon errors or misconceptions among real students.
Second, the alignment-based metrics may not ac-
curately measure the quality of LLM-generated
distractors because some MCQs may have only 1
or 2 plausible distractors and some MCQs have
more than 3 plausible distractors. Third, we ac-
knowledge that our human evaluation sample size
is small, and should ideally be increased for future
studies in order to receive more accurate results.

Ethical Considerations

The focus of our work is to automatically gen-
erate plausible distractors for math MCQs using
LLM. By automating part of the MCQ generation,
we aim to save educators and teachers from time-
consuming MCQ generation and allow them to
dedicate more effort to teaching and student en-
gagement. Based on our analysis on the generated
distractors, we acknowledge that not every distrac-
tor generated by our work is plausible. Therefore,
we strongly advise that our work should be adopted
as an auxiliary tool in the generation of MCQs. All
automatically generated distractors should undergo
a careful review by educators and teachers before
being utilized in real tests for students.
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Supplementary Material

A Distribution ranking metric

Since our qualitative analysis in Section 3.5 found
that human-authored distractors are sometimes
unplausible or incomplete, using them as the
ground truth is not ideal. Therefore, we explore a
distribution-based metric to evaluate the quality of
LLM-generated distractors, based on one intuition:
good distractors are ones that are likely going to be
selected by many real students. Therefore, our goal
is to train a model that can predict the portion of stu-
dents that select each option in an MCQ. However,
due to the highly noisy nature of this distribution,
we opt to train a model that predicts the more often
selected distractor among a pair, given a question
stem, which is similar to the pairwise preference re-
ward model in reinforcement learning from human
feedback (RLHF) (Christiano et al., 2017). After
training such a model, we can use it to compare
generated distractors to human-authored ones in
head-to-head matchups, giving us a proxy for how
good an LLM is in terms of generating distractors
that are likely to be selected by students.

Formally, we train an LLM-based model
r4(di,do, s, k,er) — {di,d2}, where ¢ denotes
the set of model parameters. We train this model
by first constructing a dataset of all pairs of human-
authored distractors for each MCQ and include
both orders of each pair to avoid ordering bias, re-
sulting in N x (3) x 2 total pairs, where N denotes
the number of MCQs. Each pair is associated with
a binary-valued label indicating whether d; or ds is
selected by more students, which we can calculate
from the student response records in our dataset.
We then use this dataset to fine-tune an LLM in a
text generation task, where the LLM receives the
question and distractor information in its prompt
and outputs its preference. We show our prompt
for this task in Table 12.

We use the same train/test split as the
distractor generation experiments, and reserve
20% of the train split for validation after
each epoch and early stopping. We fine-tune
the mistralai/Mistral-7B-v0.1 model,
which contains 7 billion parameters, from Hug-
gingFace (Wolf et al., 2019) using LoRA (Hu et al.,
2021) with adaptors on the g _proj, k_proj,
v_proj, and o_pro7j matrices, set r = 32,
16, dropout = 0.05, and use 8-bit quan-
tization. We train the model using the AdamW

o =



optimizer for 10 epochs with a learning rate of 3e-
5, a batch size of 16, accumulate gradients for 4
batches. The model converges on the validation set
after 6 epochs. The GPU we use to train the model
is NVIDIA RTX A6000. The training process
is completed in 10 hours. When evaluated on the
test set, the ranking model correctly identifies the
preferred distractor 61.60% of the time (random
guessing corresponds to 50% accuracy). This accu-
racy is low overall but high on subsets of distractor
pairs whose student selection percentages differ by
a large margin: on pairs with a larger than 20%
margin, which accounts for 6% of pairs, the accu-
racy jumps to 74.47%. This result is not surprising
since the selection percentage data is very noisy.

Using this trained model, we can evaluate the
quality of LLM-generated distractors: we compare
all possible head-to-head matchups between gen-
erated distractors and human-authored ones, and
record the portion of times that the generated dis-
tractors are preferred by the ranking model. If the
two distractors are the same then we record a tie.
In cases where the generated distractors are invalid
or repeated, we treat them as null and record a
win for the human-authored ones. Formally, we
define a preference score as

i=1a=1b=1
+ (1 -1)(d),dD)),
0.5 dy=dy
) 1 doisnull
T d ,d = )
¢ (1, d2) 0 diisnull
P otherwise

P= 1r¢(d17d278“)yk“>761(:))=d1’

where d are generated distractors. This score has a
range of [0, 1] where higher values indicate LLM-
generated distractors are likely to be selected by
more students than the human-authored ones. We
found that kNN scores 0.46 on the test set, which
indicates that the distractors it generates are almost
as plausible to students as human-authored ones.
We emphasize that this evaluation metric should
only be considered exploratory due to several obvi-
ous limitations. First, student option selection per-
centages create noisy labels for the ranking model,
limiting its accuracy. Second, using the overall
selection percentages also ignores the individual
learning context of each student since students with

different knowledge levels may have different ten-
dencies among MCQ options. Therefore, we leave
a more thorough treatment of the distribution-based
metric to future work.

B Hyperparameters and Implementation
Details

For fine-tune (FT) approach, We fine-tune
2 large language models. We fine-tune the
mistralai/Mistral-7B-Instruct-v0.2
model, which is the latest Mistral model and
contains 7 billion parameters, from HuggingFace
using LoRA with adaptors on the g _proj,
k_proj, v_proj, and o_proj matrices, set
r = 32, = 16, dropout = 0.05, and use 8-bit
quantization. We use 20% of the training set
for validation. We train the model using the
AdamW optimizer with weightdecay = 0.0
and gradientclip = 1.0 for 8 epochs with a
learning rate of 8e-5, a batch size of 16, and
accumulated gradients for 4 batches. The selection
of the aforementioned hyperparameters is guided
by exploratory evaluations and no substantial
hyper-parameter search is conducted. The GPU we
use to train the model is NVIDIA RTX A6000.
The training process is completed in 2 hours and
55 minutes. We fine-tune the ChatGPT model
using the first 200 data points from the training
set. We train the model using the OpenAl’s default
fine-tuning settings, which we find to provide the
best performance via OpenAl API. The training
process is completed in 20 minutes. We use
the scikit-learn (Pedregosa et al., 2011)
implementation to calculate QWK, and use the
scipy (Virtanen et al., 2020) implementation
to calculate Student’s t-test. For prompting
GPT-4 and ChatGPT using OpenAl API, we use
temperature = 0, max_tokens = 350, top_p = 1
as our setup for greedy decoding. All our experi-
ments are implemented in Python or Pytorch code,
and We note that all software employed in this
work is open-source, or the license is unspecified.

C Human Evaluation Details

In this work, we obtained approval from the ethics
review board for human evaluation. We show the
evaluation instructions to human evaluators in Ta-
ble 13. We do not provide any compensation for
human evaluators because their participation is en-
tirely voluntary and we appreciate their contribu-
tion to this work.



D Prompt Format

We provide the prompts for CoT, RB, and kNN in the work below. We use <> to indicate that a variable
is filled in dynamically.

Prompt You are given the following math question along with the correct
answer and explanation. Please use the following template to give 3
alternative incorrect answers to be used as multiple-choice options
in a multiple-choice exam. Prior to the incorrect answer, provide
feedback to be displayed to the student as an explanation of why that
is not the correct answer.

[Template]

Distractorl Feedback:
Distractorl:

Distractor2 Feedback:
Distractor2:

Distractor3 Feedback:
Distractor3:

Question: <question>
Explanation: <explanation>
Answer: <answer>

Table 9: CoT prompt format

Prompt You are given the following math question along with the correct
answer, explanation, and a list of errors. Please follow the template
to first select 3 most likely errors for this question and use the se-
lected errors to generate 3 alternative incorrect answers to be used
as multiple-choice options in a multiple-choice exam. Prior to the
incorrect answer, provide feedback to be displayed to the student as
an explanation of why that is not the correct answer. If the list of
errors is not given, generate 3 errors instead and do not contain any
explanation in the 3 incorrect answer.

[Template]

Errorl:

Error2:

Error3:

Distractor1 Feedback:
Distractorl:
Distractor2 Feedback:
Distractor2:
Distractor3 Feedback:
Distractor3:

Question: <question>
Explanation: <explanation>
Answer: <answer>
Error list: <error list>

Table 10: RB prompt format



Prompt

Question: <in-context question>

Explanation: <in-context explanation>

Answer: <in-context answer>

Distractorl Feedback: <in-context distractor] feedback>
Distractorl:<in-context distractorl>

Distractor2 Feedback: <in-context distractor2 feedback>
Distractor2:<in-context distractor2>

Distractor3 Feedback:<in-context distractor3 feedback>
Distractor3:<in-context distractor3>

[stop]

Question: <target question>

Explanation: <target explanation>

Answer: <target answer>

Table 11: kNN prompt format, in practice, we use 3 in-context examples



E Ranking Metric Examples

Prompt A teacher assigns the following math multiple choice question to a
class of middle school students.

Question: % of 50 = 1% of o

Correct Answer: 50

Solution: 3/5 and 6/10 are equivalent, so 3/5 of 50 is the same as 6/10
of 50.

Here are 2 incorrect options that some students choose:
Option A: 30

Option B: 18

Which incorrect option are the students more likely to pick?

Output Preferred Answer: A

Table 12: Example prompt and output for the ranking model used in the distribution ranking metric.

F Instruction

You are given a csv file. Each row corresponds to a question stem and a distractor.

Your job is to rate the distractor on two aspects: mathematical validity and plausibility for middle
school math students.

Mathematical validity measures whether a distractor is relevant to the question stem and can be tangibly
reached by some incorrect reasoning. Mathematical validity is scored on a scale from 1 to 5, where 1
indicates a distractor that is irrelevant to the question stem, and 5 indicates a distractor that is highly
relevant to the question stem.

Plausibility measures how likely a distractor is to be selected by middle school students learning math.
Plausibility is scored on a scale from 1 to 5, where 1 indicates that no student would select it and 5
indicates that the distractor is highly likely to trick students with insufficient math skills into selecting
it.

please use numbers on mac to rate distractors and give 1 and 1 for both metric if the distractor is the
correct answer.

Your ratings will be used to quantitatively measures and analyzes the quality of distractors on validity
and plausibility.

Table 13: Instruction for Human Evaluation
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