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Abstract

Multiple-choice questions (MCQs) are com-
monly used across all levels of math education
since they can be deployed and graded at a
large scale. A critical component of MCQs is
the distractors, i.e., incorrect answers crafted to
reflect student errors or misconceptions. Auto-
matically generating them in math MCQs, e.g.,
with large language models, has been challeng-
ing. In this work, we propose a novel method
to enhance the quality of generated distractors
through overgenerate-and-rank, training a rank-
ing model to predict how likely distractors are
to be selected by real students. Experimen-
tal results on a real-world dataset and human
evaluation with math teachers show that our
ranking model increases alignment with human-
authored distractors, although human-authored
ones are still preferred over generated ones.

1 Introduction and Related Work

Multiple-choice questions (MCQs) are commonly
used to assess student knowledge across all lev-
els of education, including math, since they can
accurately assess student knowledge while being
easy to administer and grade at scale (Nitko, 1996;
Airasian, 2001; Kubiszyn and Borich, 2016). An
MCQ is comprised of a question stem and several
answer options. The question stem establishes the
context and presents a problem for students to solve.
Among the options, there exists a key, which is the
correct answer, and multiple distractors, which are
the incorrect answers specifically designed to re-
flect student errors or misconceptions. Although
MCQs offer numerous advantages for assessing
student knowledge, crafting high-quality distrac-
tors poses a significant challenge for teachers and
educators. High-quality distractors should be suf-
ficiently challenging so students do not quickly
identify them as incorrect answers. Additionally,
they should be designed to target specific errors or
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misconceptions, enticing students who make these
errors or hold these misconceptions to choose them.
This delicate balance makes the creation of such
high-quality distractors a time and labor-intensive
endeavor (Kelly et al., 2013).

Earlier works on automatic distractor genera-
tion for math MCQs use constraint logic program-
ming (Tomás and Leal, 2013) or manually crafted
rules (Prakash et al., 2023) to generate distractors.
However, these methods are restricted to template-
generated MCQs, which have limited applicabil-
ity in a broader context. More recent work (Dave
et al., 2021) trains a neural network to solve math
problems and sample incorrect answers as distrac-
tors. Not surprisingly, the generated distractors fail
to capture student errors or misconceptions. The
most recent works (McNichols et al., 2023a; Feng
et al., 2024) explore this task using state-of-the-art
large language models (LLMs), such as ChatGPT.
The authors experiment with several different ap-
proaches, including few-shot in-context learning
(Brown et al., 2020) and zero-shot chain-of-thought
(CoT) prompting (Wei et al., 2022), showing that
LLMs can often generate distractors that are math-
ematically relevant to the MCQ. However, the over-
all alignment level with human-authored distractors
that are thought to reflect student errors or miscon-
ceptions is not high. These works indicate a need to
understand what errors or misconceptions are com-
mon among students and to use this information to
improve the quality of generated distractors.

1.1 Contributions
In this work, we propose a method to en-
hance the quality of generated distractors through
overgenerate-and-rank.* Our novel ranking model
evaluates the likelihood of each generated distrac-
tor being selected by real students. We train the
ranking model via direct preference optimization

*Our code is publicly available at https://github.com/
umass-ml4ed/distractor-ranking-BEA
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(DPO) on pairwise preference pairs that compare
the relative portion of students selecting one distrac-
tor over the other. This method can be augmented
with existing distractor generation methods.

We validate the effectiveness of this method
through extensive experiments on a real-world
math MCQ dataset. We find that the ranking model
effectively selects distractors that students are more
likely to select. In particular, it can improve the gen-
erated distractor quality of a fine-tuned Mistral
model with 7B parameters to a similar level as that
of GPT-4 with CoT prompting, which is rumored to
have up to 1T parameters. We also conduct human
evaluations where we ask math teachers to rank
and rate both LLM-generated and human-authored
distractors. Results show that our ranking model’s
ranking and human ranking correlate with actual
ranking defined by the portion of students select-
ing each distractor to a similar degree. Despite the
improvements, LLM-generated distractors still do
not match the quality of human-authored ones in
reflecting student errors or misconceptions.

2 Methodology

This section contains the details of the task defini-
tion and our over-generate-and-rank method.

2.1 Task Definition

We define an MCQ Q as comprising a collection
of elements, denoted as Q “ ts, k, ek, D, F, P u.
Specifically, each MCQ includes a question stem
s, a key k, an explanation for the key ek, and a set
of distractors D. Each distractor di P D is asso-
ciated with a feedback message fi P F provided
to students upon selection. Moreover, for the key
and every distractor, we have pi P P as the portion
of students who select this distractor (among all
students who solve the MCQ).* Similar to (Qiu
et al., 2020), we define the distractor generation
task as learning a function gdis that outputs a set of
distractors D̂ for an MCQ given the question stem,
key, and its explanation, i.e., gdisps, k, ekq Ñ D̂.

2.2 Pairwise Ranking

In order to identify high-quality distractors for
overgenerate-and-rank, we propose a ranking func-
tion that aligns with how likely distractors are to
be selected by students. We define the ranking
function as rps, k, ek, diq Ñ αi P R, where αi is a

*All elements within Q, except for P , are formatted as
strings, whereas P is formatted as numbers.

relative score for distractor di. Our goal is to train r
such that higher scoring distractors are more likely
to be selected by students, i.e., αi ą αj Ñ pi ą pj .
We achieve this alignment by setting αi to the log
likelihood of di under a ranking model M, i.e.,
αi “ logPMpdi|s, k, ekq, where M is an autore-
gressive language model trained to generate dis-
tractors that are likely to be selected by students.

We initially fine-tune a model MSFT, where all
distractors in the train set are used as labels for
their corresponding questions. While MSFT cap-
tures the likelihood of a distractor to appear in the
data, it does not account for student behavior. We
therefore train a model MDPO via direct prefer-
ence optimization (DPO) (Rafailov et al., 2024),
using all
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pairs of distractors for each question
where the distractor chosen more frequently by stu-
dents is the preferred one in each pair. This aligns
the model with student selections, and is motivated
by recent successes of DPO in educational tasks
(Scarlatos et al., 2024; Kumar and Lan, 2024).

We validate the effectiveness of this approach
by calculating the ranking accuracy, i.e., the per-
centage of distractor pairs in the test set where
the predicted ranking agrees with actual student
selection percentages. MSFT and MDPO result in
ranking accuracies of 61.60% and 65.84%, respec-
tively; we use the latter in our experiments. While
these numbers may appear low (random selection
yields 50%), we note that the data is noisy and accu-
racy improves when there is a higher difference be-
tween selection percentages: MDPO gets 74.31%
accuracy on pairs where the difference between
selection percentages is more than 10%. Training
details are in Supplemental Material Section B.

2.3 Overgenerate-and-rank and baselines

We instruct a base distractor generation model
to overgenerate a set of n distractors, D1, such
that n ą |D|. Subsequently, we use our learned
ranking model to score each candidate distractor
di P D1 and choose the |D| distractors with the
highest scores as our final set of generated dis-
tractors (Kumar et al., 2023). In practice, we use
n “ 10 and have |D| “ 3 (Top-3). We compare
our method against two baseline ranking methods:
First, we simply randomly select 3 distractors from
D1 (Rand-3). Second, we instruct the base distrac-
tor generation model to directly generate exactly 3
distractors (Only-3).



3 Experiments

This section provides a comprehensive overview of
our dataset, outlines the evaluation metrics and the
experimental setup, and details the findings from
experiments and human evaluation.

3.1 Dataset
We use a dataset that comprises 1.4K math MCQs
sourced from Eedi’s content repository*. These
questions, all written in English, target students
aged 10 to 13. Each MCQ includes a question
stem, a key with an explanation justifying its cor-
rectness, and three distractors, each accompanied
by a feedback message clarifying why it is incor-
rect. Additionally, each option is tagged with the
percentage of students choosing that option, com-
puted on an average of 4,000 student responses per
question. We split the dataset into training and test
sets at an 80:20 ratio. The training set is used to
fine-tune the base distractor generation LLM (if
necessary) and train the ranking model, while the
test set is used for evaluation.

3.2 Evaluation Metrics
We adopt the alignment-based metrics previously
introduced in (McNichols et al., 2023a) to assess
the degree of alignment between LLM-generated
distractors and human-authored ones. There are
two binary metrics: Partial match, which checks if
at least one LLM-generated distractor matches the
human-authored ones*, and Exact match, which
checks if all LLM-generated distractors match the
human-authored ones. There is also one scalar met-
ric: Proportional (Prop.) match, which calculates
the proportion of LLM-generated distractors that
match the human-authored ones. Additionally, to
reflect the portion of students selecting each dis-
tractor, we introduce a new scalar metric: Weighted
Proportional (W. Prop.) match (that also has range
r0, 1s), formally defined as

hpD, D̂q “
ř

i IpDj s.t. di “ d̂jq ¨ pi{
ř

i pi,

where I is the indicator function. Intuitively, this
metric re-weights each “match” in the Proportional
metric such that a match on a distractor that more
students select is weighed more heavily than one
that less students select. We calculate the values
for all metrics by averaging them across all MCQs

*https://eedi.com/home
*We use the exact string match criterion to align LLM-

generated with ground-truth, human-authored distractors.

Approach Partial Exact Prop. W. Prop.

Top-3 67.87 2.53 32.25 36.89
CoT Rand-3 47.29 0.00 18.29 19.13

Only-3 66.43 3.25 31.05 35.03

Top-3 67.15 1.44 30.20 34.81
FT Rand-3 35.38 0.36 14.20 15.06

Only-3 60.29 2.89 28.28 31.75

Table 1: Results of distractor generation on alignment-
based metrics. We see that overgenerate-and-rank
(sometimes significantly) improves performance.

in the test set and then scaling these values by a
factor of 100 to convert them into percentages.

3.3 Experimental Setup

Following (McNichols et al., 2023a), we use
zero-shot chain-of-thought prompting (CoT) with
GPT-4 and fine-tuning (FT) with the open-source
Mistral-7B model as our base distractor gener-
ation models. Since our goal is to evaluate the
performance of the ranking model, we do not use
their in-context learning method, “kNN”, because
in-context examples leak student selection informa-
tion into the distractor generation model by show-
ing example distractors that real students frequently
select. Consistent with the best practices identi-
fied in their work, we represent each target MCQ
by concatenating the question stem, the key, and
its corresponding explanation. During the distrac-
tor generation process, the model must generate a
feedback message before the actual distractor. Hy-
perparameters and model details are listed in the
Supplementary Material Section B.

3.4 Results and Discussion

Table 1 shows the performance of both base dis-
tractor generation models with different ranking
methods across alignment-based metrics. The low
Exact match values across methods indicate it is
nearly impossible for the LLM to recover the ex-
act 3 human-authored distractors. However, Top3
outperforms both Rand3 and Only3 on all other
metrics, which suggests that the trained ranking
model is effective at identifying which distractors
are more likely selected by students. The gap on the
Weighted Proportional metric is bigger than that on
the Proportional metric for CoT and FT since the
Weighted Proportional metric incorporates student
distractor selection percentages, which is what the
ranking model trains on. This observation high-

https://eedi.com/home


Comparison Kendall’s Tau

GT Rank vs. Human Rank 0.27
GT Rank vs. Model Rank 0.30

Human Rank vs. Model Rank 0.14

Table 2: Correlation between different rankings on
human-authored distractors. Teachers and the ranking
model correlate with actual student selection percent-
ages to a similar degree.

lights the advantage of overgenerate-and-rank, sug-
gesting that letting the base distractor generation
model to generate a diverse set, casting a wide net,
and then using the ranking model to select good
ones is an effective approach. Perhaps most impor-
tantly, we see that Top3 with FT performs similarly
to Only3 with CoT. This observation shows that
the ranking model can elevate the performance of a
small, open-source LLM (Mistral-7B) and make
it comparable to a much larger, proprietary LLM
(GPT-4), which is a promising sign for the poten-
tial real-world deployment of automated distractor
generation methods in a cost-controlled way.

3.5 Human Evaluation

We conduct human evaluations where we recruit
two math teachers with experience teaching grade-
school-level math to evaluate distractors. We
randomly select 20 MCQs whose Top-3 LLM-
generated distractors are completely different from
the human-authored ones from the test set. In
the first evaluation task, we ask evaluators to
rank the quality of human-authored distractors
to examine the correlation between teacher judg-
ment (Human Rank), the ranking model’s ranking
(Model Rank), and the actual student selection
percentages (GT Rank). In the second evalua-
tion task, we show evaluators 6 distractors for each
MCQ, including 3 LLM-generated distractors and
3 human-authored distractors. We then ask them
to rate the overall quality of each distractor to com-
pare LLM-generated distractors (Top-3 LLM) with
human-authored ones (Human), on a 5-point Lik-
ert scale, from 1 (least likely to be selected by
students) to 5 (most likely). To mitigate potential
bias from distractor ordering, the sequence of the
distractors was randomized for each MCQ.

Table 2 shows Kendall’s Tau correlation (Arndt
et al., 1999) between the ground-truth ranking and
the human/model ranking. We see that human and
model rankings have a weak-to-moderate correla-

QWK Average Ratings

Top-3 LLM Human Top-3 LLM Human

0.66 0.62 2.67 ˘ 0.96 3.26 ˘ 1.02˚

Table 3: Inter-rater agreement and average ratings on
LLM-generated and human-authored distractors. ˚ indi-
cates statistical significance (p ă 0.05) under a t-test.

Head-to-Head Rating Comparison Percentage

Top-3 LLM ą Human 22%
Top-3 LLM “ Human 16%
Top-3 LLM ă Human 62%

Table 4: Head-to-head comparison between LLM-
generated distractors and human-authored ones. Teach-
ers prefer human-authored ones most of the time.

tion with the ground-truth ranking. This observa-
tion reveals the difficulty of this task since even
expert math teachers with years of teaching experi-
ence cannot fully anticipate real students’ behavior.
We also see that human ranking and model ranking
have a weak correlation, likely due to humans and
LLMs approaching the same problem from differ-
ent angles; future work can consider a human-AI
collaboration approach.

Table 3 shows the inter-rater agreement among
math teachers, measured in quadratic weighted
Kappa (QWK) (Brenner and Kliebsch, 1996), and
their average ratings for both LLM-generated dis-
tractors and human-authored ones. We see that
human-authored distractors are preferred with sta-
tistical significance, and the inter-rater agreement
is moderate-to-substantial. However, we note that
since the 20 selected MCQs in our evaluation are
the ones where none of the top-3 LLM-generated
distractors match human-authored ones, this result
may downplay the effectiveness of LLMs because
they must generate plausible distractors that are not
already included in the human-authored ones.

We additionally compare the LLM-generated
and human-authored distractors head-to-head, us-
ing average distractor rating across evaluators be-
tween each LLM-generated distractor and each
human-authored distractor for each question (result-
ing in 9 comparisons per question). Table 4 shows
the percentage of cases where LLM-generated dis-
tractors win, lose, or tie to human-authored ones.
We see that even though human-authored distrac-
tors are preferred the majority of the time, there
is a sizeable portion of LLM-generated distractors



that are equal to or preferred over human-authored
distractors. This result implies that LLMs can gen-
erate some high-quality distractors that can be used
to enhance the quality of human-authored ones.

4 Conclusions and Future Work

In this paper, we propose an overgenerate-and-rank
method for generating distractors for math MCQs.
We train a ranking model to predict which distrac-
tors students would select more often, and this rank-
ing model can be applied to any existing distractor
generation method. We experimentally validate its
performance on a real-world dataset and test its
limitations through human evaluation.

Avenues for future work include but are not lim-
ited to further improving the ranking model through
a student-specific distractor selection prediction ob-
jective that considers their knowledge state (Liu
et al., 2022), developing a human-in-the-loop ap-
proach for distractor selection percentage predic-
tion, and using the same approach for feedback gen-
eration (Scarlatos et al., 2024). Finally, extending
our work from multiple-choice questions to open-
ended questions is important, since open-ended
student responses contain much more detailed in-
formation on their errors (Zhang et al., 2021, 2022;
McNichols et al., 2023b).

Limitations

First, due to limited resources, we only performed
human evaluation on the human-authored distrac-
tors and the Top-3 LLM-generated distractors.
However, this does not allow us to determine if
our overgenerate-and-rank approach is better than
generation baselines from a human evaluation per-
spective. We also acknowledge that our human
evaluation sample size is small, and should ideally
be increased for future studies. Second, while we
have evidence that our method enhances the quality
of LLM-generated distractors, a notable difference
remains between the quality of LLM-generated
distractors and human-authored ones. To make
LLM-generated distractors viable for deployment
in real educational settings, it is necessary to fur-
ther investigate how to improve their overall quality.
Third, our first human evaluation result shows that
even experienced math teachers cannot anticipate
real student behavior accurately. A more precise
evaluation for LLM-generated distractors would
involve deploying them in actual tests and observ-
ing student behavior. However, this process can

be significantly complicated and time-consuming,
and should only be performed when there is rea-
sonable evidence that generated distractors might
be of similar quality to human-authored ones.

Ethical Considerations

Our work uses the overgenerate-and-rank method
to improve the quality of LLM-generated distrac-
tors. We believe that our work could potentially
reduce the time educators and teachers spend cre-
ating math MCQs, enabling them to focus more
on teaching and engaging with students. However,
we acknowledge that potential biases within LLMs
may exist, which could cause the LLM-generated
distractors to contain incorrect or potentially harm-
ful information. Therefore, we strongly recom-
mend that educators and teachers review the qual-
ity of LLM-generated distractors thoroughly before
deploying them in actual tests for students.
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Supplementary Material

A Distractor Generation Examples

Question Stem
fifty five thousand subtract twenty three thousand equals

Key
32,000

Human-authored Distractors
22,000 23,000 3,200

Only-3 LLM-generated Distractors
52,000 -32,000 78,000

Top-3 LLM-generated Distractors
33,000 -32,000 30,000

Table 5: Representative question with distractors from
humans, GPT-4 generating only 3, and GPT-4 after se-
lecting the top 3 with our ranking model.

B Experimental Details

We take several measures to ensure that generated
distractors are distinct and different from the key.
For CoT, we prompt GPT-4 to generate 15 distrac-
tors and eliminate duplicates and those identical to
the key. For the rest of MCQs lacking 10 distinct
distractors, we prompt GPT-4 again to generate 15
new distractors, instructing it to avoid producing
previously generated distractors by including them
in the prompt. We supplement the existing distrac-
tors with the newly generated distractors, ensuring
the total number of distinct distractors reaches 10.
For the MCQs that still lack 10 distinct distractors
(which are few), we add the word "placeholder" as
distractors. We use greedy decoding for all previ-
ous steps. When overgenerating distractors with
our fine-tuned model, we generate 3 distractors 5
times using nucleus sampling for each MCQ, set-
ting temperature “ 1 and top_p “ 0.9. If we do
not get 10 unique distractors, we generate 5 more
times with top_p “ 1.0 to ensure greater diversity.
When generating only 3 distractors, we use beam
search with num_beams “ 5. If we do not get 3
unique distractors, we then generate with nucleus
sampling twice with top_p “ 0.9 and take the first
3 unique distractors.

For the fine-tuned distractor generation model
and the pairwise ranking model, we use the
mistralai/Mistral-7B-v0.1 model from Hug-
gingFace (Wolf et al., 2019) and load the model
with 8-bit quantization (Dettmers et al., 2022).
We train LoRA adapters (Hu et al., 2021) on the

q_proj, v_proj, k_proj, and o_proj matrices,
setting r “ 32, α “ 16, dropout “ 0.05. We train
using the AdamW optimizer with a virtual batch
size of 64 using gradient accumulation and do early
stopping on a random 20% subset of the train set.
For the distractor generation model we use a learn-
ing rate of 5e-5 and train for 15 epochs, and for
the pairwise ranking model we use a learning rate
of 3e-5 and train for 5 epochs. For DPO training
on the pairwise ranking model, we set β “ 0.5
and use MSFT as the reference model. We train all
models on a single NVIDIA RTX A6000 GPU.

C Human Evaluation Details

In this work, we obtained approval from the ethics
review board for human evaluation. We show the
evaluation instructions to human evaluators in Ta-
ble 9. We do not provide any compensation for
human evaluators because their participation is en-
tirely voluntary and we appreciate their contribu-
tion to this work.



D Prompt Format

We provide the prompts for CoT, FT, and pairwise ranking model below. We use ăą to indicate that a
variable is filled in dynamically.

Prompt You are provided with a math question, correct answer, and the expla-
nation of correct answer. Your task is to use the following template to
create 15 unique incorrect answers (distractors) to be used as multiple-
choice options for a middle school math multiple-choice question.
Before generating each distractor, include a concise explanation to
clarify for students why that is not the correct answer. Make sure
each distractor is clearly different from the correct answer and distinct
from each other, this is very important!
[Template]
Distractor1 Feedback:
Distractor1:
Distractor2 Feedback:
Distractor2:
Distractor3 Feedback:
Distractor3:
Distractor4 Feedback:
Distractor4:
Distractor5 Feedback:
Distractor5:
Distractor6 Feedback:
Distractor6:
Distractor7 Feedback:
Distractor7:
Distractor8 Feedback:
Distractor8:
Distractor9 Feedback:
Distractor9:
Distractor10 Feedback:
Distractor10:
Distractor11 Feedback:
Distractor11:
Distractor12 Feedback:
Distractor12:
Distractor13 Feedback:
Distractor13:
Distractor14 Feedback:
Distractor14:
Distractor15 Feedback:
Distractor15:
Question: <question>
Explanation: <explanation>
Answer: <answer>

Table 6: Prompt for chain-of-thought distractor generation with GPT-4.



Prompt You are provided with a math question, correct answer, and the expla-
nation of correct answer. Your task is to generate 3 unique incorrect
answers (distractors) to be used as multiple-choice options for a mid-
dle school math multiple-choice question. Before generating each
distractor, include a concise explanation for students to clarify why
that is not the correct answer. Ensure each distractor is different from
the correct answer and distinct from the others; this is very important!
Question: <question>
Explanation: <explanation>
Answer: <answer>

Table 7: Prompt for fine-tuning with Mistral.

Prompt A teacher assigns the following math question to a class of middle
school students.

Question: <question>
Solution: <solution>
Correct answer: <correct answer>
Generate a distractor for this question that targets some student
misconception.

Distractor: <distractor>

Table 8: Prompt for pairwise ranking model.



E Human Evaluation Instructions

You are provided with two tasks
The first task (rank) consists of 20 items, each containing a question stem and three distractors. For
each item, you are asked to rank the three distractors based on the assessment of how often they will be
selected by real students, from most frequent to least frequent. The items for this task can be accessed
in the rank.csv file.
Example:
Question: How do you write 4.6 as a percentage?
Distractor 1 (id = 1): 46%
Distractor 2 (id = 2): 0.046%
Distractor 3 (id = 3): 4.6%
Best distractor id: 1
Second best distractor id: 3
Third best distractor id: 2

The second task (rate) also consists of 20 items, each containing a question stem and six distractors.
For each item, you are asked to rate the likelihood of each distractor being selected by students on a
5-point scale independently: 5 - most likely, 4 - likely, 3 - average, 2 - not likely, and 1 - least likely.
The items for this task can be accessed in the rate.csv file
Example:
Question: How do you write 4.6 as a percentage?
Distractor: 46%
Rating: 4

Table 9: Instructions given to human evaluators for evaluating distractors.
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