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Abstract

Many machine learning and optimization algorithms are built upon the framework of stochastic
approximation (SA), for which the selection of step-size (or learning rate) is essential for success. For
the sake of clarity, this paper focuses on the special case αn = α0n

−ρ at iteration n, with ρ ∈ [0, 1] and
α0 > 0 design parameters. It is most common in practice to take ρ = 0 (constant step-size), while in
more theoretically oriented papers a vanishing step-size is preferred. In particular, with ρ ∈ (1/2, 1) it is
known that on applying the averaging technique of Polyak and Ruppert, the mean-squared error (MSE)
converges at the optimal rate of O(1/n) and the covariance in the central limit theorem (CLT) is minimal
in a precise sense.

The paper revisits step-size selection in a general Markovian setting. Under readily verifiable assump-
tions, the following conclusions are obtained provided 0 < ρ < 1:

• Parameter estimates converge with probability one, and also in Lp for any p ≥ 1.

• The MSE may converge very slowly for small ρ, of order O(α2
n) even with averaging.

• For linear stochastic approximation the source of slow convergence is identified: for any ρ ∈ (0, 1),
averaging results in estimates for which the error covariance vanishes at the optimal rate, and moreover
the CLT covariance is optimal in the sense of Polyak and Ruppert. However, necessary and sufficient
conditions are obtained under which the bias converges to zero at rate O(αn).

This is the first paper to obtain such strong conclusions while allowing for ρ ≤ 1/2. A major conclusion
is that the choice of ρ = 0 or even ρ < 1/2 is justified only in select settings—In general, bias may preclude
fast convergence.
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1 Introduction

Many problems of interest to the machine learning and optimization research communities hinge upon one
task: root-finding in the presence of noise. That is, the goal is to estimate the vector θ∗ solving sf(θ∗) = 0, in
which sf : Rd → Rd is defined by an expectation

sf(θ) := E[f(θ,Φ)] (1)

where Φ is a random vector which takes values in a set X, and f : Rd×X → Rd satisfies appropriate continuity
and measurability assumptions.

The standard approach is stochastic approximation (SA), defined as a d-dimensional recursion: for an
initial condition θ0 ∈ Rd,

θn+1 = θn + αn+1f(θn,Φn+1) , n ≥ 0 (2)

in which {Φn} is a sequence of random vectors converging in distribution to Φ as n→ ∞ and {αn} is known
as a “step-size” sequence. A common assumption is to take the “noise” sequence Φ := {Φn} to be Markovian
as in the setting of this paper. For ease of exposition we focus on step-size sequences of the form αn = α0n

−ρ

in which α0 > 0 and ρ ∈ [0, 1].
There is extensive theory concerning two settings: (i) vanishing step-size with ρ ∈ (1/2, 1], and (ii)

constant step-size, in which ρ = 0. In either case, bounds on the mean-squared error (MSE) of estimates are
determined by the step-size: subject to assumptions, E[∥θn − θ∗∥2] = O(αn). These assumptions are most
subtle when ρ = 1—see the CLT for SA in [3, 6] or the MSE theory in [5, 8].

The Polyak-Ruppert (PR) averaged estimates are defined by

θPR

N =
1

N −N0 + 1

N∑
k=N0

θk , k ≥ N0 (3)

in which the interval {0, . . . , N0} is known as the burn-in period. Averaging was introduced in prior work to
optimize the covariance in the CLT for the parameter estimates, also known as the asymptotic covariance.
For any SA recursion this is defined by

Σθ := lim
n→∞

nCov(θn) (4)

Letting ΣPR denote the asymptotic covariance for the estimates (3), under general conditions we have optimality
in a sense similar to the bound of Cramèr and Rao: provided {θn} is convergent to θ∗ we must have Σθ ≥ ΣPR,
where the inequality is in the matricial sense. An expression for ΣPR is given in (19).

A major conclusion is that the MSE convergence rate can be improved to E[∥θPR
n − θ∗∥2] = O(1/n), far

faster than achieved without averaging if ρ ∈ [0, 1). However, there is general theory only for the limited
range ρ ∈ (1/2, 1). Recent success stories for ρ = 0 may be found in the literature review.

The major technical goal of this paper is to extend SA theory to the full range of possible ρ. The main
results have surprising consequences to step-size selection in practice. We first recall the motivation for
choosing ρ = 0.

Argument for constant step-size. There is intuition based on the noise-free recursion defined by xn+1 =
xn + αn+1

sf(xn), n ≥ 0, an Euler approximation of the mean flow,

d
dtϑt =

sf(ϑt) (5)

Under the assumptions of this paper, the solutions to the mean flow converge to θ∗ with exponential rate of
convergence. We also have xn → θ∗ geometrically fast, provided that ρ = 0 and αn ≡ α0 is chosen sufficiently
small.

It is true that transients in the parameter error will show a similar decay rate for the corresponding SA
recursion. This is seen by expressing (2) as a noisy Euler approximation of the mean flow:

θn+1 = θn + αn+1[ sf(θn) + ∆n+1] , n ≥ 0 (6)

with ∆n+1 = f(θn,Φn+1) − sf(θn). In proofs of convergence as well as convergence rates for SA, an
approximation of the form θn ≈ ϑtn is obtained, in which tn =

∑n
k=1 αk. For fixed step-size the convergence

ϑtn → θ∗ holds geometrically quickly. For vanishing step-size with 0 < ρ < 1 we have tn ≈ α0n
1−ρ/(1− ρ),

so that the convergence rate is not geometric, but it remains very fast.
Of course, the approximation θn ≈ ϑtn is valid only for a limited range of n—eventually noise dominates

the rate of convergence.
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Argument for vanishing step-size. The CLT tells us that the rate of convergence of the MSE can be no faster
than O(1/n), far slower than anticipated by the mean flow approximation.

A larger problem is due to bias. For linear SA, this paper obtains the the following for ρ ∈ (0, 1):

θPR

n = θ∗ + αnβn + 1√
n
Zn

E[∥θPR

n − θ∗∥2] = α2
n∥βn∥2 + 1

nE[∥Zn∥2]
(7)

in which {βn} is a deterministic sequence, convergent to an identified value βθ, and {Zn} is a zero-mean
stochastic process satisfying Cov(Zn) → ΣPR as n→ ∞. Consequently, if ρ < 1/2 and βθ ≠ 0, then the MSE
is dominated by α2

n ≫ 1/n.
A compatible bound is also obtained in the present paper for the general (nonlinear) SA recursion:

E[∥θPR

n − θ∗∥2] ≤ b2.2 max(α2
n, 1/n) , ρ ∈ (0, 1) (8)

This bound was previously obtained in [5] in the classical regime ρ ∈ (1/2, 1). Under similar assumptions to
the present paper they obtain:

lim
n→∞

nE[∥θPR

n − θ∗∥2] = tr (ΣPR) , ρ ∈ (1/2, 1) (9)

Contributions: The main technical contributions are differentiated by the assumptions on the “noise”
∆ = {∆k : k ≥ 1}. MD: it is a martingale difference sequence, AD (additive): ∆n+1 does not depend upon
θn, and MU (multiplicative): the general setting.

In the MD setting, ∆n+1 may or may not depend upon θn. For example, the MD assumption holds when
Φ is i.i.d.. Another example of MD is Q-learning in the tabular setting [36, 28], or using split sampling [7].

The additive noise case is typical in optimization where f(θn,Φn+1) = −∇L (θn) + ∆n+1, in which
L : Rd → R is a loss function to be minimized, and ∆ is a zero-mean sequence (often i.i.d.).

(i) Lp moment bounds : for any p ≥ 1 there exists a constant b2.2 depending on p, ρ, and the initial condition
such that for each n ≥ 1,

E[∥θn − θ∗∥p] ≤ b2.2αp/2
n (10)

(ii) Convergence and target bias : The estimates {θn} converge to θ∗ with probability one. Moreover, the
rate of convergence of the average target bias is identified: for a constant sΥ∗ ∈ Rd,

lim
N→∞

1

αN+1
E
[ 1

N

N∑
k=1

sf(θk)
]
=

1

1− ρ
sΥ∗ , ρ ∈ (0, 2/3) (11)

in which sΥ∗ is nonzero only in the MU setting. A representation for sΥ∗ is given in Appendix E.

(iii) Convergence rate: The MSE bound (8) is established.
We are not aware of prior work establishing almost sure convergence or the MSE bound (8) for ρ ∈ (0, 1/2]

even in the MD setting.
The sharpest results are obtained for linear SA,

f(θn,Φn+1) = An+1θn − bn+1 (12)

in which the matrix An and vector bn are fixed functions of Φn for each n. We are in the AD setting if and
only if An = A∗ for each n.

(iv) The approximation (7) is established, so that PR averaging achieves the optimal asymptotic covariance
for any ρ ∈ (0, 1).

Takeaway for the practitioner : The Introduction leaves open who is the winner: those who advocate
ρ = 0, or those advocating vanishing step-size with ρ ∈ (1/2, 1). There are no winners.

• If your application falls in the MD or AD settings, such as typical implementations of stochastic gradient
descent, then it is sensible to take a small value of ρ. The new theory in this paper demonstrates that in this
case E[∥θPR

n − θ∗∥2] = O(1/n), because the bias converges rapidly: βn → 0 faster than O(n−D) for any D ≥ 1.
However, there is no theory in this paper that suggests ρ = 0 will give better performance, or adapted

non-vanishing step-size such as proposed as part of ADAM [18]. Moreover, constant gain algorithms present
the challenge of choosing α0 > 0 for stability; no such challenge presents itself for ρ ∈ (0, 1).
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• If your application falls into the class MU then E[∥θPR
n − θ∗∥2] = O(∥βθ∥2α2

n). The value of ∥βθ∥2 may be
large, as illustrated in numerical experiments.

Examples of the MU setting abound in reinforcement learning. In particular, TD-learning with linear
function approximation is an example of linear SA with Markovian noise.

New approach to analysis: Establishing convergence rates for SA with Markovian noise often begins with
the noise decomposition of Métivier and Priouret [27]:

∆k+1 = Wk+2 − Tk+2 + Tk+1 − αk+1Υk+2 (13)

in which {Wk+2} is a martingale difference sequence and {Tk+2 − Tk+1} is a telescoping sequence.
The results of the present paper also rely on a noise decomposition, introduced here for the first time:

∆k+1 = (−αk+1)
m+1Υ•

k+2 +W•
k+2 − T •

k+2 +R•
k+1 + αk+1[Ḡk+1θ̃k − ūk+1] (14)

where {W•
k+2} is a martingale difference sequence, {Υ•

k+2} is a stochastic process with bounded Lp moments
(uniform in k for each m), and the deterministic sequence of matrices {Ḡk+1} and vectors {ūk+1} are
convergent. The sequence {T •

k+1 − R•
k+1} vanishes in Lp at rate αk+1/k so that {−T •

k+2 + R•
k+1} is

approximately telescoping.
This decomposition is crucial in establishing optimality of the asymptotic covariance of {θPR

n }. First,
for any given ρ we may choose m so that (αk+1)

m+1 ≤ (α0)
m/k, so that the first term is insignificant in

covariance calculations. Second, a constant such as ūk+1 does not change the covariance. Finally, the term
αk+1Ḡk+1θ̃k may be interpreted as a vanishing perturbation of the linear dynamics. It is shown that such
perturbations do not impact the asymptotic covariance—see Thm. 2.4.

1.1 Literature Survey

Asymptotic Statistics The optimal asymptotic covariance ΣPR was first introduced in the 1950’s for the
scalar algorithm [9]. The use of averaging to achieve this lower bound appeared much later in [31, 32, 33] for
general SA recursions with ρ ∈ (1/2, 1) and {∆k} a martingale difference sequence (this is case MD in the
present paper). Under these stronger assumptions on ∆, [32] provides a treatment of the regime ρ ∈ (0, 1) for
linear SA, obtaining the following conclusions for PR-averaged estimates: optimality of the CLT covariance,
optimal MSE rates and almost sure convergence to θ∗.

In applications to optimization it is more common to take ρ = 0 [2, 37, 15, 26]. The general constant step-
size algorithm with averaging is considered in [30, 12] for linear SA, where it is shown that the estimates {θPR

N}
are convergent to θ∗ and that the convergence rate is approximately optimal in a mean-square sense. Finite-n
bounds are also obtained. It is assumed in [30] that Φ is i.i.d. (independent and identically distributed),
which implies the MD setting of the present paper. The paper [12] goes far further, allowing for Φ uniformly
geometrically ergodic, obtaining Lp bounds on the estimation error, and improving upon the bounds of [30]
in the MD setting. We are not aware of extensions beyond the linear setting.

In broader generality, the articles [23, 14, 24] show that the PR-averaging cannot eliminate the bias
induced by memory of the “noise” in the algorithm in the MU setting. The assumptions in [24] are more
closely related to the present paper, in which the following bias representation was obtained for linear SA: for
a constant vector sΥ∗ ∈ Rd and αn ≡ α0,

lim
N→∞

E[θPR

N ] = θ∗ + α0[A
∗]−1

sΥ∗ +O(α2
0) (15)

See [1] for generalization to SA in which the transition kernel for Φ is parameter dependent.
Moreover, the CLT covariance lower bound ΣPR is generally not achieved in fixed step-size algorithms

with averaging even for linear SA in any of the noise settings [30, 24]. In the general MU case, it admits the
following approximation [24]: for a matrix Z ∈ Rd×d, limN→∞NCov(θ̃PR

N ) = ΣPR − α0Z +O(α2
0).

In the theory of reinforcement learning the value ρ = 1 is often adopted, as in the original formulation of
Q-learning by Watkins [35]; it was discovered in [10, 38] that this choice will result in poor convergence rate
unless α0 is chosen sufficiently large.

Finite-Time Bounds Finite-n bounds on mean square error in a Markovian setting appeared within the
context of TD learning in [4]. General linear SA recursions are studied in [34], followed by [8] which focused
in nonlinear recursions.
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The work [8] is most closely related to the present work because they also allow for vanishing stepsize of
the form αn = α0n

−ρ. The standard SA recursion (2) is considered in [8], of the form

f(θn,Φn+1) = F (θn, Xn+1) +W0
k+1 (16)

where {Xn} is a Markov chain on a state space X with transition kernel P , and {W0
n} a martingale difference

sequence satisfying the standard assumptions of the SA literature [6]. It is assumed that {Xn} is uniformly
ergodic [29]: there is a unique invariant measure π and fixed constants R < ∞ and ϱ < 1 such that
∥Pn(x, · )− π( · )∥TV ≤ Rϱn.

In addition, it is assumed that V (θ) = 1
2∥θ− θ∗∥2 serves as a Lyapunov function for the mean flow, in the

sense that the following holds, for some c0 > 0 and all θ:

∇V (θ) · sf(θ) ≤ −c0V (θ) (17a)

Under these assumptions, the mean square error bound is of the form

E[∥θ̃n∥2] ≤ K[log
(
n/α0

)
+ 1]αn + εn , K = L

1

c0
max

{
1,

log(R/ϱ)

log(1/ϱ)

}
(17b)

in which {εn} vanishes quickly, similar to the bound on the right hand side of (20a). The constant L takes
the form L = 520(Lf̄ + σ2

W0)2α0(∥θ∗∥+ 1)2, where Lf̄ is the Lipschitz constant for sf and σ2
W0 is a constant

depending upon the variance of W0
k+1.

The present paper complements [8], in that the slow convergence for ρ < 1/2 is explained by the large
bias in this regime when there is multiplicative noise—see (20b). Prior to the present paper, it might have
been expected that (17b) could be improved using PR-averaging. The bias formula (20b) also tells us that
the bound (17b) is loose due to the log(n) coefficient, but this may be a necessary price for such an elegant
upper bound.

Organization: The paper is organized into three additional sections. Section 2 introduces the assumptions
that are imposed throughout the paper, followed by contributions (i)–(iv). Section 3 illustrates the theory in
Section 2 through a numerical experiment. Conclusions and directions for future research are included in
Section 4. Technical proofs of the main results in Section 2 are contained on the Appendix.

2 Main results

2.1 Assumptions

It is assumed that Φ := {Φn : n ≥ 0} is an aperiodic, ψ-irreducible Markov chain on a general state space X
and with transition kernel P . See [29] for precise definitions of aperiodicity and ψ-ireducibility. It admits an
unique invariant measure π, so that sf(θ) = Eπ[f(θ,Φk)], where the subscript π denotes the expectation is
taken in steady state: Φk ∼ π for each k.

The joint parameter-disturbance process is expressed as Ψ := {Ψn = (θn,Φn+1) : n ≥ 0}. Any functions
g : X → Rd, h : Rd × X → Rd are assumed to be measurable with respect to the Borel sigma-algebra B(X)
and B(Rd × X), respectively.

The following additional assumptions are imposed throughout the paper:

(A1) The SA recursion (2) is considered with {αn} of the form αn = α0n
−ρ with ρ ∈ (0, 1) and α0 > 0.

(A2) There exists a function L : X → R satisfying, for all x ∈ X and θ, θ′ ∈ Rd,

∥f(θ, x)− f(θ′, x)∥ ≤ L(x)∥θ − θ′∥
∥f(0, x)∥ ≤ L(x)

(A3) The mean flow ODE (5) is globally asymptotically stable with unique equilibrium θ∗ ∈ Rd and the
scaled vector field sf∞(θ) := limc→∞

1
cf(cθ) exists for each θ ∈ Rd. Moreover, the ODE@∞ [7],

d
dtϑ

∞
t = sf∞(ϑ∞t )

is globally asymptotically stable.
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(A4) The Markov chain Φ satisfies (DV3):

For functions V : X → R+, W : X → [1,∞), a small set C, b > 0 and all x ∈ X,

E
[
exp

(
V (Φk+1)

)
| Φk = x

]
≤ exp

(
V (x)−W (x) + b1C(x)

)
 (DV3)

In addition, for each r > 0,

SW (r) := {x :W (x) ≤ r} is either small or empty, sup{V (x) : x ∈ SW (r)} <∞ ,

lim
n→∞

(
sup

{ L(x)

W (x)
:W (x) ≥ n

})
= 0 (18)

(A5) sf : Rd → Rd is continuously differentiable in θ, and the Jacobian matrix Ā = ∂ sf is uniformly bounded
and uniformly Lipschitz continuous with Lipschitz constant LA. Moreover, A∗ := Ā(θ∗) is Hurwitz.

The bound (DV3) in (A4) implies geometric ergodicity of Φ [21]. Moreover, assumptions (A2), (A3), and
(A5) imply exponential asymptotic stability of (5)[23].

Proposition 2.1. Under (A2), (A3), and (A5), the ODE (5) is exponentially asymptotically stable: for
positive constants b2.1 and ϱ2.1, and any initial condition ϑ0 ∈ Rd, ∥ϑt − θ∗∥ ≤ b2.1∥ϑ0 − θ∗∥ exp(−ϱ2.1t),
t > 0. ⊓⊔

2.2 General Stochastic Approximation

Moment bounds of the form (10) for general nonlinear SA recursions (2) with Markovian noise are established
in [5] for p = 4 under slightly weaker assumptions as in the present paper. In particular, the authors consider
a relaxation of the condition (18) in (A4) (see Section 2.2 for more details). However, this prior work concerns
the ρ ∈ (1/2, 1) regime for vanishing step-size algorithms. An extension to constant step-size is presented in
[24] where L4 moment bounds on estimation error are also established.

Similar arguments as the ones used in these prior works can be used to establish moment bounds in the
setting of this paper. Under (A4), we obtain bounds of the form (10) for arbitrary p, which in turn imply
contributions (ii) and (iii).

Theorem 2.2. Suppose (A1)–(A4) hold. Then, for each ρ ∈ (0, 1),

(i) There exists b2.2 <∞ depending upon Ψ0 and ρ such that (10) holds.

(ii) The sequence of estimates converges to θ∗ for each initial condition θ0 ∈ Rd with probability one:

θn
a.s.→ θ∗.

If in addition (A5) holds,

(iii) There exists b2.2 depending upon Ψ0 and ρ such that (8) holds.

(iv) The representation for the average target bias in (11) holds. Moreover, the right hand side of (11) is
zero outside of the MU setting.

The proofs of part (i) and (ii) of Thm. 2.2 are given at the end of Appendix B, while parts (iii) and (iv)
are proven in Appendix C.

Thm. 2.2 (iv) hints at a deeper connection between performance of slowly vanishing and constant step-size
algorithms. See Thm. 2.4 for a bias representation entirely analogous to (15) for linear SA, which is obtained
as a consequence of (11).

Recall from Section 1.1 that Lp moment bounds and almost sure convergence were never established in
prior work for ρ ∈ (0, 1/2], in any of the noise settings. Convergence has been established in only one special
case: linear SA with PR-averaging in the MD setting [32].

With Thm. 2.2 in hand, it is straightforward to relax the linearity assumption, and convergence does not
require averaging:

Corollary 2.3. Suppose the assumptions of Thm. 2.2 hold. Suppose moreover that {∆n+1} is a martingale
difference sequence and there is a constant σ∆ > 0 such that

E[∥∆n+1∥2|Fn] ≤ σ2
∆(1 + ∥θn∥2) , n ≥ 0

where Fn := σ(θ0,Φ1, · · · ,Φn). Then, for each ρ ∈ (0, 1), parts (i)–(iv) of Thm. 2.2 hold.

The proof of Corollary 2.3 is postponed to the end of Appendix C.
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2.3 Linear Stochastic Approximation

This section concerns asymptotic statistics for linear SA recursions of the form (12). In the general MU
setting, it is assumed that An+1 = Eπ[A(Φn+1)] = A∗ and bn+1 = Eπ[b(Φn+1)] = b. Recall that An = A∗ for
each n when the noise is AD. The mean vector field takes the form sf(θ) = A∗(θ − θ∗) with θ∗ = [A∗]−1b.

The optimal asymptotic covariance ΣPR is defined as follows:

ΣPR :=GΣW∗G⊺ (19)

where G = [A∗]−1 and ΣW∗ is the asymptotic covariance matrix of the martingale difference sequence {W∗
k},

depending only on the “noise” Φ. See (40) in Appendix C for a precise definition of W∗ in terms of algorithms
primitives.

Theorem 2.4. Suppose (A1)–(A5) hold for SA recursions of the form (12). Then, for each ρ ∈ (0, 1),

(i) If the noise is AD, there exist b2.4, ϱ2.4 and nb > 0 sufficiently large such that

∥E[θ̃n]∥ ≤ b2.4 exp(−ϱ2.4(τ bn − τ bnb
)) (20a)

in which τ bn = α0(1 + (1− ρ)−1[n1−ρ − 1]).

(ii) If the noise is MU and ρ ∈ (0, 2/3), there exists a vector βθ ∈ Rd such that

lim
n→∞

1

αn+1
E[θ̃PR

n ] = βθ , θ̃PR := θPR − θ∗ (20b)

(iii) For any of the three noise settings (including MU), limn→∞ nCov(θPR
n ) = ΣPR

The asymptotic bias in (20b) may be expressed βθ = (1− ρ)−1[A∗]−1
sΥ∗, in which a representation for

sΥ∗ is given in Appendix E.
The limits in eqs. (20a) and (20b) come with error bounds:

Theorem 2.5. Under the assumptions of Thm. 2.4 we have the following representations: for a constant b2.5

depending upon Ψ0 and ρ,

(i)

E[θ̃PR

n ] = αn+1βθ + εβn , ∥εβn∥ ≤

{
b2.5n−3ρ/2 ρ ≤ 1/2

b2.5nρ/2−1 ρ > 1/2
(21a)

(ii) Denoting σPR :=
√

tr (ΣPR),

∥θ̃PR

n ∥2 ≤ αn+1∥βθ∥+ 1√
n
σPR + εσn , |εσn| ≤

{
b2.5n−3ρ/2 ρ ≤ 3/7

b2.5n−(3−ρ)/4 ρ > 3/7
(21b)

Consequently, if ∥βθ∥ is non-zero, then the MSE ∥θ̃PR
n ∥22 converges to zero at the optimal rate 1/n if and only

if ρ > 1/2.

The proof of parts (i) and (ii) of Thm. 2.4 are given at the end of Appendix E.1. A proof of (iii) for the
AD setting can be found at the start of Appendix E.2, while the proof for the MU setting is given at the end
of Appendix E.2. Thm. 2.5 is obtained by identifying the dominant error terms in Thm. 2.4.

3 Numerical Experiments

The numerical experiments contained in this section aim to illustrate the general theory, focusing on a simple
linear model for which the asymptotic bias and covariance are easily computed.

An instance of the recursion (12) is considered in which {Φk} evolves on X = {0, 1}, with transition matrix

P =

[
a 1− a

1− a a

]
where a ∈ (0, 1). The Markov chain is reversible, with uniform invariant distribution

8



π. Moreover, it satisfies the assumptions of [8]: it is uniformly ergodic and its rate of convergence can be
identified: ∥Pn(x, · )− π( · )∥TV ≤ Rϱn with R = 1/2 and ϱ = 2a− 1.

For a pair of matrices and a pair of vectors A0, A1 ∈ Rd×d and b0, b1 ∈ Rd, we have (12) with

Ak+1 = ΦkA
1 + (1− Φk)A

0 bk+1 = Φkb
1 + (1− Φk)b

0 (22a)

Since π is uniform, the mean flow vector field is

sf(θ) = A∗θ − b with A∗ = 1
2 (A

0 +A1) , b = 1
2 (b

0 + b1) (22b)

Closed-form expressions for the terms in Thm. 2.4 are summarized in the following.

Lemma 3.1. For 0 < a < 1 the asymptotic statistics of the linear model are computable, with

(i) Asymptotic bias (20b):

βθ =
1

1− ρ
[A∗]−1

sΥ∗ with sΥ∗ =
(2a− 1)

4(1− a)
(A1 −A0)(A0θ∗ − b0) (23)

(ii) Optimal asymptotic covariance (19): ΣPR =
a

1− a
(A0θ∗)(A0θ∗)⊺.

0.15 0.3 0.45 0.750.6 0.9

50

100
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101

100
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10-2

10-3

Figure 1: Empirical and theoretical mean and variance.

The proof of Lemma 3.1 is postponed to Ap-
pendix F

Setup: In the experiments surveyed here, the linear
SA recursion (12) using (22a) was simulated with
a ∈ {0.3, 0.5, 0.7} and

A0 = 2

[
−2 0
1 −2

]
, b0 =

[
0
0

]
A1 = 2

[
1 0
−1 1

]
, b1 = −2

[
1
1

] (24)

so that sf(θ) = A∗θ − 1
2b

1 with A∗ = −I and θ∗ =
− 1

2b
1.
Several choices of step-size were considered, in

which αn = α0n
−ρ with α0 = 0.5 and ρ ∈

{0.15, 0.3, 0.45, 0.6, 0.75, 0.9}. For each value of ρ,
M = 300 independent experiments were carried out
for a time horizon of N = 3× 105 with initial condi-
tions {θi0 : 1 ≤ i ≤M} sampled independently from N(θ∗, 25I).

After obtaining the sequence of estimates {θin} for the ith experiment, PR-averaging was applied with

N0 = 2× 103 to compute {θ̃PR
n

i
: n > N0}.

Results: The empirical mean and variance were calculated for the final PR-averaged estimates θPR

N
i across

all independent runs and are plotted as functions of ρ in Fig. 1 for the special case a = 0.7. Also plotted in
this figure are their associated theoretical optimal values obtained from Thm. 2.4. Results for the remaining
choices of a are displayed in Figs. 3 and 4 in Appendix F. We see that the empirical mean and covariance are
near optimal for ρ ∈ {0.45, 0.6, 0.75}.
Small-ρ regime. Problems are observed for small ρ as expected in view of (21b) since βθ ̸= 0 (see (23)).
Moreover, for small ρ > 0 there is a need for a longer run time because the step-size vanishes so slowly. For
example, when ρ = 0.15 we have that αN ≈ 0.09 and if the same experiments were carried out with αn ≡ αN

for all n, one could not expect optimality of the asymptotic covariance based upon theory in [24, 30].

9



Large-ρ regime. Also observed in Fig. 1 is poor solidarity with theory for ρ ∼ 1. This is predicted by Thm. 2.5
since the error terms εβn , ε

σ
n converge to zero at rate n−(3−ρ)/4 ≈ n−1/2 when ρ ≈ 1.

Performance without averaging. Shown on the left hand side of Fig. 2 is a plot of the approximation
for the MSE {∥θ̃n∥22}, along with the finite-n bounds (17b). See Appendix F for details on how each of the
terms in (17b) were identified for this example. The bound is very loose even though the maximum in (17b)
defining K is equal to unity. However, remember that the bound of [8] is universal, over all nonlinear SA
algorithms with common values of K.

Averaging. The plots on the right hand side of Fig. 2 show an approximation for the MSE {∥θ̃PR
n ∥22}, along

with the approximate MSE obtained from Thm. 2.5 (obtained by dropping the error term εσn in (21b)). The
approximation is surprisingly tight over the entire run.
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Figure 2: Comparison between empirical and theoretical mean squared error with and without PR averaging.

4 Conclusions

The condition ρ > 1/2 is imposed in classical treatments of stochastic approximation because of the standard
requirements,

∞∑
n=1

αn = ∞ ,
∞∑

n=1

α2
n <∞ ,

in which the first condition is essential for sufficient exploration. In the standard ODE approximation
approach to convergence, the second condition is essential in analysis to bound the impact of noise in the SA
recursion. This paper establishes convergence for the entire range of ρ ∈ (0, 1) based on an entirely new proof
technique, in which the first step is establishing convergence rates in Lp for any p. This is also the first paper
to quantify the impact of bias when ρ < 1.

It is worth repeating that the implications for the practitioner depend on the setting:

◦ In the MD or AD settings, any value of ρ ∈ (0, 1) will achieve the optimal rate of convergence of the MSE
(that is, O(1/n)).

◦ If the noise is multiplicative (MU setting), then ρ > 1/2 is required to achieve the optimal rate of
convergence.

There are several paths for additional research:

• It is known that limn→∞ nE[∥θPR
n − θ∗∥2] = tr (ΣPR) for ρ ∈ (1/2, 1) for nonlinear SA, even if sΥ∗ ̸= 0 [5].

Can this be extended to ρ ∈ (0, 1/2] when sΥ∗ = 0? Can a version of (7) be established outside of the linear
setting when sΥ∗ ̸= 0?

• In applications to reinforcement learning and gradient-free optimization, the “noise” Φ is designed by
the user for the purpose of “exploration”. Recent success stories show that it is possible to select Φ so that
tr (ΣPR) and sΥ∗ are minimized for a deterministic version of SA known as quasi-stochastic approximation
[22, 25], but can these ideas be extended to the stochastic setting?

• Theory in non-convergent settings, such as in non-convex optimization, will require new performance
metrics.

• Although this paper focused on general single timescale SA algorithms, several algorithms of interest to
the machine learning research community are built upon the framework of two time-scale SA. One example
being actor-critic algorithms [20, 19]. SA in two timescales with Markovian noise has been studied before for
several special cases [17, 16, 39, 11], but can we extend these results to the setting of the present paper?
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Appendix

The following contains proofs of the main results and further details on numerical experiments.

More Notation: Recall that π is the invariant measure for the Markov chain Φ. For a measurable function
g on X we often write sg or π(g) for the mean

∫
g(x)π(x). The function g may be real- or vector-valued.

For any measurable function w : X → [1,∞), let Lw denote the set of all measurable functions g : X → R
satisfying

∥g∥w := sup
x∈X

1

w(x)
|g(x)| <∞

If π(w) is finite then so is π(|g|), and in this case we denote

g̃(x) = g(x)− sg , x ∈ X .

The function ĝ is said to be the solution to Poisson’s equation with forcing function g if it satisfies

E[ĝ(Φn+1)− ĝ(Φn) | Φn = x] = −g̃(x) , x ∈ X (25)

For a d-dimensional vector-valued random variable X and p ≥ 1, the Lp norm is denoted ∥X∥p =
(E[∥X∥p])1/p, and the Lp span norm ∥X∥p,s = min{∥X − c∥p : c ∈ Rd}. When p = 2 we have

∥X∥2,s =
√

tr (Cov(X)) (26a)

∥X∥22 = ∥X∥22,s + ∥E[X]∥2 (26b)

Any d× d positive definite matrix M defines a norm on Rd via ∥x∥2M = x⊺Mx for x ∈ Rd

A Noise Decomposition for General SA

The following results may be found in [29]: Part (i) of the following follows from Theorem 16.0.1, and (ii)
follows from Theorem 17.4.2. Part (iii) follows from Theorem 17.5.3 and the representation in (28) is (17.47)
of Section 17.4.3.

Theorem A.1. Suppose that Φ := {Φn : n ≥ 0} is an aperiodic, ψ-irreducible Markov chain satisfying
Assumption (A4). Then,

(i) Φ is v-uniformly ergodic with v = eV : there is ϱv ∈ (0, 1) and bv <∞ such that for any g ∈ Lv,∣∣Ex[g̃(Φk)]
∣∣ ≤ bv∥g∥vv(x)ϱkv

where the subscript x on the left hand side indicates that Φ0 = x.

(ii) If ∥g∥w <∞ with w = vδ and δ ≤ 1, then there is a solution to Poisson’s equation (25). Moreover,
∥ĝ∥w <∞ and the solution can be chosen so that π(ĝ) = 0.

(iii) If g : X → Rm satisfies g2i ∈ Lv for each i, then the m-dimensional stochastic process {Zg
n =

n−1/2
∑n

k=1 g̃(Φk) : n ≥ 1} converges in distribution to a Gaussian N(0,Σg
CLT) random variable, and the

second moment also converges:

lim
n→∞

E[Zg
n(Z

g
n)

⊺] = lim
n→∞

1

n
Cov

( n∑
k=1

g(Φk)
)
= Σg

CLT (27)

The m×m asymptotic covariance may be expressed in two equivalent forms:

• the sum of the auto-covariance matrices:

Σg
CLT :=

∞∑
k=−∞

Eπ[g̃(Φ0)g̃(Φk)
⊺]

in which {Φk : −∞ < k <∞} is a stationary version of the Markov chain.
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• In terms of solutions to Poisson’s equation (25):

Σg
CLT = Eπ[ĝ(Φ0)g̃(Φ0)

⊺] + Eπ[g̃(Φ0)ĝ(Φ0)
⊺]− Eπ[g̃(Φ0)g̃(Φ0)

⊺] (28)
⊓⊔

Poisson’s equation (25) is the key workhorse in establishing any of the main results in the present paper.
However, we require a slight extension of the definition (25): we are interested in solutions with forcing
functions of the form h : Rd × X → Rd. Solutions for the joint process Ψ will not be required, but instead we
obtain solutions for each θ. The following abuse of notation will be employed throughout the paper: ĥ is said
to be the solution to Poisson’s equation with forcing function h if it satisfies, for each fixed θ ∈ Rd,

E[ĥ(θ,Φn+1)− ĥ(θ,Φn) | Φn = x] = −h(θ, x) + h(θ) , x ∈ X (29)

This notation is also extended to matrix-valued functions.
The first important example is h = f that is part of the definition of the SA recursion. The following is a

companion to Thm. A.1 (iii).

Proposition A.2. Suppose that (A2) and (A4) hold. Then, f̂ : Rd × X → Rd exists solving (29) with forcing

function f , in which Eπ[f̂(θ,Φn)] = 0 for each θ ∈ Rd, and for a constant bf and all θ, θ′ ∈ Rd and x ∈ X:

∥f̂(θ, x)∥ ≤ bf
(
1 + V (x)

)[
1 + ∥θ∥

]
(30a)

∥f̂(θ, x)− f̂(θ′, x)∥ ≤ bf
(
1 + V (x)

)
∥θ − θ′∥ (30b)

Proof. Thm. A.1 (iii) cannot be applied because the bounds on f involve W rather than w = eδV .
An application of Jensen’s inequality implies the following bound under (DV3):

E
[
V (Φk+1) | Φk = x

]
≤ V (x)−W (x) + b1C(x) , x ∈ X .

The conclusion then follows from [13, Th. 2.3]. ⊓⊔

Corollary A.3. Suppose the assumptions of Prop. A.2 along with (A5). Then, Â : Rd×d × X → Rd×d exists

solving (29) with forcing function A, in which Eπ[Â(θ,Φn)] = 0 for each θ ∈ Rd, and for a constant bA and
all θ, θ′ ∈ Rd and x ∈ X:

∥Â(θ, x)∥F ≤ bA
(
1 + V (x)

)[
1 + ∥θ∥

]
(31a)

∥Â(θ, x)− Â(θ′, x)∥F ≤ bA
(
1 + V (x)

)
∥θ − θ′∥ (31b)

⊓⊔

Solutions to Poisson’s equation enable “whitening” of ∆ through the noise decomposition of Métivier and
Priouret [27],

Lemma A.4. Under (A2), the representation (13) holds with

Wk+2 := f̂(θk,Φk+2)− E[f̂(θk,Φk+2) | Fk+1] (32a)

Tk+1 := f̂(θk,Φk+1) (32b)

Υk+2 :=− 1

αk+1
[f̂(θk+1,Φk+2)− f̂(θk,Φk+2)] (32c)

⊓⊔

The sequence {Wn+2} is a martingale difference sequence and {Υk+2} is the major source of bias for

stochastic approximation with constant step-size [24]. When the noise is AD, f̂ is only a function of Φ, giving
Υ ≡ 0.
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B Moment Bounds

The standard ODE approximation of an SA recursion begins with the introduction of “sampling times” for
the mean flow (5): τk+1 = τk + αk+1, with τ0 = 0 [3, 6]. Then a fixed time horizon T > 0 is specified,
along with the sequence Tn+1 = min{τk : τk ≥ Tn + T} for n ≥ 0, initialized with T0 = 0. It follows that
the interval [Tn, Tn+1] satisfies T ≤ Tn+1 − Tn ≤ T + ᾱ for each n, where ᾱ := supk αk. We let mn denote

the integer satisfying Tn = τmn
, and {ϑ(n)t : t ≥ Tn} denote the solution to the mean flow with initial

condition ϑ
(n)
Tn

= θmn
. Convergence theory of SA proceeds by comparing {θk : mn ≤ k ≤ mn+1} and

{ϑ(n)τk : mn ≤ k ≤ mn+1}.
We establish moment bounds of the form (10) by extending the approach of [5], based on a Lyapunov

function of the form V(θ, x) = V◦(θ) + βV◦(θ)v+(x) in which β > 0, and

V◦(θ) = 1 + ∥θ∥p , v+(x) = E[exp(V (Φmn+1)) | Φmn
= x] .

A Lyapunov bound is obtained in the following:

Proposition B.1. Suppose the assumptions of Thm. 2.2 hold. Then for each ρ ∈ (0, 1) and p ≥ 1 there are
constants ϱ0 < 1, bν , and n0 ≥ 1 such that

E[V(θmn+1 ,Φmn+1) | Φmn ] ≤ ϱ0V(θmn ,Φmn) + bν , n ≥ n0 (33)

⊓⊔

A similar result appears in [5] with ρ ∈ (1/2, 1) and p = 4. In the following we explain how these
assumptions may be relaxed.

We first note that (A4) is far stronger than what is assumed in [5], in which (18) is relaxed to δL :=
|L|W := supx |L(x)|/W (x) <∞, and δL is assumed sufficiently small.

The assumption that δL is small may be gauranteed under (A4) by applying (18):

Lemma B.2. If (A4) holds, then for any δ0 > 0 there is r < ∞ such that (A4) holds with (V,Wr) using
Wr(x) := max{r,W (x)}, and

δL(r) := sup
x

1

Wr(x)
|L(x)| ≤ δ0

Throughout the Appendix, for given ρ ∈ (0, 1) we fix r ≥ 1, T > 0, and an integer p satisfying,

∥ϑt − θ∗∥ ≤ 1
2∥ϑ0 − θ∗∥ , t ≥ T , ϑ0 ∈ Rd (34a)

max(4, 2/ρ) ≤ p < pmax :=
1

δL(r)[T + 1]
(34b)

where in (34a), {ϑt : t ≥ 0} is a solution to the mean flow, and the bound holds for any initial condition ϑ0.
Since p, r are fixed we henceforth write δL (suppressing dependency on r).
The following is a simple corollary to [5, Prop. 12 (ii)], which considered only p = 4.

Lemma B.3. Suppose (A1)–(A4) hold. Then, the following bound holds for mn < k ≤ mn+1:

(1 + ∥θk∥)p ≤ 2p exp
(
pδL

mn+1∑
j=mn+1

αjW (Φj)
)
(1 + ∥θmn

∥)p (35)

⊓⊔

Bounds on the conditional expectation of the right hand side of (35) are obtained by applying Lemma B.4
that follows. The proof follows from Lemma B.2, combined with an obvious extension of [5, Prop. 3].

Lemma B.4. Under (A4) the following holds: for any n, any non-negative sequence {δk : 1 ≤ k ≤ n− 1}
satisfying

∑
δk ≤ 1 there is bv <∞ and δv > 0 such that

Ex

[
exp

(
V (Φn) + pδLT

n−1∑
k=0

δkW (Φk)
)]

≤ bv exp
(
V (x)− δvW (x)

)
, x ∈ X (36)
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The two lemmas combined with the Markov property imply the following under our standing assumption
(34b):

Lemma B.5. Under the assumptions of Lemma B.3, the following holds for some δv > 0, all n ≥ 0, and
mn < k ≤ mn+1:

E[exp
(
V (Φk+1)

)
(1 + ∥θk∥)p | Φmn+1] ≤ 2pbv(1 + ∥θmn

∥)p exp
(
V (Φmn+1)− δvW (Φmn

)
)

⊓⊔

[5, Lemma 11] establishes the following for p = 4. The simple proof is easily extended to general p ≥ 4
under (A4).

Lemma B.6. Under (A1)–(A4) there exists constants 0 < ϱB.6 < 1, bB.6 < ∞, and a deterministic and
vanishing sequence {EB.6

n : n ≥ ng} such that for all n ≥ ng,

E
[(
∥θmn+1

∥+ 1
)p | Φmn+1

]
≤

(
ϱB.6 + EB.6

n v(Φmn+1)
)(

1 + ∥θmn
∥
)p

+ bB.6. (37)

Proof of Prop. B.1. Lemma B.6 bounds the first term in the Lyapunov function V(θ, x) = V◦(θ)+βV◦(θ)v+(x)

E[V◦(θmn+1
) | Φmn

] ≤
(
ϱB.6 + EB.6

n v+(Φmn
)
)(

1 + ∥θmn
∥
)p

+ bB.6

≤
[
ϱB.1 + bB.1

2 EB.6

n v+(Φmn)
]
V◦(θmn) + bB.6 + bB.1

1 ,
(38a)

where ϱB.1 ∈ (ϱB.6, 1) is fixed, and then bB.1
1 = sup{V◦(θ) : ϱB.6(1 + ∥θ∥)p ≥ ϱB.1(1 + ∥θ∥p)}. The second

constant is the upper bound bB.1
2 = sup{(1 + x)p(1 + xp)−1 : x ≥ 0}.

To bound the second term in V we first apply the Markov property,

E[V◦(θmn+1
)v+(Φmn+1

) | Φmn
] = E[V◦(θmn+1

)v(Φmn+1+1) | Φmn
]

where v = eV . Lemma B.5 then gives a bound on the conditional mean of V(θ, x): for some finite constant
bB.1
3 ,

E[V◦(θmn+1)v+(Φmn+1)) | Φmn ] ≤ 2pbv(1 + ∥θmn∥)pv+(Φmn) exp
(
−δvW (Φmn)

)
≤ 2pbvb

B.1

2 V◦(θmn)v+(Φmn) exp
(
−δvW (Φmn)

)
≤ 1

2V
◦(θmn

)v+(Φmn
) + bB.1

3 V◦(θmn
)

(38b)

The proof of the proposition is completed on combining the bounds (38a), (38b) and choosing β > 0 so
that ϱ1 := βbB.1

3 + ϱB.1 < 1. The constant ϱ0 < 1 in (33) is ϱ0 = max(1/2, ϱ1). ⊓⊔

The following results are immediate from (33):

Corollary B.7. Under the assumptions of Thm. 2.2,

(i) sup
k≥0

E[∥θk + 1∥p exp(V (Φk+1))] <∞

(ii) there is bB.7 depending upon Ψ0 and ρ such that

sup
k≥0

∥Wk∥p ≤ bB.7 , sup
k≥0

∥Tk∥p ≤ bB.7 , sup
k≥0

∥Υk∥p ≤ bB.7

⊓⊔

Proof of parts (i) and (ii) of Thm. 2.2. With Corollary B.7 in hands, the proof of part (i) follows from the
same arguments as the ones used in the proof of [5, Lemma 16].

We now establish part (ii). In view of (10), and applying (34b), we have
∑∞

n=1 E[∥θ̃n∥p] <∞, implying

θ̃n
a.s.→ 0, by Fubini’s theorem. ⊓⊔
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C Asymptotic Statistics for General Stochastic Approximation

We begin this section with a representation for the sample-path target bias, obtained by averaging both sides
of (2) and applying the noise decomposition in Lemma A.4:

Lemma C.1. The following holds for the recursion (2),

1

N

N∑
k=1

sf(θk) =
1

N
(Sτ

N − S∆
N+1) (39a)

where Sτ
N =

∑N
k=1

1
αk+1

(θk+1 − θk) and

S∆
N+1 =

N∑
k=1

∆k+1 =MN+2 − TN+2 + T2 −
N∑

k=1

αk+1Υk+2 (39b)

in which {MN+2 :=
∑N

k=1 Wk+2 : N ≥ 1} is a martingale. ⊓⊔

The next two lemmas will be used repeatedly to establish several of the remaining results of the paper.

Lemma C.2 (Summation by Parts). For any two real-valued sequences {xn, yn : n ≥ 0} and integers
0 ≤ N0 < N ,

N∑
k=N0+1

xk(yk − yk−1) = xN+1yN − xN0+1yN0 −
N∑

k=N0+1

(xk+1 − xk)yk

⊓⊔

Lemma C.3. Under (A1) the following bounds hold: for a constant bC.3 <∞

(i)
N∑

k=1

∣∣∣ 1

αk+1
− 1

αk

∣∣∣√αk ≤ 2
√
α0
Nρ/2 + bC.3

(ii)

N∑
k=1

αk ≤ α0

1− ρ
N1−ρ + bC.3

(iii)
N∑

k=1

1

k + 1
≤ log(N + 1) + bC.3

⊓⊔

In order to obtain moment bounds for PR averaging, Lemma C.1 tells us we need to first analyze the right
hand side of (39a). Lemmas C.4 and C.5 establish moment bounds for Sτ as well as for each term in (39b).

Lemma C.4. Under the assumptions of Thm. 2.2, there is bC.4 depending upon Ψ0 and ρ such that the
following bounds hold

(i) ∥Sτ
N∥2 ≤ bC.4Nρ/2

(ii) ∥TN+2 − T2∥2 ≤ bC.4

(iii) ∥
∑N

k=1 αk+1Υk+2∥p ≤ bC.4N1−ρ

Proof. To prove part (i), we apply Lemma C.2, followed by the triangle inequality to obtain

∥Sτ
N∥2 =

∥∥∥ 1

αN+1
θ̃N+1 −

1

α2
θ̃1 −

N∑
k=1

( 1

αk+1
− 1

αk

)
θ̃k

∥∥∥
2

≤ 1

αN+1
∥θ̃N+1∥2 +

1

α2
∥θ̃1∥2 +

N∑
k=1

∣∣∣ 1

αk+1
− 1

αk

∣∣∣∥θ̃k∥2
17



Jensen’s inequality along with the bounds in Thm. 2.2 gives ∥θ̃n∥2 ≤ ∥θ̃n∥p ≤ b2.2
√
αn. An application of

part (i) of Lemma C.3 yields the final bound.
The result in part (ii) is implied directly from Corollary B.7 (ii) and the triangle inequality.
Part (iii) is obtained as follows:

∥∥∥ N∑
k=1

αk+1Υk+2

∥∥∥
p
≤

(
sup
k≥0

∥Υk+2∥p
) N∑

k=1

|αk+1|

and Corollary B.7 (ii) gives supk≥0 ∥Υk+2∥p ≤ bB.7. An application of part (ii) of Lemma C.3 finishes the
proof. ⊓⊔

The following notation is adopted to define parameter independent disturbance processes: let M∗
N+2 =∑N

k=1 W∗
n+2 with

W∗
n+2 := f̂(θ∗,Φk+2)− E[f̂(θ∗,Φk+2) | Fk+1] (40)

The above martingale difference sequence is the “noise” sequence defining the optimal asymptotic covariance
of SA (19).

Lemma C.5. Under the assumptions of Thm. 2.2, there is bC.5 depending upon Ψ0 and ρ such that the
following bounds hold

(i) ∥MN+2 −M∗
N+2∥2 ≤ bC.5N (1−ρ)/2

(ii) ∥M∗
N+2∥2 ≤ bC.5N1/2

Proof. For part (i) we use the martingale difference property to obtain

∥MN+2 −M∗
N+2∥22 =

∥∥∥ N∑
k=1

Wk+2 −W∗
k+2

∥∥∥2
2
=

N∑
k=1

∥Wk+2 −W∗
k+2∥22

From Prop. A.2 and Thm. 2.2, we have that ∥Wk+2 −W∗
k+2∥2 ≤ bA.2∥θ̃n∥22 ≤ bA.2b2.2αn for some constant

bC.5 depending upon Ψ0. An application of part (ii) of Lemma C.3 yields (i).
The proof of part (ii) follows similarly to (i): since {W∗

k+2} is a martingale difference sequence,

∥M∗
N+2∥22 =

N∑
k=1

∥W∗
k+2∥22 ≤ N

(
sup
k≥0

∥W∗
k+2∥22

)
≤ bB.7N

where the last bound is obtained from an application of Corollary B.7 (ii). ⊓⊔

We are now equipped to prove part (iii) of Thm. 2.2. Only the proof for the multiplicative (MU) noise
case is given. The result for when the noise is AD follows almost identically to the MU setting with the only
difference being that Υ ≡ 0, as explained after Lemma A.4.

Proof of part (iii) of Thm. 2.2. A Taylor series expansion of sf(θk) around θ
∗ gives

sf(θk) = sf(θ∗) +A∗(θk − θ∗) + ET
k (41a)

where under the assumptions of the theorem, the second order Taylor series expansion error ET admits the
upper bound:

∥ET
k ∥p ≤ LA∥θ̃k∥2p ≤ LAb

2.2αk (41b)

in which LA is the Lipschitz constant associated with Ā.
In view of (41), (39a) is equivalently expressed as

θPR

N − θ∗ = [A∗]−1 1

N

[
Sτ
N − S∆

N+1 +
N∑

k=1

ET
k +M∗

N+2 −M∗
N+2

]
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Taking L2 norms on both sides and applying the triangle inequality we obtain,

∥θ̃PR

N∥2 ≤ ∥[A∗]−1∥F
1

N

(
∥Sτ

N∥2 + ∥S∆
N+1 −M∗

N+2∥2 +
N∑

k=1

∥ET
k ∥2 + ∥M∗

N+2∥2
)

≤ ∥[A∗]−1∥F
1

N
(εaN + εbN + εcN )

in which ∥ · ∥F denotes the Frobenius norm and the identity (39b) gives

εaN = ∥Sτ
N∥2 + ∥MN+2 −M∗

N+2∥2 + ∥TN+2 + T2∥2

εbN =
∥∥∥ N∑

k=1

αk+1Υk+2

∥∥∥
2
+

N∑
k=1

∥ET
k ∥2

εcN = ∥M∗
N+2∥2

Lemmas C.4 and C.5 and (41b) yield the following bounds: for a constant b2.2 depending upon Ψ0 and ρ,

εaN ≤ b2.2 max {Nρ/2, N (1−ρ)/2} , εbN ≤ b2.2N1−ρ , εcN ≤ b2.2N1/2

The error is dominated by εbN when ρ < 1/2 and by εcN when ρ > 1/2, completing the proof. ⊓⊔

We conclude this section with a proof of the identity in (11) for the average target bias: let Â(θ, x) =

∂θf̂(θ, x) and

Υ∗
k+2 :=−Â(θ∗,Φk+2)f(θ

∗,Φk+1) , sΥ∗ = E[Υ∗
k+2] (42)

Lemma C.6. Suppose (A1)–(A5) hold. Then, for each ρ ∈ (0, 1) there is bC.6 depending upon Ψ0 and ρ,

(i) Υk+2 = −Â(θk,Φk+2)f(θk,Φk+1) + bC.6αk+1

(ii) ∥Υk+2 − Υ∗
k+2∥2 ≤ bC.6α

1/2
k+1

Proof. A Taylor series expansion of f̂ around θk gives for each k

f̂(θk+1,Φk+2)− f̂(θk,Φk+2) = Â(θk,Φk+2)(θk+1 − θk) + ET
k (43)

where ET denotes the approximation error. By the mean value theorem, there is θ◦ ∈ (θk, θk+1) such that

ET
k = [Â(θ◦,Φk+2)−Â(θk,Φk+2)](θk+1−θk). Corollary A.3 implies the upper bound: ∥E Â

k ∥2 ≤ bC.6∥θk+1−θk∥22
with bC.6 depending upon Ψ0 and ρ.

Using the identity (6) and Lipschitz continuity of sf , we obtain, through the triangle inequality,

∥θk+1 − θk∥2 = αk+1∥ sf(θk) + ∆k+1∥2 ≤ αk+1(Lf̄∥θ̃k∥2 + ∥∆k+1∥2) ≤ αk+1b
C.6

in which Lf̄ is the Lipschitz constant associated with sf and the last bound follows from (10) and Corol-
lary B.7 (ii), for a potentially larger bC.6.

Applying (2) to the right side of (43) completes the proof of part (i), in view of the definition of Υ in
(32c).

Part (ii) follows from Lipschitz continuity of Âf , (10) and part (i), via the triangle inequality. ⊓⊔

Proof of part (iv) of Thm. 2.2. The first step is to take expectations of both sides of (39a). From (13), we
obtain E[∆k+1] = E[−Tk+2 + Tk+1 − αk+1Υk+2], which in turn gives,

1

N

N∑
k=1

E[ sf(θk)] =
1

N

(
E[Sτ

N ] + E[TN+2 − T2] +
N∑

k=1

αk+1E[Υk+2]
)

Adding and subtracting 1
N

∑N
k=1 αk+1

sΥ∗ to the right side of the above equation with sΥ∗ defined in (42) yields

1

N

N∑
k=1

E[ sf(θk)] =
1

N

(
sΥ∗

N∑
k=1

[αk+1 + εak] + εbN

)
(44)
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in which
εak = αk+1E[Υk+2 − Υ∗

k+2]

εbN = E[Sτ
N ] + E[TN+2 − T2]

Bounds on the terms constituting εb are given by Lemma C.4 and are as follows:

∥E[Sτ
N ]∥ ≤ ∥Sτ

N∥2 ≤ bC.4Nρ/2

∥E[TN+2 − T2]∥ ≤ ∥TN+2 − T2∥2 ≤ bC.4
(45)

Consequently, ∥εbN∥ ≤ bC.4Nρ/2. A bound on εa is achieved from Lemma C.6:

∥εak∥ ≤ |αk+1|∥E[Υk+2 − Υ∗
k+2]∥ ≤ |αk+1|∥Υk+2 − Υ∗

k+2∥2 ≤ bC.6α
3/2
k+1

where the constants bC.4 and bC.6 depend upon Ψ0 and ρ.
Using the upper bounds for εa and εb, we apply Lemma C.3 (ii) to the right side of (44) and divide both

sides by αN+1 to obtain

1

αN+1

N∑
k=1

1

N
E[ sf(θk)] =

1

1− ρ
sΥ∗ + εcN (46)

in which
∥εcN∥ ≤ b2.4 max{N−ρ/2, N3ρ/2−1}

where b2.4 is a constant depending upon Ψ0 and ρ. The norm of εcN is dominated by εaN for ρ < 1/2 and by
εbN for ρ > 1/2. Moreover, εbN also dominates the target bias for ρ > 2/3.

Taking limits of both sides of the above equation yields (11) for ρ ∈ (0, 2/3).
⊓⊔

Proof of Corollary 2.3. Results for the MD case are immediate from analysis in the AD case since the noise
decomposition in Lemma A.4 is not needed: when the noise is MD, { 1

N S
∆
N} is analyzed using the same

arguments as the ones used for the stochastic process { 1
NMN+2} in the AD case. ⊓⊔

D Noise Decomposition for Linear SA

In general, the representation for ∆ in Lemma A.4 does not appear to be enough to obtain the asymptotic
covariance for recursions with multiplicative noise, and ρ < 1. Restricting to linear recursions allows us to
obtain the finer representation for ∆ in (14). This expression is obtained based on recursive decompositions

of stochastic processes that are affine in the parameter. One example is Υk+2 = −Âk+2Ak+1θk + Âk+2bk+1,
k ≥ 0 (recall (55a)).

The next two lemmas define the main steps in each recursion. The first considers a generalization of this
example, a stochastic process of the form G+

k+ℓ = Mk+ℓθk + γk+ℓ with matrix-valued stochastic process of

the form Mk+ℓ = M(Φk+ℓ
k+1) and vector-valued stochastic process γk+ℓ = γ(Φk+ℓ

k+1). In the special case of
Υk+2 we have ℓ = 2.

Lemma D.1. Consider the stochastic process G+
k+ℓ = Mk+ℓθk + γk+ℓ, with Mk+ℓ = M(Φk+ℓ

k+1) and γk+ℓ =

γ(Φk+ℓ
k+1). Suppose that M : Xℓ → Rd×d and γ : Xℓ → Rd satisfy for some bG+ <∞ and all xℓ1 ∈ Xℓ,

E[∥M(Φk+ℓ
k+1)∥

p
F + ∥γ(Φk+ℓ

k+1)∥
p | Φk = x] ≤ bG+v+(x)

Then,

G+
k+ℓ = WG+

k+ℓ +M+(Φk+1)θk + u+(Φk+1) ,

in which ∥M+(x)∥F + ∥u+(x)∥ ≤ bD.1v
1/p
+ (x) for any x, and {WG+

k+ℓ} is a martingale difference sequence
satisfying

E[∥WG+

k+ℓ∥
p
F | Ψk = z] ≤ bD.1V(z)

Proof. Let M+(x)θ + u+(x) = E[G+(θk,Φ
k+ℓ
k+1) | Ψk = z]. Then,

G+
k+ℓ = WG+

k+ℓ +M+(Φk+1)θk + u+(Φk+1)

with WG+

k+ℓ = G+
k+ℓ −M+(Φk+1)θk − u+(Φk+1). ⊓⊔
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The next result is more subtle as it relies on solutions to Poisson’s equation as in Lemma A.4. Its proof is
identical to the proof of (13).

Lemma D.2. Suppose the matrix valued function M : X → Rd×d and vector valued function u : X → Rd

defining G(Ψk) =M(Φk+1)θk + u(Φk+1) satisfy ∥M(x)∥F + ∥u(x)∥ ≤ bD.2v
1/p
+ (x), with respective means ĎM ,

ū, and let M̂ : X → Rd×d and û : X → Rd denote zero-mean solutions to Poisson’s equation (25):

E[M̂(Φn+1)− M̂(Φn) | Φn = x] =M(x)− ĎM E[û(Φn+1)− û(Φn) | Φn = x] = u(x)− ū

Then, denoting Ĝ(θ, x) = M̂(x)θ + û(x), we have for k ≥ 0,

G(Ψk) =M(Φk+1)θk + u(Φk+1)

= WG
k+2 − T G

k+2 + T G
k+1 − αk+1Υ

G
k+2 + Ḡ(θk)

(47)

where Ḡ(θk) = ĎMθk + ū, and for a constant bD.2 independent of Ψ0,

• {WG
k+2 := Ĝ(θk,Φk+2)− E[Ĝ(θk,Φk+2) | Fk+1]} is a martingale difference sequence satisfying E[∥WG

k+2∥p |
Ψk = z] ≤ bD.2V(z).
• T G

k+1 := Ĝ(θk,Φk+1) with E[∥T G
k+1∥p | Ψk = z] ≤ bD.2V(z).

• ΥG
k+2 :=− 1

αn+1
[Ĝ(θk+1,Φk+2)− Ĝ(θk,Φk+2)] with E[∥ΥG

k+2∥p | Ψk = z] ≤ bD.2V(z). ⊓⊔

Suppose we are in the setting of Lemma D.2 with G(Ψk) =M(Φk+1)θk + u(Φk+1) represented via (47),
and denote G+

k+2 = ΥG
k+2. We then apply Lemma D.1 to this stochastic process to obtain

G+
k+2 = WG+

k+2 +G+(Φk+1) , G+(Φk+1) :=M+(Φk+1)θk + u+(Φk+1) .

Consequently, the previous two lemmas imply the following:

Proposition D.3. Suppose the matrix valued function M : X → Rd×d and vector valued function u : X → Rd

satisfy ∥M(x)∥F + ∥u(x)∥ ≤ bD.2v
1/p
+ (x). Then,

G(Ψk) =M(Φk+1)θk + u(Φk+1)

= DG
k+2 − T G

k+2 + T G
k+1 − αk+1G

+(Ψk) + Ḡ(θk)
(48)

where for a constant bD.3 independent of Ψ0,

• {DG
k+2 :=WG

k+2−αk+1WG+

k+2} is a martingale difference sequence satisfying E[∥DG
k+2∥p | Ψk = z] ≤ bD.3V(z).

• There is a matrix valued function M+ : X → Rd×d and vector valued function u+ : X → Rd, with respective
steady-state means ĎM+, ū+ such that

G+(Ψk) =M+(Φk+1)θk + u+(Φk+1)

Ḡ+(θk) = ĎM+θk + ū+

with ∥M+(x)∥F + ∥ĎM+∥F + ∥u+(x)∥+ ∥ū+∥ ≤ bD.3v
1/p
+ (x)

(49)

Construction of the disturbance decomposition The representation in (14) is obtained by applying
Prop. D.3 recursively, to construct a sequence of stochastic processes of the form,

G(i)(Ψk) =M (i)(Φk+1)θk + u(i)(Φk+1) (50a)

= D(i)
k+2 − T (i)

k+2 + T (i)
k+1 − αk+1G

(i+1)(Ψk) + Ḡ(i)(θk) (50b)

where D(i)
k+2 :=W(i)

k+2 − αk+1WΥ(i)

k+2 . For each i, we denote

W(i)
k+2 = WG

k+2 , T (i)
k+1 = T G

k+1 , Υ
(i)
k+2 := ΥG

k+2 , WΥ(i)

k+2 :=WΥG

k+2 (50c)

in which these terms are defined as in Lemmas D.1 and D.2 with G(Ψk) = G(i)(Ψk) in application to the
first lemma and Gk+2 = ΥG

k+2 in application to the second.
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The recursion is initialized using

G(0)(Ψk) = f(Ψk) =M (0)(Φk+1)θk + u(0)(Φk+1)

Ḡ(0)(θk) = sf(θk) = ĎM (0)θk + ū(0)

where M (0)(Φk+1) = Ak+1 , u(0)(Φk+1) = −bk+1

ĎM (0) = A∗ , ū(0) = −b

The subsequent functions composing the sequence of affine functions {G(i)} in (50) are defined through
the following steps:

• For 1 ≤ i ≤ m − 1: Given M (i)(Φk+1) and u(i)(Φk+1) that define G(i)(Ψk) via (50a), apply Prop. D.3

with G(Ψk) = G(i)(Ψk) to obtain the terms {W(i)
k+2, T

(i)
k+2,WΥ(i)

k+2 , G
(i+1)(Ψk)} in (50b). In particular, the pair

{M+(Φk+1), u
+(Φk+1)} resulting from Prop. D.3 defines {M (i+1)(Φk+1), u

(i+1)(Φk+1)}.
• For i = m, Lemma D.2 is applied to (50a) one final time to generate {W(m)

k+2, T
(m)
k+2 ,Υ

(m)
k+2,WΥ(m)

k+2 } in (50c).

Proposition D.4. Subject to the assumptions of Thm. 2.4, and for any fixed m ≥ 1, the representation (14)
holds for each k ≥ 0. Moreover, the terms in (14) satisfy the following for a constant bD.4 depending upon Ψ0

and ρ:

(i) supk ∥Υ•
k+2∥2 ≤ bD.4

(ii) {W•
k+2 : k ≥ 0} is a martingale difference sequence satisfying supk ∥W•

k+2∥2 ≤ bD.4

(iii) supk ∥T •
k+1∥2 ≤ bD.4, and ∥T •

k+1 −R•
k+1∥2 ≤ bD.4αk+1/k for k ≥ 0

(iv) The deterministic sequences of matrices {Ḡk+1} and vectors {ūk+1} are convergent, and hence
uniformly bounded in k. Moreover,

∥αk+1Ḡk+1 − αkḠk∥F ≤ bD.4αk/k , k ≥ 1

The special case m = 0 yields (13) and W(0)
k+2 = Wk+2, T (0)

k+2 = Tk+2 in which {Wk} and {Tk} are defined in
(32).

Proof. Following the steps outlined after (50b), we obtain (14) in which,

W•
k+2 = −βm+1

k+1 WΥ(m)

k+2 +

m∑
i=0

βi
k+1D

(i)
k+2 Υ•

k+2 = Υ
(m)
k+2

αk+1Ḡk+1θ̃k =
m∑
i=1

βi
k+1

ĎM (i)θ̃k T •
k+2 =

m∑
i=0

βi
k+1T

(i)
k+2

αk+1ūk+1 = −
m∑
i=1

βi
k+1[ū

i + ĎM (i)θ∗] R•
k+1 = T •

k+1 +
m∑
i=0

(βi
k+1 − βi

k)T
(i)
k+1

(51)

where βi
k = (−αk)

i, {D(i)
k+2} is a martingale difference sequence as defined after (50b) and ĎM (i), ū(i) define

Ḡ(i)(θ) = ĎM (i)θ + ū(i) for each θ ∈ Rd and i.
The moment bounds in parts (i)–(iii) are immediate from the bounds given as results of Lemma D.2 and

Prop. D.3. The coupling between T •
k and R•

k in part (iii) is a consequence of the definitions in (51) and the
triangle inequality: for a constant bD.4 depending upon Ψ0 and ρ,

∥R•
k+1 − T •

k+1∥2 ≤
m∑
i=1

|βi
k+1 − βi

k|∥T
(i)
k+1∥2 ≤ bD.4N−1−ρ

The last bound holds since the term associated with i = 1 dominates.
It remains to prove (iv). For each θ, the following is immediate from the definitions in (51): limk→∞ Ḡk+1[θ−

θ∗]− ūk+1 = −Ḡ(1)(θ). Moreover, by the triangle inequality,

∥αk+1Ḡk+1 − αkḠk∥F ≤
m∑
i=1

|βi
k+1 − βi

k|∥ĎM (i)∥F ≤ bD.4N−1−ρ

⊓⊔
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Analogously to the definition of {W∗
k} in (40), we adopt the notation {W•∗

k ,D(i)∗
k+2,WΥ(m)∗

k+2 } to define
parameter independent disturbance processes. Moreover, we denote

HN+2 =
N∑

k=1

W•
k+2 , H∗

N+2 =
N∑

k=1

W•∗
k+2 (52)

We conclude this subsection by obtaining moment bounds on the terms defining {W•
k+2} in (51).

Lemma D.5. Suppose that the assumptions of Prop. D.4 hold. Then, if for fixed ρ ∈ (0, 1), if m in (14) is
chosen such that mρ > 1, then there exists bD.5 depending upon Ψ0 and ρ such that the following bounds hold:
for 0 ≤ i ≤ m:

(i) ∥
∑N

k=1 β
i
k+1(D

(i)
k+2 −D(i)∗

k+2)∥2 ≤ bD.5 max{N (1−[2i+1]ρ)/2,
√
log(N)}

(ii) ∥
∑N

k=1 β
i
k+1D

(i)∗
k+2∥2 ≤ bD.5 max{N (1−iρ)/2,

√
log(N)}

(iii) ∥
∑N

k=1 β
m+1
k+1 (WΥ(m)

k+2 −WΥ(m)∗

k+2 )∥2 ≤ bD.5(N (1−[2m+2]ρ)/2 + 1)

(iv) ∥
∑N

k=1 β
m+1
k+1 WΥ(m)∗

k+2 ∥2 ≤ bD.5(N (1−(m+1)ρ)/2 + 1)

Proof. Parts (i) and (ii) follow similarly to Lemma C.5: using the martingale difference property, we have
from Corollary B.7 (i) that there is a constant bD.5 depending upon Ψ0 and ρ such that

∥∥∥ N∑
k=1

βi
k+1(D

(i)
k+2 −D(i)∗

k+2)
∥∥∥2
2
=

N∑
k=1

|β2i
k+1|∥D

(i)
k+2 −D(i)∗

k+2∥
2
2 ≤

N∑
k=1

bD.5|β2i
k+1|∥θ̃n∥22

≤
N∑

k=1

bD.5 max{(k + 1)−(2i+1)ρ, (k + 1)−1}

∥∥∥ N∑
k=1

βi
k+1D

(i)∗
k+2

∥∥∥2
2
=

N∑
k=1

|βi
k+1|2∥D

(i)∗
k+2∥

2
2 ≤ bD.5

N∑
k=1

|β2i
k+1|

≤ bD.5

N∑
k=1

max{(k + 1)−2iρ, (k + 1)−1}

Thm. 2.2 and Lemma C.3 (ii) establish the final bounds for a potentially larger bD.5. The proof of parts (iii)
and (iv) is identical to the proof of (i) and (ii). ⊓⊔

The martingales {HN+2, H
∗
N+2} defined in (52) admit attractive bounds:

Corollary D.6. Under the assumptions of Lemma D.5, the following bounds hold for a constant bD.6 depending
upon Ψ0 and ρ:

∥HN+2 −H∗
N+2∥2 ≤ bD.6 max{N (1−ρ)/2,

√
log(N)}

⊓⊔

E Asymptotic Statistics for Linear Stochastic Approximation

In the special case of linear SA, obtaining a representation for the target bias directly translates to a bias
representation for PR averaged estimates because linearization of sf is no longer needed: sf(θ) = A∗θ̃. The
next lemma is a version of Lemma C.1 for PR averaging.

Lemma E.1. The following holds for the PR averaged estimate (12),

A∗θ̃PR

N =
1

N
(Sτ

N − S∆
N+1) (53)

where Sτ
N and S∆

N are defined exactly as in Lemma C.1. ⊓⊔
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E.1 Bias

We begin by analyzing bias within the AD noise setting.

Lemma E.2. Suppose that the sequence {νn} ⊆ Rd satisfies the recursion:

νn+1 = (I + αn+1A
∗)νn + αn+1εn+1 (54)

where A∗ is Hurwitz, {αn} is as defined by (A1) and {εn+1} is a deterministic sequence. Then, for a constant
bE.2 and nb > 0 sufficiently large,

∥νn+1∥M ≤ (1− bE.2 1
2αn+1)∥νn∥M + ∥εn+1∥M , n ≥ nb

in which M > 0 is the unique positive definite matrix solving the Lyapunov equation, [A∗]⊺M+M[A∗] = −I.

Proof. The triangle inequality gives

∥νn+1∥M ≤ ∥(I + αn+1A
∗)νn∥M + αn+1∥εn+1∥M

Letting λ1 and λd denote the eigenvalues of M with maximal and minimal real part, respectively, we obtain
the upper bound: for a constant bE.2 <∞,

∥(I + αn+1A
∗)νn∥2M = ν⊺

n(I + αn+1A
∗)⊺M(I + αn+1A

∗)νn

= ∥νn∥2M − αn+1∥βn∥2M + α2
n+1∥A∗βn∥2M

≤ ∥νn∥2M
(
1− 1

λ1
αn+1 + α2

n+1b
E.2
λ1
λd

)
Since M is positive definite, an application of the bound

√
1− δ ≤ 1− 1

2δ with δ < 1
λ1

completes the proof
for n ≥ nb with nb sufficiently large. ⊓⊔

Proof of part (i) of Thm. 2.4. Applying the identity sf(θ) = A∗θ̃ to (6), taking expectations of both sides
and rearranging terms gives

E[θ̃n+1] = (I + αn+1A
∗)E[θ̃n] + αn+1E[∆n+1]

An application of Lemma E.2 with νn = E[θ̃n] and εn = E[∆n], yields the contraction: for nb > 0 sufficiently
large

En+1 ≤ (1− bE.2 1
2αn+1)En + αn+1E∆

n , n ≥ nb

with En := ∥νn∥M , E∆
n := ∥εn∥M

By induction, we obtain the following upper bound: for each n ≥ nb,

En ≤ Ξn,nb
Enb

+

n∑
k=nb

αn−k
k Ξn,k+1E∆

n , Ξn,k :=

n∏
i=k

(1− bE.2 1
2αi+1)

Applying the bound (1 + δ) ≤ exp(δ) to the above identity with δ < Ξ gives, for a constant ϱ2.4,

En ≤ Enb
exp(−ϱ2.4(τ bn − τ bnb

)) +
n∑

k=nb

αn−k
k exp(−ϱ2.4(τ bn − τ bk+1))E∆

n

in which
n∑

k=1

αk ≤ τ bn := α0(1 + (1− ρ)−1[n1−ρ − 1]).

Since the noise is additive, (13) yields E[∆k] = E[−Tk+1 + Tk], in which Tk is only a function of Φk. The
drift condition (DV3) implies that E∆

n → 0 geometrically fast (see Thm. A.1 (i)), completing the proof. ⊓⊔

When f is affine in θ, the solutions f̂ to Poisson’s equation (29) with forcing function f takes the form

f̂(θ,Φ) = Â(Φ)θ + b̂(Φ). Consequently, Υk is affine in θ for each k:

Υk+2 = −Âk+2Ak+1θk + Âk+2bk+1 (55a)

Υ∗
k+2 = −Âk+2Ak+1θ

∗ + Âk+2bk+1 (55b)

We note that the definition for Υ∗ in (55b) is agrees with the general version in (42). Moreover, the expression
in (55b) is the same as the major contributor for bias in linear SA with constant step-size, that is, sΥ∗ in (15)
[24].
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Proof of part (ii) of Thm. 2.4. Taking expectations of both sides of (53), we obtain E[∆k+1] = E[−Tk+2 +
Tk+1 − αk+1Υk+2] from (13), yielding

A∗E[θ̃PR

N ] =
1

N

(
E[Sτ

N ] + E[TN+2 − T2] +
N∑

k=1

αk+1E[Υk+2]
)

The remainder of the proof consists of following the same steps as in the proof of Thm. 2.2 (iv) to obtain the
companion to (46):

E[θ̃PR

N ] = αN+1βθ + εβN , ∥εβN∥ ≤

{
b◦N−3ρ/2 ρ ≤ 1/2

b◦Nρ/2−1 ρ > 1/2
(56)

with βθ = (1−ρ)−1[A∗]−1
sΥ∗. Dividing both sides of the above equation by αN+1 and taking limits completes

the proof for ρ ∈ (0, 2/3). ⊓⊔

E.2 Asymptotic Covariance

The next lemma will prove itself useful in establishing asymptotic covariances for PR averaging,

Lemma E.3. Suppose that {VN} and {EN} are sequences of random variables such that ∥VN∥22 <∞ and
∥EN∥22 <∞. Then, the following approximation holds

Cov(VN + EN ) = Cov(VN ) + Σε
N

where Σε
N ≤ εNI with εN = 2∥VN∥2,s∥EN∥2,s + ∥EN∥22,s

⊓⊔

Proof of part (iii) of Thm. 2.4 for the AD settting. Adding and subtracting 1
NM

∗
N+2 to the right side of (53)

yields
θ̃PR

N = VN + EN

in which VN = [A∗]−1 1

N
M∗

N+2

EN = [A∗]−1 1

N
(Sτ

N − S∆
N+1 −M∗

N+2)

(57a)

The expression (39b) gives S∆
N+1 =MN+2 − TN+2 + T2 for the additive noise setting. Lemmas C.4 and C.5

result in the following upper bounds: for a constant b depending upon Ψ0 and ρ, ∥VN∥2 ≤ bN−1/2 and

∥EN∥2 ≤ ∥[A∗]−1∥F
1

N
(∥Sτ

N∥2 + ∥MN+2 −M∗
N+2∥2 + ∥TN+2 − T2∥2)

≤ bmax{N−(1+ρ)/2, N−(2−ρ)/2}
(57b)

Consequently, the L2 norm of EN is dominated by ∥Sτ
N∥2 for ρ > 1/2 and by ∥MN+2 −M∗

N+2∥2 when
ρ < 1/2.

In view of these bounds and the upper bound after (26b), we take covariances of both sides of (57a) and
apply Lemma E.3 to obtain

Cov(θ̃PR

N ) = Cov(VN + EN ) ≤ Cov(VN ) + εNI ,

εN ≤ b2.4 max{N−(2+ρ)/2, N−(3−ρ)/2}

where b2.4 = 3b2. By definition, M∗
N+2 =

∑N
i=1 W∗

k+2. Applying the martingale difference property, (27) gives

lim
N→∞

NCov(θ̃PR

N ) = lim
N→∞

NCov(VN ) = [A∗]−1ΣW∗ [A∗⊺]−1 (58)

⊓⊔

In view of Lemma E.1 and (14), the following representation for PR-averaged estimates is obtained:
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Proposition E.4. Under the assumptions of Prop. D.4, the following holds:

A∗θ̃PR

N = − 1

N
SA
N − 1

N
HN+2 −

1

N
JN+2 +

1

N
Su
N (59)

where {Su
N} is a deterministic sequence,

(i) {HN+2} is a martingale satisfying lim
N→∞

1

N
Cov(HN+2) = ΣW∗

(ii) For a constant bE.4 depending upon Ψ0 and ρ, and N ≥ 1,

∥SA
N∥2,s ≤ bE.4

[
1 +N1−ρ∥θ̃PR

N∥2,s +
N−1∑
k=1

k−ρ∥θ̃PR

k ∥2,s
]

(iii) If in addition, m = m(ρ) in (14) is chosen so that mρ > 1, then for N ≥ 1, ∥JN+2∥2 ≤ bE.4Nρ/2

Proof. Summing (14) from k = 1 to N and substituting it into (53) gives (59) in which

SA
N =

N∑
k=1

αk+1Ḡk+1θ̃k , Su
N =

N∑
k=1

αk+1ūk+1

JN+2 = −T •
N+2 + T •

2 − Sτ
N +

N∑
k=1

[(R•
k+1 − T •

k+1) + (−αk+1)
m+1Υ•

k+2]

We proceed with the proof of part (i). We have W(0)∗
k+2 = W∗

k+2 from Prop. D.4, which along with (14)

and the definition of {Hk} before Lemma D.5 gives the identity 1
NHN+2 = VN + EN , with VN = 1

NM
∗
N+2

and EN = E1
N + E2

N where

E1
N =

1

N
(HN+2 −H∗

N+2)

E2
N =

1

N

N∑
k=1

[ m∑
i=1

D(i)∗
k+2 − αk+1WΥ(0)∗

k+2 − βm+1
k+1 WΥ(m)∗

k+2

]
Moment bounds on VN are obtained exactly as it was done in the proof of Thm. 2.4 (iii) for the AD
setting, while bounds on E1

N follow from Prop. E.4 (i). They are of the form ∥VN∥2 ≤ bN−1/2 and

∥E1
N∥2 ≤ bmax{N−(1+ρ)/2,

√
log(N)/N}, in which b is a constant depending upon Ψ0 and ρ.

Moreover, similar arguments as the ones in Lemma D.5 (ii) and (iv) yield the following, for a potentially
larger b, ∥∥∥ N∑

k=1

m∑
i=1

D(i)∗
k+2

∥∥∥
2
≤ bmax{N (1−ρ)/2,

√
log(N)}∥∥∥βm+1

k+1 WΥ(m)∗

k+2

∥∥∥
2
≤ b(N (1−(m+1)ρ)/2 + 1)∥∥∥ N∑

k=1

αk+1WΥ(0)∗

k+2

∥∥∥
2
≤ bmax{N (1−ρ)/2,

√
log(N)}

where the first bound holds since the term associated with i = 1 dominates. This implies ∥E2
N∥2 ≤

3bmax{N−(1+ρ)/2,
√

log(N)/N}.
Then, Lemma E.3 and the upper bound after (26b) yield

Cov
( 1

N
HN+2

)
= Cov

(
VN + EN

)
≤ Cov(VN ) + εNI ,

εN ≤ b2.4 max{N−1−ρ, log(N)/N2}

where b2.4 = 15b2. Multiplying both sides of the above equation by N and taking limits completes the proof
for part (i):

lim
N→∞

1

N
Cov(HN+2) = lim

N→∞
NCov(VN ) = ΣW∗
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We now turn to the proof of part (ii). Writing θ̃k = kθ̃PR

k − (k − 1)θ̃PR

k−1 gives

SA
N =

N∑
k=1

αk+1Ḡk+1[kθ̃
PR

k − (k − 1)θ̃PR

k−1]

= αN+1ḠN+1Nθ̃
PR

N − α2Ḡ2θ̃
PR

1 −
N−1∑
k=1

(αk+1Ḡk+1 − αkḠk)kθ̃
PR

k

where the last equality was obtained through Lemma C.2.
Taking L2 span norms of both sides of the above equation and using the triangle inequality

∥SA
N∥2,s ≤ |αN+1|∥ḠN+1∥FN∥θ̃PR

N∥2,s + |α2|∥Ḡ2∥F ∥θ̃PR

1 ∥2,s

+
N−1∑
k=1

∥αk+1Ḡk+1 − αkḠk∥F k∥θ̃PR

k ∥2,s

This and Prop. D.4 (iv) completes the proof of (ii).
Part (iii) follows from the definitions of {HN+2, JN+2} along with the bounds in Prop. D.4 and Lemma C.4

and corollary D.6.
⊓⊔

The representation (59) in Prop. E.4 is equivalent to (7), in which Zn :=−
√
N [A∗]−1(HN+2+JN+2+S

A
N )

and βN := (NαN+1)
−1Su

N .
The representation (59) is particularly useful in the setting of linear SA since it results in tighter bounds

for the L2 span norm of θPR

N when compared to Thm. 2.2 (iii). It will be clear that the asymptotic covariance
of the right hand side of (59) is dominated by {HN+2} and equals ΣW∗ .

Bounds on ∥θ̃PR

N∥2,s are obtained next for the general nonlinear SA algorithm.

Lemma E.5. Suppose that the assumptions of Prop. D.4 hold. Then, ∥θ̃PR

N∥2,s ≤ bE.5N−1/2, N ≥ 1, for a
constant bE.5 depending upon Ψ0 and ρ.

Proof. Part (iii) of Thm. 2.2 and the inequality after (26b) give ∥θ̃PR

N∥2,s ≤ b2.2 max{αN , N
−1/2}, which

completes the proof for ρ ≥ 1/2. We proceed with the proof of the desired bound for ρ < 1/2.
For each ρ ∈ (0, 1/2), we choose m in (14) so that mρ > 1. Then, taking L2 span norms of both sides of

(59) yields the recursive sequence of bounds,

∥A∗θ̃PR

N∥2,s ≤
1

N
∥SA

N∥2,s +
1

N
∥HN+2∥2,s +

1

N
∥JN+2∥2,s

≤ bE.4
1

N

(
N1−ρ∥θ̃PR

N∥2,s +
N−1∑
k=1

k−ρ∥θ̃PR

k ∥2,s
)
+ bE.4N−1/2

(60)

where the last inequality follows from Prop. E.4, along with ∥Su
N∥2,s = 0.

Applying Thm. 2.2 (iii) (the bound (8)) gives ∥θ̃PR

k ∥22,s ≤ E[∥θPR

k − θ∗∥2] ≤ b2.2α2
k for ρ < 1/2. This bound

together with Lemma C.3 (ii) gives

∥A∗θ̃PR

N∥2,s ≤ bE.4

( 1

1− 2ρ
+ 1

)
α2
N + bE.4N−1/2 , ρ < 1/2 (61)

completing the proof for ρ ∈ [1/4, 1/2).
If ρ < 1/4 then (61) gives ∥θ̃PR

k ∥2,s ≤ bE.5α2
k, which is an improvement on Thm. 2.2 (iii). Substituting this

into (60) and repeating the above process yields a sequence of recursive bounds similar to (61):

∥A∗θ̃PR

N∥2,s ≤ bE.5

( 1

1− 3ρ
+ 1

)
α3
N + bE.4N−1/2 , ρ < 1/4

which completes the proof for ρ ∈ [1/6, 1/4).
Continuing to repeat this process establishes the desired bound for all ρ ∈ (0, 1). ⊓⊔

Now, we can apply the bounds in Lemma E.5 to Prop. E.4 (ii) and conclude that the sequences {SA
N , JN+2}

do not dominate the asymptotic covariance of the right side of (59).
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Proof of part (iii) of Thm. 2.4 for the MU settting. It follows from (59) that θ̃PR

N = VN + EN , in which

VN = −[A∗]−1 1

N
HN+2 , EN = −[A∗]−1 1

N
(JN+2 − Su

N + SA
N ) (62)

Applying the bound ∥θ̃PR

N∥2,s ≤ bE.5N−1/2 from Lemma E.5 to Prop. E.4 (ii), we obtain

∥SA
N∥2,s ≤ bE.4bE.5N (1−2ρ)/2

Applying Prop. E.4 gives, for a constant b depending upon Ψ0 and ρ,

∥VN∥2,s ≤ bN−1/2

∥EN∥2,s ≤ ∥[A∗]−1∥F
1

N

(
∥JN+2∥2,s + ∥SA

N∥2,s
)

≤ bmax{N−1+ρ/2, N−1/2−ρ}

Applying Lemma E.3 we obtain

Cov(θ̃PR

N ) = 1
NΣPR + EΣ

N , tr (EΣ
N ) ≤

{
b2.4N−[1+ρ] ρ ≤ 1/3

b2.4N−[3−ρ]/2 ρ > 1/3
(63)

where b2.4 = 3b2. Multiplying both sides of the above equation by N and taking limits completes the proof:

lim
N→∞

NCov(θ̃PR

N ) = lim
N→∞

NCov(VN ) = [A∗]−1ΣW∗ [A∗⊺]−1

⊓⊔

Proof of Thm. 2.5. Part (i) follows from taking norms of both sides of (56) and applying the triangle
inequality.

The proof of part (ii) begins by taking square roots of both sides of (26b) to obtain, via the triangle
inequality

∥θ̃PR

N∥2 ≤
√

tr (Cov(θ̃PR

N )) + ∥E[θ̃PR

N ]∥

Substituting eqs. (56) and (63) into the above equation and using the triangle inequality once more completes
the proof. ⊓⊔

F Numerical Experiments

Here we survey additional results and provide further details on the numerical experiments discussed in
Section 3.

Similarly to what is shown by Fig. 1, Figs. 3 and 4 display the empirical mean and variance for the final
PR-averaged estimates θPR

N
i across all independent runs as functions of ρ for a ∈ {0.3, 0.5}. Additionally,

ratios between these empirical statistics and their associated theoretical asymptotic predictions are also shown
by Fig. 5 for each a. Note that there is no comparison with theoretical values for the empirical mean when
a = 0.5, in which case the Markov chain is i.i.d. and bias vanishes very fast, by Thm. 2.4 (i).

The results in Figs. 3 and 4 agree with the discussion surrounding Fig. 1: poor solidarity with theory is
observed in both large and small-ρ regimes irrespective of the choice of a. Again, this is justified by the error
bounds in Thm. 2.5.

Impact of spectral gap. The transition matrix P has eigenvalues {λ1, λ2} = {1, 2a− 1}, and the spectral gap
is thus γ = 1− |λ2| = 1− |2a− 1|. It is maximized when a = 0.5 and vanishes if either a ∼ 0 or a ∼ 1. It is
commonly assumed that a small spectral gap is a sign of difficulty in numerical algorithms, yet a glance at
Lemma 3.1 shows that:

(i) While it is true that sΥ∗ increases without bound when a ↑ 1, when a ↓ 0 the spectral gap vanishes yet sΥ∗

converges to a finite value.
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(ii) The asymptotic covariance vanishes as a ↓ 0, even as the spectral gap vanishes. In conclusion: long
statistical memory is not always detrimental to algorithmic performance.

The above conclusion is in agreement to what can be observed by the results in Fig. 5 since the empirical
covariance for a = 0.3 is closer to optimal than for the i.i.d. case (a = 0.5). Moreover, the setting a = 0.3
also outperforms a = 0.7 in terms of empirical variance even though these two choices result in the same
spectral gap.

When it comes to bias, it appears that a = 0.3 and a = 0.5 have similar performances: based upon
Thm. 2.4 (i), bias for the i.i.d. case vanishes very fast, so the low magnitude observed for the empirical mean
with a = 0.5 is expected. The curve associated with a = 0.3 seems to track the prediction in Thm. 2.4 (ii)
well only facing problems in the large ρ regime. Tracking for case a = 0.7 is not as good as when a = 0.3 but
also appears to be consisted of with theory. However, tracking is poor in both the low and large ρ regimes.
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Figure 3: Empirical and theoretical mean and variance with a = 0.3.
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Figure 4: Empirical and theoretical mean and variance with a = 0.5.

Identifying the constants in (17b). The example considered in Section 3 is of the form (16) of [8], in which
Xk = Φk and W0

k+1 ≡ 0. This prior work requires a quadratic Lyapunov function for the mean-flow vector

field (see discussion in Section 1.1). The values in (24) were selected for the model (22) so that V (θ) = 1
2∥θ∥

2

satisfies (17a) with c0 = 1. The final term in (17b) is thus

L = 520α0(∥θ∗∥+ 1)2

We conclude this section with a proof of Lemma 3.1, followed by details on the computing resources used
to perform the experiments in Section 3.
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Figure 5: Ratios between empirical and theoretical mean and variance for different choices of a.

Proof of Lemma 3.1. Let ĝ : X → R denote the solution to Poisson’s equation (25) with forcing function
g(x) ≡ x. Since π is uniform, Poisson’s equation equation gives for each x ∈ X,

E[ĝ(Φk+1)|Φk = x] = aĝ(x) + (1− a)ĝ(x) = ĝ(x)− x+ 1
2

where x = X\{x}. Solutions to (29) are unique up to an additive constant, so let ĝ(1) = 1. Then, substituting
x = 1 into the above equation gives ĝ(0) = 1

2
1−2a
1−a . It follows that f(θ, x) can be re-written as

f(θ, x) = [x(A1 −A0) +A0]θ − [x(b1 − b0) + b0] (64a)

which gives

f̂(θ, x) = ĝ(x)[(A1 −A0)θ − (b1 − b0)] (64b)

∂θf̂(θ, x) = ĝ(x)(A1 −A0) (64c)

where again we have used the fact that solutions to Poisson’s equation are unique up to an additive constant.
The definition of Υ∗ in (42) implies

Υ∗
k+2 = −ĝ(Φk+2)(A

1 −A0)[Ak+1θ
∗ − bk+1]

sΥ∗ = E[Υ∗
k+2] = − 1

2 (A
1 −A0)

[
(A0θ∗ − b0)E[ĝ(Φk+2)|Φk+1 = 0] + (A1θ∗ − b1)E[ĝ(Φk+2)|Φk+1 = 1]

]
= − 1

2 (A
1 −A0)

[
(A0θ∗ − b0)

(
ĝ(0)− g(0) + 1

2

)
+ (A1θ∗ − b1)

(
ĝ(1)− g(1) + 1

2

)]
Part (i) is established upon using this with the following identity, obtained from (22b):

0 = sf(θ∗) = 1
2 [(A

0 +A1)θ∗ − b0 − b1] (65)

For part (ii), it follows from (28) that we can write the asymptotic covariance Σ∆ as

Σ∆ = Eπ[∆
∗
k∆̂

∗
k

⊺
+ ∆̂∗

k∆
∗
k
⊺ −∆∗

k∆
∗
k
⊺]

where ∆∗
k = f(θ∗,Φk) and ∆̂∗

k = f̂(θ∗,Φk). The law of total expectation and the definitions in (64) give

Eπ[∆̂
∗
k∆

∗
k
⊺] = 1

2 (Eπ[∆̂
∗
k∆

∗
k
⊺|Φk = 0] + Eπ[∆̂

∗
k∆

∗
k
⊺|Φk = 1])

= 1
2 [(A

1 −A0)θ∗ − (b1 − b0)][ĝ(0)(A0θ∗ − b0)⊺ + ĝ(1)(A1θ∗ − b1)⊺]

Eπ[∆
∗
k∆

∗
k
⊺] = 1

2 (Eπ[∆
∗
k∆

∗
k
⊺|Φk = 0] + Eπ[∆

∗
k∆

∗
k
⊺|Φk = 1])

= 1
2 [(A

0θ∗ − b0)(A0θ∗ − b0)⊺ + (A1θ∗ − b1)(A1θ∗ − b1)⊺]

Again, using (65) we obtain

Eπ[∆̂
∗
k∆

∗
k
⊺] = −(A0θ∗)(A0θ∗)⊺(ĝ(0)− ĝ(1)) , Eπ[∆

∗
k∆

∗
k
⊺] = (A0θ∗)(A0θ∗)⊺

which completes the proof of (ii). ⊓⊔
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