Evaluating ChatGPT's Efficacy in Qualitative Analysis of Engineering
Education Research

Abstract

This study explores the potential of ChatGPT, a leading-edge language model-based chatbot, in
crafting analytic research memos (ARMs) from student interview transcripts for use in
qualitative data analysis. With a rising interest in harnessing artificial intelligence (AI) for
qualitative research, our study aims to explore ChatGPT's capability to streamline and enhance
this process.

The research is part of a mixed-methods project examining the relationships between engineering
students' team experiences, team disagreements, and engineering identities. Our team had
previously developed an interview protocol for collecting qualitative data and initiated analysis
using coding methods and ARMs for individual transcripts. We designed an ARM Development
Guidelines document to ensure consistency among four team members in the ARM creation
process. The guidelines include a set of key questions that each ARM should aim to address.

Our objective is to assess ChatGPT's proficiency in creating ARMs based on our development
guidelines and compare its outputs with human-written ARMs for accuracy and depth of insight.
For this purpose, we selected two student interview transcripts. A structured analysis protocol for
ChatGPT was devised in adherence to the ARM Development Guidelines.

Two team members, experienced in qualitative analysis and ARM composition, drafted ARMs
for the chosen transcripts using the same guidelines, enabling a direct outcome comparison.
Subsequently, a rigorous validation process was conducted, using rubrics to assess narratives
from both methods. The manual ARM authors performed a self-assessment, while the other
researchers conducted a anonymous evaluation of the human-generated and Al-generated ARMs.
We used two rubrics for this comparison. A general rubric gauged accuracy, clarity, analysis
time, and usefulness. A specialized rubric was used to determine if the ARMs address the topics
laid out in the ARM guidelines, such as self-identification, perceptions of engineering, teamwork
descriptions, connections between identity and team experiences, comparisons with other
interviews, and reflections.

In this paper, we describe our research methodology, present our findings, evaluate the
advantages and limitations of ChatGPT in qualitative analysis within engineering education
research, and provide guidance for future research directions. We aim to shed light on the
capabilities of ChatGPT in qualitative analysis and contribute to the ongoing dialogue on
harnessing Al for research in engineering education. Our findings will inform researchers and
practitioners about the benefits, challenges, and best practices associated with integrating Al-
powered tools such as ChatGPT into qualitative research methods.



Introduction and Background

Artificial Intelligence (Al) tools, such as the advanced large language model (LLM)-based
chatbot ChatGPT, have increasingly been integrated into various stages of academic research.
These stages include the creation of study introductions and objectives, conducting literature
reviews, data analysis, and brainstorming methodologies [1], [2]. In qualitative research, there is
a growing interest in leveraging Al tools to enhance data analysis processes. This research often
entails detailed analyses of diverse data types to unearth study participants’ nuanced
perspectives. Traditionally, these analyses have depended heavily on manual efforts, which are
not only time-consuming but also vary based on the analyst's expertise and perspective. The
introduction of Al tools like ChatGPT marks a potential paradigm shift in the processing and
interpretation of qualitative data.

Feuston and Brubaker discussed the role of Al tools in the sampling and coding phases of
qualitative research, especially with large data sets [3]. Their study delves into the nuanced views
of scholars regarding Al's influence on qualitative analysis, highlighting the importance of
balancing human expertise with Al capabilities. Zhang et al. explored the use of ChatGPT in
thematic analysis, particularly in coding qualitative analysis, and found that well-crafted prompts
could enhance the quality of thematic analysis [4]. The same team also developed QualiGPT, a
specialized tool integrating LLMs like GPT for thematic analysis, aimed at improving coding
and theme identification in qualitative research [5]. Previous research has recognized the vast
potential and benefits of employing LLM-based Al tools in qualitative research, such as rapid
data processing, increased productivity, and the ability to provide concise summaries and
preliminary insights. However, concerns and challenges persist, including biases, ethical
considerations, the lack of domain expertise, and interpretability issues [1], [4], [6].

In engineering education, qualitative research often involves intricate analyses of interviews,
focus groups, and observational data to capture the subtle viewpoints of students and educators.
The utilization of Al tools such as ChatGPT in this domain of qualitative research is still
relatively unexplored. This study delves into the novel application of ChatGPT for qualitative
analysis in engineering education research. While previous investigations have primarily focused
on the utility of ChatGPT in the coding phases of qualitative research, our study centers on
evaluating ChatGPT's effectiveness in generating Analytic Research Memos (ARMs) from
student interview transcripts.

ARMs are a pivotal component in qualitative research, offering researchers a structured method
to document, analyze, and communicate their findings. These memos serve multiple purposes:
they facilitate the process of data analysis, assist in the organization and synthesis of complex
information, and aid in the development of theories and frameworks [7]. ARMs are particularly
useful in capturing the researcher's insights, observations, and interpretations as they engage with
the data [8]. This process often involves an iterative cycle of data collection and analysis, where
memos play a critical role in tracking the evolution of the researcher’s understanding. As a
result, generating ARMs can be a time-consuming process, although this varies depending on the
complexity of the research and the depth of analysis required. The format and content of ARMs
can vary widely depending on the research approach and the researcher's preferences. The



memos can range from brief notes to extensive, detailed documents and are often revisited and
revised throughout the research process.

Our study is part of a larger project examining the intersection of teamwork experience and
engineering identity among engineering students, particularly from diverse backgrounds, funded
by the National Science Foundation's Research Initiation in Engineering Formation (RIEF)
program. This project seeks to uncover how teamwork—especially team disagreements—
connects to engineering identity, employing a mixed-method approach [9]. Conducted at San
Francisco State University, a Hispanic Serving Institution in the Western U.S., our study
collected quantitative data through surveys and qualitative data through interviews with students
from over 20 engineering classes spanning three semesters. We developed a semi-structured
interview protocol and conducted 28 one-hour interviews with students.

The qualitative analysis by our team underwent several phases [10]. We first combined Saldafa’s
initial and provisional coding methods [7] to code five interview transcripts, which helped us
create a unified codebook. Subsequently, this codebook was used to analyze additional
transcripts, with separate ARMs for each. Despite the systematic rigor of this approach, it proved
to be labor-intensive. To streamline the analysis, we shifted to a 'quick' ARM method for the
remaining transcripts, guided by a set of ARM Development Guidelines crafted by our team.
This strategy significantly reduced analysis time from 4-8 hours to 1.5-4 hours per transcript,
though still required considerable effort.

Our interest in ChatGPT stems from its potential to accelerate the analysis process further. We
aimed to evaluate ChatGPT's capability in generating ARMs based on our guidelines, comparing
its performance to human-crafted ARMs in terms of accuracy and insightfulness. For this, we
selected two student interview transcripts and established a structured analysis protocol for
ChatGPT, aligned with our ARM Development Guidelines. Meanwhile, two team members
experienced in qualitative analysis prepared ARMs for the same transcripts, enabling a direct
comparison of Al-generated and human-generated memos. We designed a thorough validation
process, including self-assessment by the ARM authors and anonymous evaluation by other
researchers, utilizing two rubrics to assess accuracy, clarity, analysis time, usefulness, and
adherence to the ARM guidelines.

The rest of this paper will detail our methodology, present our findings, and discuss the benefits
and limitations of integrating ChatGPT into qualitative analysis for engineering education
research.

Methods

To gather qualitative data, our team devised a semi-structured interview protocol comprising
four segments: introduction and warm-up, engineering identity, teamwork, and conclusion.
When time permitted, we asked the interviewees to reflect upon stories of practicing engineers,
which were compiled from publicly accessible accounts of the day-to-day experiences of
practicing engineers. This interview framework and other relevant aspects of our research design
received approval from our institution’s Institutional Review Board.



Throughout the RIEF project, we conducted a total of 28 interviews—10 in the Spring of 2022
and an additional 18 in the Fall of 2022. These interviews, facilitated via Zoom, typically
spanned one hour. The audio recordings from the Spring 2022 sessions were transcribed and
cleaned by a professional service, while the Fall 2022 interviews underwent auto-transcription by
Zoom, followed by a cleaning process by our research team. To ensure the privacy of our
participants, all transcripts were manually anonymized and de-identified before they were
employed in qualitative analysis.

For the purposes of this study, we selected two student interview transcripts that remained
unanalyzed by our team at the onset of this research, intending to conduct a comparative
examination and evaluation of these transcripts using a dual approach that incorporates both
ChatGPT and traditional human analysis techniques.

Data Analysis

The research team created the ARM Development Guidelines to streamline the quick ARM
method-based analysis as follows:

Write a short (~1-2 pages) Analytic Research Memo (ARM) about any noteworthy codes that

emerged from your coding. Potential things to keep in mind as you write your ARM include:

e Who is this interviewee? How do they self-identify (both with regards to their engineering
identities and their non-engineering identities)?

e  How do they explain or justify their identities?

e How do they perceive engineering? Does this perception relate to how they see
themselves as engineers (or not see themselves as engineers)?

e What is the interviewee describing with regards to their teamwork? How does the
interviewee characterize and understand what went on in their teams?

*  What connections does the interviewee make between their engineering identity/identities
and their experiences in teams?

e How is what is going on in this interview similar to, or different from, other interviews?

What surprised me? What intrigued me? What strikes me?

The human researchers followed these guidelines to craft the ARMs for each transcript.

ChatGPT Analysis Protocol

For this study, we employed ChatGPT 4 as our analytical tool, given its superior processing
capabilities over ChatGPT 3.5, albeit requiring a subscription. Initially, both versions had a
limitation of approximately 4096 tokens per interaction, including the user's prompt and the
model's response. This limit equates to about 1000 to 1500 words, depending on the complexity
of the text. Our transcripts, typically ranging from 6000 to 8000 words, exceeded this limit. To
address this challenge, the original protocol involved dividing each anonymized transcript into
segments, creating sub-summaries, and then compiling a comprehensive ARM in accordance
with the ARM Development Guidelines. By November 2023, ChatGPT 4 introduced a file
upload feature, significantly increasing the token limit to 2 million per text file, thus enabling the
direct upload of transcripts for processing without prior segmentation.



The initial ChatGPT prompt instructions were slightly adjusted from our original ARM
Development Guideline, particularly in the leading paragraph, to provide a clearer background
and purpose for the analysis, as well as more explicit requirements for the generated output. For
example, we replaced “a short (1-2 pages) ARM” with “a 500-1000 word ARM” in the
instructions to ChatGPT. However, we retained all bullet-point questions unchanged from the
original guidelines. The revised leading paragraph in the prompt instructions is as follows:

Write a 500-1000 words Analytic Research Memo (ARM) about the attached anonymized
student interview transcript. The purpose of the ARM is to conduct qualitative analysis of a
mixed-methods research project examining the relationships between engineering students’
team experiences, disagreements, and their engineering identities. Potential things to keep in
mind as you write your ARM include:

Following some initial tests, we identified potential weaknesses in the original prompt. Notably,
the lack of explicit reference to disagreements led to generated memos that failed to thoroughly
explore the nuances of disagreements within team dynamics, an element vital to our study.
Moreover, the memos only superficially addressed the pivotal link between engineering identity
and team experiences, lacking in-depth analysis. Despite these omissions in the ARM
Development Guidelines, our human researchers, drawing on their extensive experience with the
project, implicitly understood the significance of these aspects and consistently considered them
in their analyses. To address these oversights, we refined the prompt by adding specific questions
aimed at probing these critical areas more deeply:

e Please expand on the interviewee’s teamwork experience in the focused course [course
pseudo name]. Provide more details about any disagreements encountered during
teamwork, and explain whether and how this teamwork experience influenced or was
influenced by his engineering identity.

e Does the interviewee’s teamwork experience make them feel more or less like an
engineer, and why?

* Please also expand on the interviewee’s perception of engineers and engineering and
explain their engineering identity.

e What about the interviewee’s teamwork experience in other engineering courses?

Before feeding data and prompts to ChatGPT, we configured its Data Controls settings to disable
chat history and model training functionalities. With chat history turned off, no input or output
data will be used for model training or appear in the history sidebar. For monitoring and abuse
prevention, ChatGPT retains all conversations for 30 days, after which they will be permanently
deleted.

After completing the setup, we uploaded the anonymized transcript as an attachment to ChatGPT
4 and entered the prompt instructions into the chat box. ChatGPT promptly generated a response.
This response, namely the ChatGPT-produced ARM, was subsequently saved in a Word
document for future evaluation. Concurrently, an experienced member of our research team, with
expertise in qualitative analysis and ARM creation, prepared an ARM for the selected transcript
following the ARM Development Guidelines. This parallel process facilitated a direct
comparison of outcomes during the evaluation phase.



Evaluation Process

The evaluation process was meticulously structured to utilize rubrics for assessing ChatGPT-
produced and human-crafted ARMs. Each transcript's two ARMs underwent a dual assessment
approach: the author of the manual ARM conducted a self-evaluation, while another researcher
carried out an anonymous review of the ARMs. The anonymous evaluators received both ARMs
without knowing their origin, along with the transcript, for their evaluation.

For the evaluation, two sets of rubrics were developed. The first, a general rubric, aimed to
assess the overall accuracy, clarity, and usefulness of the ARMs. The second, a specialized
rubric, focused on the extent to which the ARMs addressed the key questions outlined in the
ARM Development Guidelines. These critical areas included the interviewee’s self-
identification, their perceptions of engineering, detailed accounts of teamwork, the interplay
between individual identity and team experiences, comparative analysis with other interviews,
and personal reflections. This comprehensive evaluation framework ensured a thorough analysis
of the ARMs' quality and relevance.

Evaluation Results and Discussion

In the results section, we will present the outcomes of our evaluation process and discuss the
findings. Additionally, the Appendix section contains the human-crafted and ChatGPT-generated
ARMs for one of the analyzed transcripts.

Tables 1 and 2 collectively present the rating scores from the anonymous evaluations of both
GPT-produced and human-generated ARMs, as well as the self-evaluation by the author of the
human ARM on the GPT-produced ARM. Table 1 showcases the results obtained using the
general rubric, while Table 2 presents the outcomes assessed with the specialized rubric.
Additionally, evaluators were asked to supplement their ratings with comments, which will be
summarized and discussed in the following section.

Table 1. Evaluation Results Using the General Rubric

Evaluator’s Instruction: Please rate each ARM on a scale of 1 to 5 for each criterion listed in the table,
where 1 represents the lowest and 5 represents the highest rating.

Criteria Description Transcript #1 Transcript #2

Anonymous Self- Anonymous Self-
Evaluation |evaluation| Evaluation |evaluation
Human | GPT | on GPT | Human | GPT | on GPT
ARM |ARM| ARM ARM |[ARM| ARM

Accuracy |Comprehension of the transcript: 4 4 4 5 3 4
Does the memo show a clear
understanding of the data from the
transcript?

Coherence with the protocol: Does 3 4 5 - - 5
the memo adhere to the protocol
established for analysis?




Clarity

Language quality: Is the memo
well-written and free from
grammatical and spelling errors?

Structure: Is the memo well-
structured, logical and easy to
follow?

Usefulness

How useful is the memo for the
intended purpose?

3 4-4.5

3

5 5

Note: In the table, the ‘-> symbol indicates that the evaluator did not assign a rating for the specified

criterion.

Table 2. Evaluation Results Using the Specialized Rubric

Evaluator’s Instruction: Please rate each ARM on a scale of 1 to 5 for each criterion listed in the table,
where 1 represents the lowest rating and 5 represents the highest rating.

Criteria

Description

Transcri

t #1

Transcri

t #2

Anonymous
Evaluation

Human | GPT
ARM |ARM

Self-
evaluation
on GPT
ARM

Anonymous
Evaluation

Human | GPT
ARM |ARM

Self-
evaluation
on GPT
ARM

Self-
Identification

Does the memo clearly describe
how the interviewee self-
identifies in terms of engineering
and non-engineering identities?

5 5

3

5 4

4

Does the memo adequately
explain or justify the identities
mentioned by the interviewee?

Perception of
Engineering

Does the memo present a detailed
description of the interviewee's
perception of engineering?

Does the memo establish a
connection between the
interviewee's perception of
engineering and their self-
identified engineering identity (or
lack thereof)?

Teamwork
Description

Does the memo provide a clear
and comprehensive description of
the interviewee's teamwork
experiences?

Does the memo effectively
convey the interviewee's
understanding and
characterization of what
happened within their teams?

Connection
between
Identity and

Does the memo identify
connections between the
interviewee's engineering identity
and their team experiences?




Team Does the memo delve into the 1 4 1 5 4 3
Experiences |deeper implications of these

connections?
Comparisons | Does the memo appropriately 1 4 2 5 1 1

draw parallels or contrasts with
other interviews?

Is the memo analysis thorough 1 4 1 5 4 3
and meaningful?

Reflections |Does the memo accurately 2 5 3 5 3 2

capture elements from the
interview that were surprising,
intriguing, or striking?

Note: In the table, the ‘- symbol indicates that the evaluator did not assign a rating for the specified
criterion.

The observations from the results reveal several points:

1.

The self-evaluation ratings for the ChatGPT-produced ARMs are generally lower than
the anonymous evaluation ratings for the ChatGPT-produced ARMs. This may be due to
the researchers who created the human ARMs having spent more time and iterations on
the transcripts than the anonymous evaluators, thus having a deeper understanding of the
transcripts and the limitations of the ChatGPT-produced ARMs. It is also possible that
this may have been a bias of the human authors as they unconsciously defended their own
initial work and interpretations.

Generally, the ChatGPT-produced ARMs received relatively higher ratings (scales 4-5)
in non-interpretative criteria, such as describing or summarizing the transcript content
relevant to specific topics of interest (e.g., teamwork experience in specific courses,
engineering identity). They received high ratings for language and structure clarity and
coherence with the ARM Development Guidelines. The ChatGPT-produced ARMs
performed even better than human-crafted ARMs in following the guidelines and
attempting to address every question listed in the prompt instructions. In contrast, human
researchers tended to focus more on questions they found intriguing, important, or
noteworthy in their ARMs, and might not explicitly address all the questions in the
guidelines, thus potentially receiving lower ratings in certain criteria from the anonymous
evaluators.

The ARMs produced by ChatGPT generally received lower ratings, especially from self-
evaluators, on criteria requiring interpretation, such as identifying or explaining the
connections between the student's perception of engineering and their engineering
identity or the links between the student's engineering identity and teamwork experience.
A significant concern raised by all evaluators was the inaccuracy of ChatGPT's
performance on interpretative tasks. Even more concerning was ChatGPT's tendency to
fabricate facts or connections that were not true in an attempt to answer the questions in
the guidelines. These inaccuracies were not always obvious to anonymous evaluators.
Below are example quotes from evaluators' comments, with the following abbreviations
representing the evaluators: TIA1 for the anonymous evaluator for Transcript #1; T1S1



for the self-evaluator for Transcript #1; T2A1 for the anonymous evaluator for Transcript
#2; T2S2 for the self-evaluator for Transcript #2.

First, we observe T1S1 highlighting several instances where they believe GPT fabricated
findings from the data. The quotes below are in response to the criterion "Connection
between Identity and Team Experiences" (T1S1's rating was 1, whereas T1A1's rating
was 4):

This was a clear weakness in the GPT-generated ARM. To me, GPT seemed to
fabricate the stated connection between Omar’s experience in [Engineering
Course ST] and his engineering identity (I don’t think Omar indicated that this
experience made him feel more — or less — like an engineer).

As another example of where I think GPT may be giving an interpretation that the
data does not support, it said, “Omar's teamwork experience in [Engineering
Course ST] made him feel more like an engineer.” I don’t see Omar actually
saying this. In short, GPT’s attempts to determine the deeper implications of these
connections seem to lead it to fabricating connections that aren’t actually there.

Omar did have positive experiences in teams, but he did not connect that to his
engineering identity when prompted. Instead, he connected his negative
experiences in teams to his engineering identity. In addition, GPT seems to have
made up that last sentence entirely (“Omar's ability to navigate these diverse
team dynamics reflects the adaptability and resilience integral to engineering
roles.”).

In another place, T1S1 discussed a connection that the interviewee made between their
views of engineering and their own engineering identity (a central question to our
research project, which, in the evaluator’s opinion, GPT overlooked. This was in
response to the criterion "Does the narrative establish a connection between the
interviewee's perception of engineering and their self-identified engineering identity (or
lack thereof)?" (T1S1's rating: 1, while T1A1's rating was 4):

I don’t think the narrative made a connection between these two. However, [
believe Omar did connect them (when he said that engineering is a profession
where you need to have experience before you can be considered an engineer) — it
seems GPT did not pick up on the significance of this part of the interview.

T1A1's comments on the criterion "Usefulness" (T1A1's rating: 4-4.5, while T1S1's
rating was 3) are as follows. In the comments, ARM 1 refers to the human-crafted ARM,
and ARM 2 refers to the ChatGPT-produced ARM. The evaluator was uninformed about
this information.

Compared to ARM 1, ARM 2 drew more detailed info from the interview and
provided some interpretation and perhaps personal insights and analysis, .... It is



also more descriptive even though it misses some terminologies Omar used to
describe engineering, e.g., “engineering is mostly about designing, building, and
making sure the math checks out for any sort of...” or the description he provided
to explain what engineers do which is the definition of “design”. It also seems the
person who wrote ARM 2 took the liberty and added some info from their own
knowledge about engineering profession or what engineering (and engineering
identity) is when speaking about Omar, for example, “problem-solving” was
never directly mentioned by Omar as a trait for an engineer or what engineers do
but it was used in the ARM in few places when discussing Omar’s EI or his
perception of engineering [and this freaks me out if ARM 2 was produced by
ChatGPT!] Overall, it seems to me that ARM 2 was written by a knowledgeable
person ... but needs to be checked more carefully for the accuracy of the
information provided in the ARM.

The comments reveal that while ChatGPT-produced ARMs may seem to offer
interpretative insights, the accuracy and reliability of these interpretations can be
questionable.

T2A1 expressed similar concerns regarding the ChatGPT-produced ARM, as illustrated
in the quotes below:

ARM1 (which refers to the ChatGPT-produced ARM) seems to “stretch” the
transcripts, e.g., saying disagreement reinforces his EI. The transcript doesn’t
support that...

ARM1 said resolving conflict helps grow his EI (engineering identity), which is
not supported in the transcripts and in fact the other way round.

1 feel that ARM 1 somewhat tries to “stretch” the narrative bit far, making
connections that are not there.

We did not expect ChatGPT to perform well for criteria that required comparative
analysis since it was not provided with comparative data (such as other interview
transcripts). However, we were still curious about how ChatGPT would handle these
questions. To our surprise, despite the absence of comparative data, ChatGPT provided
responses.

ChatGPT’s response to Transcript #1:
Compared to other interviews, Omar's focus on practical skills and team
dynamics stands out. His journey from confusion to clarity in understanding
engineering is notable.

ChatGPT’s response to Transcript #2:

While this memo does not compare Archie’s experience to other interviews, it is
noteworthy that Archie’s military background and prior degree in Computer



Science provide him with a unique perspective compared to typical engineering
students. His practical approach to engineering, influenced by real-world
experiences, sets him apart.

The response to Transcript #1 is particularly concerning because ChatGPT gives the
impression of having conducted a comparison, even though there was actually no other
interview data to compare with. The response to Transcript #2 is more acceptable because
it does not attempt to compare the analyzed interview with others. However, the reason
for ChatGPT's inconsistent responses to similar prompts in different analyses remains
unclear, raising concerns about the consistency and reliability of ChatGPT-based
analysis.

Discussion and Conclusion

This study investigated ChatGPT's ability to generate ARMs from student interview transcripts
in the context of engineering education research. The findings reveal that ChatGPT can produce
ARMs that are coherent and adhere well to development guidelines; however, its performance
varies significantly across different criteria. Specifically, ChatGPT excelled in non-interpretative
aspects, such as summarizing content and elucidating topics of interest with notable clarity and
organization, but struggled with interpretative tasks, sometimes fabricating connections not
present in the data. Furthermore, the inconsistency in ChatGPT's interpretative accuracy
highlights a potential reliability issue in qualitative analysis contexts. Also, in agreement with
studies conducted by other researchers [4], it was found that prompt instructions need to be
carefully crafted and tested before extensive deployment. Well-crafted prompts could
significantly enhance the quality of responses generated by ChatGPT.

One limitation of this study was ChatGPT's inability to access comparative data, which restricted
its performance in tasks requiring such analysis. Additionally, this study only analyzed two
transcripts, with one researcher crafting the human ARM and another researcher conducting
anonymous evaluations for each transcript. Augmenting the volume of data and expanding the
research team might diminish bias within the data analysis and evaluation phases.

Despite the limitations and concerns identified in this study, the researchers all expressed
positive views on the benefits of using ChatGPT as a co-researcher in qualitative research.
Looking forward, for the incorporation of ChatGPT in qualitative analysis, it is recommended to:

1. Combine ChatGPT's capabilities with human oversight, especially for interpretative
tasks, to mitigate inaccuracies. This could include pairing a human researcher with
ChatGPT, in a similar way to how two humans might pair up during qualitative analysis
to reduce bias in their analysis.

2. Use ChatGPT as a tool for initial data processing or to generate preliminary insights,
followed by thorough human validation.

3. Equip qualitative researchers with knowledge and skills in prompt engineering to better
design prompt instructions.

4. Further explore the rapidly advancing capabilities of Al tools to better leverage Al's
strengths while addressing its limitations.
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Appendix: Human-Crafted and ChatGPT-Produced ARMs for Transcript #1
Human-Crafted ARM for Transcript #1

Omar is a transfer student at SF State, having attended community college after high school.
He did not know what he wanted to major in when he graduated from high school, but ended
up settling on engineering because of the field’s job prospects. He is studying electrical
engineering now and is interested in electronics.

Omar states that he currently would not consider himself as an engineer, and that he needs
more experience before he would be able to identify as one. He feels like he needs some
years of experience in industry before he could call himself an engineer, and made an
interesting analogy to medicine and law, fields where he thinks a person similarly needs
experience to officially be considered a doctor or lawyer. He followed by saying, “I believe
that’s the sort of profession that engineering is, where at least you should be working with a
full-time engineer until you’re comfortable enough to say be employed by yourself and say, |
can lead a project or I can deliver a product” (00:15:12).

Omar said that the recognition by other people in his life of him as an engineer is varied, and
in part depends on their connection to engineering (e.g. his cousins are engineers, so they
don’t see him as one yet, since he doesn’t yet have the experience). He had an interesting
view on his professors and how they see their students, saying, “I believe my professors do
believe us to be budding engineers or definitely in that engineering mindset. So they already
want us to be thinking of ourselves as engineers. Even if they don’t believe we are engineers,
they do want us to think of ourselves as engineers is what I think” (00:19:44).

In the interview, Omar indicates that teamwork is very important, since engineers have to
work in teams effectively in industry with both other engineers and non-engineers. As a
result, he sees communication skills as very important, something he emphasized multiple
times throughout the interview. He said that earlier in his studies at SFSU, his experience
with teamwork was stunted due to Covid and online learning. He went on to say, “But I’ve
definitely had better experiences with teamwork when I’m in person. We’re able to
coordinate with each other, and it’s very important to meet in person and to be able to talk
and just relax with each other. That builds, I believe, a lot of social skills, as well as a feeling
of not being alone in the classes. We were able to reinforce that. Oh, you had a problem with
that question. I did, as well and such” (00:22:41).

His experience working with his [Engineering Course ST| seemed overwhelmingly positive.
It sounds like he and his two teammates were very similar in terms of abilities and working
style, and that they were able to complement each other’s strengths. As a result, he said he
would be disappointed if future teams did not have as good of chemistry. He summarized his
experience with this team as, “just a wonderful and good thing to have teammates that you
can rely on to do their part of the work, as well as have people who are on the same pace as
you” (00:34:09).



In terms of team experiences that made him feel more or less like an engineer, he referenced
previous team-based where his opinion was not listened to (his Calculus team) or where
teammates would not respond to his messages and, as a result, he would need to do the work
alone. He cited these as disagreements, and talked about how in both cases, they boiled down
to him not feeling respected by his teammates. However, while he seemed to think these
were negative experiences, he ultimately seemed to see the need to pick up the slack for
someone else as contributing to making him feel like an engineer, since it showed him he
could complete the work on his own.

Overall, Omar came across in the interview as a confident engineer who has had productive
experiences in teams. While he personally stated that he does not see himself as an engineer
yet — largely due to his lack of experience in industry — he seemed to believe that most of the
other people in his life see him as an engineer. He also didn’t seem particularly affected by
his stated lack of an engineering identity. He seems confident in his choice of major and
genuinely interested in much of what he is learning in his classes (despite indicating that he —
at least partially — seemed to select engineering because of the job opportunities). His team
experiences have not adversely affected his identity, and he seems teamwork as critical to the
work of an engineer.

ChatGPT-Produced ARM for Transcript #1

The interviewee, Omar, is a senior electrical engineering student. He prioritizes
understanding electronics and programming, valuing education quality and networking with
peers. His entry into engineering stemmed from practical considerations, influenced by the IT
field's growth.

Omar perceives engineering primarily as a field focused on problem-solving and practical
application. His engineering identity is still in development, as he feels the need for more
hands-on experience to fully embrace the title of 'engineer'. This perspective highlights the
importance of real-world experience in defining one's professional identity in engineering.
Omar's views align with a common understanding in the field that engineering is not just
about theoretical knowledge but also about applying that knowledge in practical, often team-
based, contexts. Initially, he had a vague understanding of engineering, which evolved
through coursework, especially in [Engineering Course XY], to a clearer view of engineering
as design and problem-solving.

Omar's teamwork experience in [Engineering Course ST| was positive, characterized by
camaraderie and effective collaboration, despite initial challenges due to COVID-19. His role
focused on computer systems and MATLAB scripting. He values the importance of
teamwork for engineers, as seen through his project on an inverted pendulum control system.

Team disagreements were not a significant feature in Omar's [Engineering Course ST]
experience. Instead, he highlighted the importance of team chemistry and shared effort. This
contrasted with previous experiences where he felt either overlooked or burdened with extra
workload due to non-responsive teammates.



Omar's teamwork experiences shaped his perception of engineering and his identity within
the field. He recognized the importance of effective communication and collaboration,
acknowledging these skills as essential for engineers. His positive experiences in well-
functioning teams reinforced his engineering identity, while negative experiences in other
settings made him more aware of the challenges engineers can face. Omar's ability to
navigate these diverse team dynamics reflects the adaptability and resilience integral to
engineering roles.

His experiences in teams have shaped his understanding of engineering, emphasizing
practical skills and team dynamics. However, he notes the necessity of experience for a
complete engineering identity.

Omar's teamwork experience in [Engineering Course ST] made him feel more like an
engineer. This is primarily because the experiences allowed him to apply theoretical
knowledge in a practical setting, a key aspect of engineering. Working in teams also helped
him develop essential skills such as collaboration, communication, and problem-solving,
which are integral to the engineering profession. These experiences contributed significantly
to his understanding and development of an engineering identity, reinforcing his connection
to the field.

In other engineering courses, Omar's teamwork experience was initially limited due to
COVID-19, with activities like lab work shifted to individual tasks. However, once in-person
interaction resumed, his teamwork experiences improved significantly. For instance, in
[Engineering Course MN], the in-person collaboration enhanced both social skills and a
sense of camaraderie among peers. These experiences were important for him, emphasizing
the value of face-to-face interaction for effective teamwork in engineering.

Compared to other interviews, Omar's focus on practical skills and team dynamics stands out.
His journey from confusion to clarity in understanding engineering is notable.

What intrigues me is Omar's evolving perception of engineering and identity. His emphasis
on experience over theoretical knowledge and the contrast between his self-perception and
others' (like peers and professors) regarding his engineer status is insightful. The way his
teamwork experiences have influenced his perspective on engineering roles and
responsibilities is particularly interesting.

Omar represents a typical engineering student in transition, his identity shaped by academic
and team experiences. His journey reflects the complexities of developing a professional
identity in a practical and team-oriented field like engineering.



