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Abstract

Current work in named entity recognition (NER) uses either
cross entropy (CE) or conditional random fields (CRF) as
the objective/loss functions to optimize the underlying NER
model. Both of these traditional objective functions for the
NER problem generally produce adequate performance when
the data distribution is balanced and there are sufficient an-
notated training examples. But since NER is inherently an
imbalanced tagging problem, the model performance under
the low-resource settings could suffer using these standard
objective functions. Based on recent advances in area under
the ROC curve (AUC) maximization, we propose to optimize
the NER model by maximizing the AUC score. We give ev-
idence that by simply combining two binary-classifiers that
maximize the AUC score, significant performance improve-
ment over traditional loss functions is achieved under low-
resource NER settings. We also conduct extensive experi-
ments to demonstrate the advantages of our method under
the low-resource and highly-imbalanced data distribution set-
tings. To the best of our knowledge, this is the first work that
brings AUC maximization to the NER setting. Furthermore,
we show that our method is agnostic to different types of NER
embeddings, models and domains. The code of this work is
available at https://github.com/dngu0061/NER-AUC-2T.

Introduction

Named Entity Recognition (NER) is a fundamental NLP
task which aims to locate named entity (NE) mentions and
classify them into predefined categories such as location,
organization, or person. NER usually serves as an impor-
tant sub-task for information extraction (Ritter, Etzioni, and
Clark 2012), information retrieval (Banerjee et al. 2019),
task oriented dialogues (Peng et al. 2021), knowledge base
construction (Etzioni et al. 2005) and other language appli-
cations. Recently, NER has gained significant performance
improvements with the advances of pre-trained language
models (PLMs) (Devlin et al. 2019). Unfortunately, a large
amount of training data is often essential for these PLMs to
excel and except for a few high-resource domains, the major-
ity of domains (e.g., biomedical domain) are scarce and have
limited amount of labeled data (Giorgi and Bader 2019).
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Figure 1: Reformulating the traditional multi-class NER-
tagging problem as a two-task learning problem. The first
task is to detect if a word is inside an NE, while the second
task is to detect if a word is at the beginning of an NE.

Since manually annotating a large amount of data in each
domain or language is expensive, time-consuming, and often
infeasible without domain expertise (e.g., biomedical NER)
(Tan, Du, and Buntine 2021; Nguyen et al. 2022), machine
learning practitioners have focused on other alternative ap-
proaches to produce effective solution to overcome this data
scarcity issue. These approaches include data augmentation
(Etzioni et al. 2005; Chen et al. 2021; Zhou et al. 2022),
domain adaptation (Li, Shang, and Shao 2020), and mul-
tilingual transfers (Rahimi, Li, and Cohn 2019). Although
these approaches have shown promising results, they ignore
the highly imbalanced data distribution that is inherent to
NER corpora. Table 1 summarizes this issue. While the im-
balanced data distribution issue exists in both CoNLL 2003
(Tjong Kim Sang and De Meulder 2003) and OntoNotes5
(Weischedel et al. 2014) where the majority of tag is “O”,
this imbalance issue amplifies given the context of biomedi-
cal NER (bioNER). For instance, LINNAEUS (Gerner, Ne-
nadic, and Bergman 2010), one of the hardest bioNER tasks,
has nearly 99 percent of its tokens tagged as “O”. Given ad-
equate annotated training examples, the NER model could
overcome this issue and learn to classify the tokens cor-
rectly. Nonetheless, many corpora, especially those from the
biomedical domain, can be scarcely labeled.

Since NER corpora can be both scarcely labeled and
highly imbalanced, we argue that the standard cross entropy
objective function, though capable of producing the optimal
token classifier asymptotically under the maximum likeli-
hood principle, would fail to achieve the desirable perfor-
mance under the low-resource and imbalanced settings.

With the above desiderata, this paper considers optimiz-
ing the NER model under a different objective/loss function.



Dataset # sentences # tokens % label (B/1/0)

Train Dev  Test | Train Dev Test Train Dev Test
CoNLL 2003 (2003) | 14,987 3,466 3,684 | 203,621 51,362 46,435 | 11.5 52 833|115 52 833|122 53 825
OntoNotes5 (2014) | 20,000 3,000 3,000 | 364,611 54,423 55827 | 62 49 89.1| 62 49 89.1| 6.1 49 89.0
LINNAEUS (2010) | 11,934 4,077 7,141 | 281,273 93,877 165,095 | 0.7 04 989 | 0.8 04 988 | 09 0.5 98.6
NCBI (2014) 5423 922 939 | 135,701 23,969 24,497 | 3.8 45 91.7] 33 45 922| 39 44 917
s800 (2013) 5,732 829 1,629 | 147,291 22,217 42,298 | 1.7 22 96.1 | 1.7 22 96.1| 1.8 2.5 957

Table 1: The size of the benchmark NER/bioNER corpora as well as the label distribution for each corpus. In this work, we use
the well-defined BIO tagging scheme, i.e., B-Begin, I-Inside, and O-Outside of NEs.

Instead of optimizing the NER model using the standard
cross entropy loss, we propose to optimize the model using
the area under ROC curve (AUC) score. Direct optimiza-
tion of the AUC score has been shown to greatly benefit the
performance of highly imbalanced tasks since maximizing
AUC aims to rank the prediction score of any positive data
higher than that of any negative data (Ying, Wen, and Lyu
2016; Yuan et al. 2021b). However, most recent robust/prac-
tical AUC maximization techniques are solely designed to
solve for the binary classification task. Thus, this makes di-
rect AUC optimization implementation infeasible for NER.
Consequently, we propose to turn the standard BIO tagging
problem into a two-task problem. Figure 1 shows how the
standard BIO tagging scheme can be converted into two sep-
arate tasks, each of which can be optimized with AUC score.
At prediction time, the predictions of the two tasks can be
combined to generate the final prediction that matches the
output normally expected by the BIO tagging scheme.

To demonstrate the effectiveness of our proposed method,
we conduct extensive empirical studies on the corpora listed
in Table 1. The corpora are from both generic domains, e.g.,
CoNLL 2003 and OntoNotes5, and specialized domains,
e.g., LINNAEUS, NCBI and s800. Using corpora from dif-
ferent domains would substantiate that our method is do-
main agnostic. Additionally, employing different model ar-
chitecture such as transformers BERT (Devlin et al. 2019)
and seq2seq BART (Lewis et al. 2020) would indicate that
our method is model agnostic. Lastly, by experimenting with
different pre-trained embeddings, we give evidence that our
method is embedding agnostic. Our studies reveals that our
method exhibits significant performance improvement over
the standard objective/loss functions by a large margin.

We summarize our contributions as follows:

* Two-task NER reformulation: We reformulate the stan-
dard NER multi-class approach as a two-task learning
problem. Under this new setting, two binary classifiers
are used to predict respectively if a word is inside an NE
and if a word is at the start of an NE. This simple refor-
mulation makes the AUC optimization feasible for NER.

A new AUC loss for NER: Instead of optimising the stan-
dard loss functions, we adapt the idea of AUC maximiza-
tion to tackle the lower-resource and imbalanced NER.

Comprehensive experiments: We conduct extensive em-
pirical studies of our method on a broad range of set-
tings, and demonstrate its consistently strong perfor-
mance compared with the standard objective functions.
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Backgrounds
Named Entity Recognition

NER is a key task in NLP systems such as question-
answering, information-retrieval, co-reference resolution,
and topic modelling (Yadav and Bethard 2018). Although
there are many variations regarding the definition of named
entity (NE), the following types remain prevalent 1) generic
NEs (e.g., person, organization, and location), and 2)
domain-specific NEs (e.g., virus, protein, and genome) (Li
et al. 2020; Kripke 1980). For instance, the NER task in-
cludes but is not limited to the identification of person, lo-
cation, or organization in either short or long unstructured
texts. In biomedical domains, bioNER is to properly clas-
sify virus/disease names into predefined categories. Given a
set of tokens x = {x1,...,2;}, the algorithm would out-
put a list of appropriate tags y = {y1,...,y} (Li et al.
2020). NER is considered a challenging task for two reasons
(Lample et al. 2016): 1) in most languages and domains, the
amount of manually labeled training data for NER is lim-
ited; and 2) it is difficult to generalize from a small sample
of training data due to the inherent imbalance nature of NER.

AUC Maximization

AUC (Area Under ROC Curve) has been used in various
machine learning works as an important measuring criterion
(Freund et al. 2003; Kotlowski, Dembczynski, and Hueller-
meier 2011; Zuva and Zuva 2012). Since AUC is non-
convex, discontinuous and sensitive to model change, di-
rect optimization of AUC score often leads to an NP-hard
problem (Yuan et al. 2021b). Thus, many works have tried
to alleviate the computational difficulties by providing solu-
tions through a pairwise surrogate loss (Freund et al. 2003),
a hinge loss (Zhao et al. 2011), and a least square loss
(Gao et al. 2013). Yuan et al. (2021b) pointed out that al-
though the proposed least-square surrogate loss (Gao et al.
2013; Liu et al. 2020) makes AUC maximization scalable,
it has two largely ignored issues which are 1) it has an
adverse effect when trained with well-classified data (i.e.,
easy data), and 2) it is sensitive to noisily labeled data (i.e.,
noisy data). Thus, they proposed to decompose this surro-
gate least-square loss by what they call AUC margin loss
and achieved the 1st place on Stanford CheXpert competi-
tion. Further improvements to AUC optimization have been
observed via compositional training (Yuan et al. 2021a), i.e.,
alternating between the cross entropy loss and the AUC sur-
rogate loss during training. AUC maximization works well
when 1) there exists an imbalanced data distribution, e.g.,



classification of chest x-ray images to identify rare threat-
ening diseases, or classification of mammogram for breast
cancer study (Yuan et al. 2021b); or 2) the AUC score is the
default metric for evaluating and comparing different meth-
ods, i.e., directly maximizing AUC score can lead to large
improvement in the model performance (Yuan et al. 2021b).

AUX Maximization for NER
Notation

We will use common notation found in the AUC maxi-
mization literature (Zhao et al. 2011; Yuan et al. 2021a,b;
Yang et al. 2021) to present the problem of AUC maxi-
mization in the context of the NER task. Let I(-) be an in-
dicator function of a predicate, [s]; = max(s,0). We de-
note S = {(x1,¥1),-- ., (Xn,¥n)} as a set of training data,
where x; = z}, ..., ! represents the i-th training example
(i.e., a sentence of length 1), while y; € {B,1,0} denotes its
corresponding sequence of labels. Additionally, z = (z,y)
will also be used for ease of reference. Following standard
machine learning convention, we use w € R? to represent
the parameters of the deep neural network to be learned, and
hw(x) = h(w,x) to denote the objective mapping function
h : X — Y. Lastly, the standard approach of deep learning
is to define a loss/objective function on individual data by
L(w;x,y) = £ (hw(x),y), where £(¥,y) is a surrogate loss
function of the mis-classification error (e.g., cross-entropy
loss, conditional random fields), and to minimize the em-
pirical loss min, cpa % S L(w;x;,y;). However, as we
previously discussed, this standard surrogate loss function is
not suitable for situations where there exists an imbalanced
data distribution. This imbalanced data distribution issue is
the inherent problem for the NER/bioNER task as most cor-
pora have the majority of labels tagged as “O” (see Table 1).

Reformulation of NER

Existing work on AUC maximization typically follows
the Wilcoxon-Mann-Whitney statistic (Hanley and McNeil
1982; Clémencon, Lugosi, and Vayatis 2008; Yuan et al.
2021b) and interprets the AUC score as the probability of
a positive sample ranking higher than a negative sample:

AUC(w)
=  Pr(hw(z) > hw (2') |y=1,9 = 1) (1a)
= E[I(hw(z)—hw(z') >0)|y=19y"=-1]. (b

With V., and N_ denoting the size of positive and negative
training data set respectively, many existing works formulate
the AUC maximization on training data S = {S_, S } as

arg max AUC(w)
weERD

argmin Pr (hw(z) < hw (2') |y =1,y = —1)
weR?

(2a)

argminE [I (hw(®) — hw (z') <0) |y =1,5 = —1] (2b)
weRd
1

Ny N_

S DT 1(hw(®) — hw (2') <0). (20

TESL xleS_

arg min
weRd

While the definition from Eqs (1) and (2) subsequently leads
to the development of many prominent works in AUC max-
imization, it is not directly applicable to the NER problem.
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Figure 2: Reformulating the traditional multi-class NER-
tagging problem as a two-task problem to be optimized
with AUC. The embedding and model parameters are shared
while the linear classifiers have their own parameter set.

To make direct AUC maximization applicable to NER, we
propose to reformulate the standard NER multi-class setting
into a two-task setting as shown in Figure 2. In this set-
ting, the standard BIO-tagging scheme is broken into two
parallel tasks. One of the tasks is to detect if the token !
belongs to a named entity, we name the label of this task
Yen, € {—1,1}!. The other task is to detect if the token ! is
the beginning token of the named entity, we name the label
of this task ype, € {—1,1}, i.e., yi = {Yen:» Ybe, }- Based
on this two-task setting, the parameters set w can be sep-
arated into two sets, Wen = {6, wen} and wpe = {6, wpe }-
0 denotes the shared embedding and language model pa-
rameters, while wen, and wpe denote the parameters for the
entity-token classifier and the beginning-token classifier re-
spectively. By reformulating the standard NER setting into
two separate tasks, we can maximize the AUC score of each
task. Since the two tasks inherit the imbalanced data distri-
bution problem from the NER multi-class setting, we expect
maximizing the AUC score will lead to a better classifier for
each task, and eventually improve the NER performance.

AUC Maximization for NER Two-Task Setting

Although there are many AUC maximization techniques that
can be applied to this NER two-task setting, we choose the
deep AUC margin loss (DAM) (Yuan et al. 2021b) due to its
1) robustness/scalability of implementation to deep neural
networks, and 2) ability to overcome the critics from which
previous AUC maximization approaches such as the least-
squared surrogate loss might suffer (Ying, Wen, and Lyu
2016; Natole, Ying, and Lyu 2018; Liu et al. 2018, 2020;
Yuan et al. 2021b). Under DAM, we define the objective/loss
function to the entity-token prediction task as follows:

AUCM (Wen)
= E[(m—hwa(@) T hwe ()" ly=14"=-1] G
= min A1 (Wen) + Az (Wen) + (m — a + b)* (3b)

. 2
1;1}51 A1 (Wen) + A2 (Wen) + Icl;l'g%( {2a(m —a+b)—« } ,(3¢)



Algorithm 1: NER two-task prediction
Input: Sest, Wy, Wie
Output yla e 7yn-test’ S-t-, 5’1 € {B’ L O}l

for x; € St do

1:

2 S’eni = hwgn (X1)

30 Ybe, = hwy (xi)

4: for jin range(l) do

5: if 9,, = 1 and @ﬁei = 1 then
6 ?75 — «g”

7 else if j,, = 1 and ., = —1 then
8: Qi =T

9: else
10: g]i =“0”
11: end if
12:  end for
13: end for

14: return yl? e 75’1’1-(68{7 S't'a }A’z € {B7 I9 O}l

where Ay (Wen) = E[h2,_(2) | y = 1] —a?, and Az (Wen) =
E[h2,, (z) | y = —1] — b*. Using the definition for the vari-
ance, the minimization problem of a and b is achieved when
a = a(Wen) = Elhw, () | y = 1], and b = b(wen) =
ElAw, (z') | y = —1] respectively. Examining Eq (3) re-
veals that maximizing AUC requires the predictor 1) to have
low variance on both negative and positive words, and 2)
to push the mean prediction scores of positive and negative
words to be far away based on the value of the margin m.
We expect that minimizing Eq (3) with respect to we, can
lead to a reliable predictor for the imbalanced entity-token
prediction task. Following the same steps, we can define a
similar loss function for the beginning-token prediction task.
Since this is similar, we will skip this definition in the paper.
Lastly, we adhere to the standard multi-task setting and op-
timize for both tasks by minimizing for the following loss:

AUCy (Wen) + AAUCy (Wbe)a “4)

with A controlling the trade-off between the two losses.

NER Two-Task Prediction

At prediction time, we follow Algorithm 1 to generate
the prediction tags expected by the standard BIO-tagging
scheme. wg,, and wy, represent the optimal parameters
learnt by minimizing Eq (4) during training. After receiv-
ing the predictions from the entity-token and the beginning-
token prediction tasks, we linearly combine both sets of pre-
dictions to generate the final BIO tags as demonstrated in
Algorithm 1. We acknowledge that this linear combination
of predictions might raise a certain inconsistency during pre-
diction time when §Z,, = —1 and g]gei = 1. Currently, we
treat the prediction when this happens as “O”. Our justifica-
tion includes 1) “O” is the major tag for most of the NER
corpora (Table 1); thus, predicting “O” would align with the
data statistics, and 2) all of the current standard evaluation
metrics for NER do not take the true negative prediction into
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the calculation for the performance score; thus, predicting
“O” would lead to no improvement in the evaluation score.

Experimental Settings

We verify the performance of our AUC NER two-task refor-
mulation on both the imbalanced and the low-resource NER
settings. All of the experiments were set up as follows.

Domains and Corpora

We used corpora from both the general domain and the
biomedical domain. Table 1 summarizes the statistics for
these corpora. Both CoNLL 2003 (Tjong Kim Sang and
De Meulder 2003) and OntoNotes5 (Weischedel et al. 2014)
are standard corpora from the general domain to evalu-
ate and benchmark the NER performance. Whereas NCBI
(Dogan, Leaman, and Lu 2014), LINNAEUS (Gerner, Ne-
nadic, and Bergman 2010), and s800 (Pafilis et al. 2013)
are standard NER corpora used for biomedical named en-
tity recognition. While NCBI is often used to train the NER
model to identify the disease-NEs, both LINNAEUS and
s800 are trained to detect species-NEs. Thus, they exhibit
different linguistic characteristics. We chose these biomedi-
cal corpora to verify the performance of our method since:

* The data distribution of biomedical corpora is often heav-
ily imbalanced, which make them the perfect candidates
for AUC maximization in NER. All included biomedical
corpora have higher percentage of “O” tag compared to
those corpora from the general domain (see Table 1).

Standard approaches of transferring PLMs from high-
resource domains to low-resource ones often fail to
achieve satisfactory performance for biomedical corpora
(Giorgi and Bader 2019). This happens as clinical nar-
ratives can contain challenging linguistic characteristics
which do not overlap with those in other domains (Patel
et al. 2005), as also observed in our medical NLP project.

By demonstrating the significance of our method over the
baselines for both general and specialized domains, it sub-
stantiates that our method is both domain and data agnostic.

Model Architecture and Embedding

For embeddings and model architectures, we used both
“bert-base-cased” (Devlin et al. 2019) and “facebook/bart-
base” (Lewis et al. 2020) on CoNLL 2003 and OntoNotes5.
“bert-base-cased” uses the transformers model architec-
ture, while “facebook/bart-base” uses the seq2seq model
architecture. By testing our AUC NER two-task method
on different embeddings and model architectures, we give
evidence that our method is also embedding and model
agnostic. Due to their distinct linguistic characteristics
which often lead to the out-of-vocabulary (OOV) issue
when training with the standard language model embed-
dings, all biomedical corpora will be trained with “biobert-
base-cased-v1.1” (Lee et al. 2019). The implementation of
BioBERT, which achieved the state-of-the-art performance
for many benchmark biomedical corpora, is publicly avail-
able at BioBERT github website (see https://github.com/
dmis-lab/biobert (Lee et al. 2019)).
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Figure 3: Average model performance taken from 10 random partitions of 200 CoNLL 2003 sentences. We plot F1-scores as a
function of the logarithm of X\ values. In both plots, the red line represents the F1-scores based on the validation set and the blue
dash line represents the F1-scores based on the test set. The error bands indicate the 95% confidence level of the F1-scores.

Low-Resource and Imbalanced Settings

To analyze the performance of our AUC NER two-task
method under the low-resource and imbalanced distribution
scenarios, we consider the following experimental settings:

* The size of training set S: We used S with size € {20,
50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 1000} to
simulate the data scarcity issue in low-resource scenar-
ios. Given the size of S, we trained our method and all
the baselines on multiple training partitions of the same
size and report/investigate their average performance.

* We developed an imbalanced data generator for the
NER task. This generator samples S that contains
{1,2,5,10,20} percentage of entity-tokens. By evaluat-
ing the performance of our method on different data dis-
tributions, we can indicate the robustness of our method
under different imbalanced data distribution setups.

Baselines & AUC NER Two-Task Method
For our baselines, we chose the following methods:

* CE: The standard cross entropy loss, commonly used in
NER, was used as one of the major baselines to verify the
significance/impact of our method. We used all standard
hyperparameter settings to record its performance.

CREF: CREF represents our second major baseline as it
has been traditionally used in many NER works, such as
those of Huang, Xu, and Yu (2015); Lample et al. (2016);
Xu et al. (2018, 2019). It should be noted that as CRF
uses the transition matrix to generate the predictions, we
cannot use the WordPiece tokenization for this baseline.
CE-2T: This is our last baseline. For this baseline, we
broke the standard multi-class NER setting into the two-
task NER setting as shown in both Figure 1 and Fig-
ure 2. However, instead of optimizing both tasks under
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the AUC maximization approach, we used the binary
cross entropy loss. This baseline serves to demonstrate
that the significance of our work is related not only to
the NER two-task setting but also to the AUC objective
function.

For our AUC NER two-task method, we considered:

* AUC-2T: AUC-2T, one of the two implementations to
verify the significance/impact of our work, learns the op-
timal w¢,, and wy, by minimizing Eq (4) during training.
COMAUC-2T: COMAUC-2T also minimizes Eq (4)
at training time. However, different from AUC-2T,
COMAUC-2T learns wy,, and wy,, by following the idea
proposed by Yuan et al. (2021a) and alternates between
the standard multi-class cross entropy loss function and
the AUC two-task loss function during training'.

Both our AUC-2T and COMAUC-2T were set up for the
NER task by modifying the code from 1ibauc (Yuan et al.
2022). At prediction time, both AUC-2T and COMAUC-2T
use Algorithm 1 to generate the BIO-tag for evaluation.

Evaluation Metrics

Since there is no agreed upon AUC evaluation metric for
the NER task, we used the standard F1, precision and recall
score to evaluate for all our setups (Nakayama 2018).

Experimental Results & Discussions
Ablation Studies
Under our AUC NER two-task setups, the hyperparameter A
controls the trade-off between the two tasks (see Eq (4)).

!'Since CRF uses whole word instead of sub-tokens, we cannot
alternate the training between CRF and AUC optimization.



Training Size 20 50 100

Precision Recall F1 Precision Recall F1 Precision Recall F1
CE 0.28890,(}286 0.24250‘0282 0.21890,0214 0-44510,0243 0.40110_0377 0.3921040285 0-59530,0210 0-66830,0225 0.6253040206
CRF 0.51200.0156 0.59100.0228 0.54370.0177|0.61200.0125 0.65920.0129 0.63180.0108|0.67310.0150 0.69440.0122 0.68170.0124
CE'ZT 0-0783()‘0001 0.3915040001 0.13040,0001 0-07830,0001 0.3915OA0001 0.1304040001 0.07830,0001 0-39150_0001 0.1304040001
AUC-2T 0.5794 9264 0.7000) 5004 0.6289 o941 |0.7976, 9174 0.8693 o976 0.8300, 131 [0.-8589 g130 0.8973( 9100 0.8774 o131
COMAUC-2T0.66470A02570.73990(0225 0.69270,02200.824300191 0.8715()‘0106 0.84480,01490.8730()‘01080.9019001030.886900102
Training Size 150 200 250

Precision Recall F1 Precision Recall F1 Precision Recall F1
CE 0.77610_0138 0.85000.0110 0.80940,0159 0.81670,0149 0.8916¢.0043 0.85080.0103 0~83170.0168 0.9001¢.0037 0.86160.0117
CRF 0.70560.0108 0.71870.0124 0.70990.0094 |0.71650.0076 0.72540.0078 0.71960.0053 |0.72930.0089 0.74370.00s1 0.73510.0063
CE-2T 0.09510.0167 0.38310.0082 0.13360.0031 |0.36260.0565 0.43340.0186 0.3291¢.0411|0.32290.0553 0.41390.0179 0.2884¢.0384
AUC-2T 0.8718 ¢144 0.91500.0069 0.8921 1110 ]0.8827 o066 0-91800.0037 0.8998, 5945 |0-8875) 5056 0.9175; 55 0.90204 1051
COMAUC-2T|0.88140.0091 0.9110, 994 0-89580.0091(0.8867¢.0062 0.9170, (955 0.90140.0045/0.89430.0039 0.9198¢.0032 0.90680.0034

Training Size 300 350 400

Precision Recall F1 Precision Recall F1 Precision Recall F1
CE 0.85030.0140 0.91100.0040 0.87780.0092 |0.87630.0069 0.91920.0025 0.89690.0043 |0.88800.0056 0.92290.0022 0.9049¢.0035
CRF 0.74600.0093 0.75450.0070 0.7489¢.0061 |0.75850.0073 0.76960.0056 0.76340.0053 |0.76980.0058 0.77190.0063 0.77000.0040
CE-2T 0.51720.0456 0.5512¢.0322 0.4990¢.0432 |0.60430.0332 0.66950.0198 0.62500.0315 |0.6298¢.0282 0.69370.0192 0.6529¢.0271
AUC-2T 0.8929) gosa 0.9185, 5975 0.9054 5051 [0-90910.0024 0.9283 (24 0.9185, 1920 |0-9081 132 0.93240.0018 0.9200, 019
COMAUC-2T|0.9021¢.0032 0.92840.0027 0.91500.0026| 0.9081 55 0.92980.0024 0.91880.0020(0.90920.0020 0.9313 ;924 0.92000 0018
Training Size 450 500 1000

Precision Recall F1 Precision Recall F1 Precision Recall F1
CE 0.89260.0052 0.92680.0022 0.90920.0033 {0.90090.0046 0.92920.0022 0.91470.0031 |0.9294 1915 0.94800.00130.93860.0011
CRF 0.76730.0050 0.77590.0084 0.77050.0046 |0.78800.0048 0.78340.0081 0.78490.0050 |0.83360.0053 0.84020.0052 0.83650.0042
CE-2T 0.66330.0093 0.72750.0107 0.6928¢.0090 | 0.66850.0077 0.73860.0089 0.70070.0070 |0.75520.0071 0.86480.0066 0.80600.0066
AUC-2T 0.90870.0033 0.9311 5926 0.9197 5023 [0.91410.0023 0.9333 (924 0.92350.0018|0.92540.0014 0.94500.0010 0.93510.0009
COMAUC-2T]|0.9086, 3923 0-93180.0020 0.92000.0017|0.9122 905 0.93430.0023 0.9231; 1919 [0-93030.0015 0.9458 50106 0-9379¢ 009

Table 2: Average performance taken from 30 random partitions of different training set sizes. The non-parametric bootstrapped
standard errors from these experiments are under-scripted. The best performance for each setting is bold while the second best
is underlined. The model architecture is “transformers” and the token embeddings is “bert-base-cased” (Devlin et al. 2019).

Our intuitions tell us that A > 1 since being in an NE
is the dominant factor and unless 2 NEs run together, it
is all that is needed. We admit that choosing a good A for
both AUC-2T and COMAUC-2T could be adhoc. Thus, we
greedily searched for the optimal A\ by training both se-
tups multiple times with different partitions of 200 sentences
and record their performance for different A\ values. The re-
sults are presented in Figure 3 and the optimums are wide
and flat. Both Figure 3a and Figure 3b suggest that AUC- .

When the training set size is 1000, CE outperforms AUC-
2T on average; however, we argue that this is not signifi-
cant and the difference is negligible. Furthermore, except
for the training set size of 20, AUC-2T outputs more sta-
ble results compared to CE as indicated by their standard
errors. This comparison gives evidence that AUC-2T is
a better objective function for the low-resource NER set-
tings compared to the standard CE objective function.

2T and COMAUC-2T reach their optimal performance at
A = 100. Since the beginning-token prediction task is more
imbalanced than the entity-token prediction task, we believe
that A = 100 is large enough so that the gradients from
AUC\ (whe) is sufficiently represented when Eq (4) is op-
timized. For the rest of the paper, we present the results for
AUC-2T and COMAUC-2T with A = 100 during training.

Low-Resource Studies

Using the results from both Table 2 in this section and Fig-
ure 5 in the appendix, we have the following observations:

¢ CE vs. AUC-2T: Under the extreme low-resource set-
tings (i.e., size of {20,50}), AUC-2T outperforms CE
with a noticeable margin, with the average difference in
the Fl-performance getting as big as 40%. When the
training set size gets bigger, AUC-2T still shows im-
provements compared to CE, most of the times with sig-
nificant improvements at the 95% level of confidence.
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CREF vs. AUC-2T: Albeit losing significantly across the
performance metrics to AUC-2T under all settings, CRF
still produces quite stable results in some cases. Nonethe-
less, given the results, we believe that AUC-2T is a better
alternative to CRF under the low-resource NER settings.

CE-2T vs. AUC-2T: CE-2T is our last and weakest base-
line; thus, it is not surprising that it performs the worst.
This happens since while AUC-2T puts equal focus on
both positive and negative-class tokens, CE, due to its
nature of following the maximum likelihood principle,
tends to favor the class with the majority presence dur-
ing training. Although they should give similar results
asymptotically, it is clear that all CE objective/loss func-
tions suffer when the data is inherently imbalanced, as
is the case of the NER task. Since we reformulate the
original multi-class setting into the two-task setting, this
amplifies the imbalanced data distribution issue, at least
for the beginning-token prediction task. Thus, it is unsur-
prising that CE-2T gives poor performance and only re-



CoNLL 2003, bert-base-cased embedding, 100 sentences with 1,211 tokens
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Figure 4: Learning curves of the average performance taken from 10 random data partitions, each partition with the size of 100
sentences (i.e., &~ 1,211 tokens). The original BIO label distribution for CoNLL 2003 is 11.5%, 5.2%, and 83.3% respectively
(see Table 1), i.e., original entity label size = 16.7%. The entity label size in this graph represents the percentage of entity-
tokens over the number of tokens for the training set S. The error bands indicate the 95% confidence level of the scores.

covers/improves when the size of S gets bigger. Compar-
ing CE-2T with AUC-2T reveals that maximizing AUC
scores contributes substantially to the NER performance.

COMAUC-2T vs. AUC-2T: Although the Fl-score of
COMAUC-2T is higher on average than that of AUC-2T
under almost all settings, the difference between the two
approaches is not significant, particularly when the size
of S is large. Since COMAUC-2T alternates between the
standard multi-class cross entropy loss function and the
AUC two-task loss function during training, we surmise
the difference is due to 1) better learned feature represen-
tations (i.e., embeddings, transformers) from minimizing
the standard CE loss function as theoretically proven by
Yuan et al. (2021a), and 2) higher training time complex-
ity as COMAUC-2T time complexity = AUC-2T time
complexity + CE time complexity. Since COMAUC-2T
performs on par with AUC-2T, it consequently outper-
forms all baselines in most low-resource NER settings.

We can observe similar result patterns to those mentioned
above in the sub-section “low-resource studies” found in
the supplementary material. These results are collected
from different data domains (general, disease, species),
embeddings (bert-base-cased, facebook/bart-base, biobert-
base-cased-v1.1), and model architectures (transformers,
seq2seq). Consequently, they strengthen the evidence that
our method is domain, embedding, and model agnostic.

Imbalanced Data Distribution Studies

As previously mentioned, we developed an imbalanced data
generator for the NER task. This generator serves to simu-
late the scenarios where the data distribution for S is differ-
ent from that of S, testing the robustness of both the base-
lines and our method. We present the main result in Figure 4.
From this result, we have the following observations:

¢ CE vs. AUC-2T: We found that with the extreme imbal-
anced training sets (i.e., entity label size of 1 and 2%), CE
performs extremely poorly even when the training size
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is reasonably adequate. The F1-score drops even lower
than training with 20 sentences as indicated in Table 2.
Although the F1-score for AUC-2T also dropped given
these settings, the drop is not as significant as CE. Ad-
ditionally, we observe that the performance of AUC-2T
under these extreme settings is still on par with that of CE
when training with the normal training set S (Table 2).

CRF vs. AUC-2T: Although CRF performance drops
under the extreme imbalanced settings, the decline is not
as severe as that of CE, showing the robustness of CRF
loss function. Additionally, both AUC-2T and CRF im-
prove with more entities in S at a similar rate. However,
as AUC excels under the imbalanced settings, the perfor-
mance gap between AUC-2T and CREF is still significant.

COMAUC-2T vs. AUC-2T: Both approaches show sim-
ilar F1-performance across different entity label size. As
AUC-2T has shown its robustness compared to other
loss/objective functions, COMAUC-2T consequently can
be considered as a better alternative to its baselines.

Lastly, the results also indicate that having more NEs in
S will lead to higher F1-scores on S for all approaches,
regardless of the data distribution differences between S
and Sie. We surmise this happens as more NEs means
more information for training the model parameters. This
is consistent with the results from Nguyen et al. (2022).

Note that we excluded CE-2T from our results and discus-
sions as it already exhibits poor performance under the stan-
dard imbalance setting. We also provide experimental results
for different training-set sizes, domains, embeddings, and
model architectures in sub-section “imbalanced data distri-
bution studies” in the supplementary material. From these
results, we can observe similar result patterns with those in
Figure 4, indicating the robustness of our approach.

Comparison with Other NER Imbalanced Losses

Lastly, we compare our low-resource NER solutions to Dice
Loss (Li et al. 2020), which is based on the Sgrensen—Dice
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Predicting MISC (2.3% of tokens) as the entity type
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Table 3: Average performance taken from 10 random partitions of different training set sizes. The non-parametric bootstrapped
standard errors from these experiments are under-scripted. The best performance for each setting is bold while the second best
is underlined. The model architecture is “transformers” and the token embeddings is “bert-base-cased” (Devlin et al. 2019).

coefficient (Sorensen 1948) to alleviate the influences of
negative examples in the NER problem. The corpus we used
for our experiments is CoNLL 2003 as it is the corpus used
by Li et al. (2020) in their paper to present the findings. As
Dice Loss (DL) attempts to find both the entity tokens and
their entity type, we modify the original codes ? so that both
our methods and Dice Loss only focus on a specific entity
type, say LOC, i.e., we train the model to predict the BIO
tag for only the LOC tokens. Please note that since we only
predict for the a single type of entities (e.g., LOC), the per-
centage of entity tokens is drastically lower than 16.7% (see

*https://github.com/ShannonAl/dice_loss_for NLP

Table 1) , making the

perimental setting.

AUC-2T vs. DL:

distribution more imbalanced and the

problem harder to solve. We present the experimental results
in Table 3 and provide the following observations:

* AUC-2T vs. COMAUC-2T: Our two methods still ex-
hibit consistently strong performance under this new ex-

The difference in term of performance

(precision, recall and f1) between the two methods, with
a 95% confident level, are not significant under all cases,
which aligns with our findings from previous sections.

Under the low-resource settings, our

AUC-2T outperforms Dice Loss significantly. We pre-
sume this happens since while Dice Loss shows great
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performance when all training data are available (Li et al.
2020), the low-resource settings exacerbate the challenge
of the NER tasks. For entity type that appears sparingly
in the corpus (e.g., MISC), Dice Loss struggles even with
1000 training sentences as there is little learning sig-
nals for its algorithm to work with. Although Dice Loss
demonstrates great improvement for some entity types
once the training pool is large enough, we believe that
both of our methods should be the preferred alternative
under the low-resource NER settings. As AUC-2T out-
performs Dice Loss significantly, our COMAUC-2T also
displays a strong performance against Dice Loss.

Conclusions

In this paper, we studied an effective solution to the low-
resource and the data imbalance issues that widely exist in
many NER/BioNER tasks. To tackle these two issues, we
have first reformulated the conventional NER task as a two-
task learning problem, which consists of two binary clas-
sifiers predicting if a word is a part of an NE and if the
word is the start of an NE respectively. We then adapted
the idea of AUC maximization to develop a new NER loss
based on the reformulation. Extensive experiments on dif-
ferent datasets with different scenarios, which mimic the
low-resource and the data imbalance issues, demonstrated
that the new AUC-based loss function performs substantially
better than the commonly used CE and CREF, regardless of
the underlying NER models, embeddings or domains that we
used. Although the proposed AUC optimization approach
works quite well for NER, there still exist some limitations,
including the inconsistency in the prediction that arises from
the two-task reformulation of NER. We believe that the AUC
optimization for the multi-class problem (Yang et al. 2021)
could be an alternative, which is subject to future work.
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