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ABSTRACT

Automated decision-making systems are increasingly deployed in
domains such as hiring and credit approval where negative out-
comes can have substantial ramifications for decision subjects. Thus,
recent research has focused on providing explanations that help
decision subjects understand the decision system and enable them
to take actionable recourse to change their outcome. Popular coun-
terfactual explanation techniques aim to achieve this by describing
alterations to an instance that would transform a negative outcome
to a positive one. Unfortunately, little user evaluation has been
performed to assess which of the many counterfactual approaches
best achieve this goal. In this work, we conduct a crowd-sourced
between-subjects user study (N = 252) to examine the effects of
counterfactual explanation type and presentation on lay decision
subjects’ understandings of automated decision systems. We find
that the region-based counterfactual type significantly increases
objective understanding, subjective understanding, and response
confidence as compared to the point-based type. We also find that
counterfactual presentation significantly effects response time and
moderates the effect of counterfactual type for response confidence,
but not understanding. A qualitative analysis reveals how deci-
sion subjects interact with different explanation configurations and
highlights unmet needs for explanation justification. Our results
provide valuable insights and recommendations for the develop-
ment of counterfactual explanation techniques towards achieving
practical actionable recourse and empowering lay users to seek
justice and opportunity in automated decision workflows.
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1 INTRODUCTION

As machine learning systems have grown more capable, they have
rapidly been deployed to automate decision-making tasks in con-
sequential domains such as finance [35, 41], recruitment [16, 32],
healthcare [37], and policing [13, 23] where negative decisions can
have substantial impacts on decision subjects’ lives. Motivated by
this alarming trend, explainable AI (XAI) techniques have been de-
veloped to provide decision subjects with an understanding of how
a decision is made, and thus the possibility of taking recourse [52].
Requirements for explanation of automated decisions are also in-
creasingly being codified into law [1, 41, 43].

Of particular interest have been so-called counterfactual expla-
nations as they are believed to meet legal requirements for lay
user appropriate explanation [61]. These explanations provide de-
cision subjects with actionable recourse for undesired negative
outcomes (e.g., the denial of a loan) by describing alterations to
the features of their instance that would lead to a positive outcome
(e.g., suggesting a loan applicant increase their income to some
amount to obtain an approval) and are best suited to decisions on
tabular data [26]. There has been a flurry of activity in this area
resulting in different notions of counterfactual explanation [54].
Approaches vary both in counterfactual type, such as point-based
counterfactuals (e.g., income = $1,000) [12, 42, 50, 56] and region-
based counterfactuals (e.g, $1,000 < income < $1,500) [17, 20, 60] as
well counterfactual presentation with different styles for explaining
the same content, ranging from simple numeric capture [58], to
textual description [53], and visual depictions [18].

Unfortunately, while counterfactual explanation is frequently
supported by drawing parallels to human notions of reasoning [2,
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36], surveys of the field have found that in practice the design of
XAI techniques is driven by machine learning experts with little
grounding in psychology and without a thorough investigation of
real users’ needs [39, 40]. As a result, comparative evaluation of
counterfactual approaches is largely limited to computational met-
rics such as counterfactual proximity and distributional faithfulness,
with multiple competing metrics often intending to measure the
same notion [19, 28]. While interesting, these computational met-
rics do not capture the understanding and needs of lay users whose
knowledge and priorities have been shown to differ significantly
from those of machine learning experts [22].

Existing explanation user studies have not yet bridged this gap,
with a recent survey finding that only a handful of studies consider
counterfactuals [49]. Of these, most compare counterfactuals to
other forms of explanation (e.g., feature importance). Such works
have found that counterfactual explanations can increase metrics of
understanding [62] and improve perceptions of fairness [51, 64] and
justice [55] as compared to non-counterfactual methods. Despite
these promising results, existing studies are restricted to singular
configurations of counterfactual, typically point-based counterfac-
tuals presented as text (Sec. 2.2). Thus, a large unmet need remains
for user studies to examine to what degree decision subjects un-
derstand and may be able to use different types of counterfactual
explanations for actionable recourse and to determine what presen-
tation styles are most easily understood. Motivated by this need,
we address the following three research questions in this work:

e RQ1: What effect do counterfactual explanation type and coun-
terfactual explanation presentation have on lay decision sub-
jects’ understanding of automated decision-making systems?

e RQ2: What effect do counterfactual explanation type and coun-
terfactual explanation presentation have on lay decision sub-
jects’ confidence in their understanding of automated decision-
making systems?

e RQ3: Do lay decision subjects’ subjective understanding and
confidence predict their objective task performance?

We develop six unique counterfactual explanation configurations
varying across two key factors: counterfactual type (point-based
vs region-based) and counterfactual presentation style (numeric,
natural language, and visual). We examine a population of lay users
acting as simulated decision subjects for a loan approval scenario,
and propose a methodology (Sec. 4) to evaluate their understanding
by presenting a series of loan decisions alongside counterfactual ex-
planations. Following this procedure, we perform a crowd-sourced
2x3 between-subjects user study with N = 252 participants. We
measure participants’ subjective understanding via agreement state-
ments and objective understanding via accuracy across twelve task
questions in three recourse-related areas. We also record partici-
pants’ response confidence and response time for task questions, and
solicit user experiences via open response.

Using this information, we perform a quantitative analysis for
eight internally preregistered hypotheses (Sec. 5.1) followed by an
exploratory statistical analysis (Sec. 5.2) and a qualitative analysis
of open responses (Sec. 6). Our analysis finds significant effects
of counterfactual type, with region-based counterfactuals leading
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to significantly higher objective understanding, subjective under-
standing, and response confidence than point-based counterfac-
tuals. Further, we find counterfactual presentation style does not
significantly effect user understanding in this context, but does
significantly effect response time and moderates the effect of coun-
terfactual type on participants’ response confidence. We also show
that users’ subjective understanding and response confidence are
significant predictors of their objective understanding. Based on our
results, we provide recommendations (Sec. 7) for XAl practitioners
to focus on the development and deployment of practical region-
based counterfactual explanation techniques. We also encourage
HCI researchers to continue exploration of presentation methods
to determine how best to maximize understanding.

2 BACKGROUND AND RELATED WORK

Counterfactual explanations are a form of post-hoc local explana-
tion: post-hoc in that they are generated after a machine learning
model is trained, and local in that they are specific to a particular
instance [19]. Counterfactual explanations are answers to a coun-
terfactual question typically formulated as "Why P rather than Q"
where P is some factually observed outcome, typically undesired
(e.g., loan denial), and Q is some hypothetical counterfactual out-
come desired by the user (e.g., loan approval) [36]. Counterfactual
explanation is thought to follow human notions of reasoning with
literature from psychology finding people typically value why one
event happened rather than another [2, 36]. Counterfactuals have
also been argued to meet emerging regulatory requirements for
lay user appropriate explanation of consequential decisions [61]
though the scope and enforcement of such regulation remains an
emerging area of law [3].

2.1 Counterfactual Explanation Methods

Point-Based Counterfactuals. Counterfactual explanation has
largely been explored in the context of single counterfactual points
often called counterfactual examples. That is, given an instance
x € R" predicted as class P, point-based counterfactual explanation
methods seek to find some hypothetical point x’ € R" which
would be predicted as class Q. Numerous methods to generate
counterfactual points have been explored, including via algorithmic
search [14, 45, 50, 56], linear programming [10, 25, 42], and gradient
access [12, 31, 38]. These methods guide the generation of x” by
metrics such as similarity, often the L1 or L2 norm between x and
x’; sparsity, the number of features differing between x and x”; and
validity, the reliability of x” obtaining the desired outcome [19].
Counterfactual validity is of particular importance to the human
context because methods that fail to guarantee validity may waste a
user’s time and effort if they make changes to meet x” and re-receive
an unwanted outcome. This also risks liability for the owner of the
decision system under relevant regulatory frameworks [1, 41, 43].
Region-Based Counterfactuals. Recently, methods have emerged
for creating counterfactual explanations that cover a portion of the
values in the feature space larger than just a single point. These
region-based approaches provide greater flexibility to users by of-
fering additional context and information on the rationale of the
decision system. This aligns with observations that point-based
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counterfactuals may place unrealistic requirements on users to pre-
cisely set the value of each feature in spite of normally expected
feature variability (e.g., requiring a loan applicant obtain a very
specific bank account balance) [27]. These methods utilize similar
abstractions to capture portions of the feature space, such as describ-
ing a set of disjoint rules across one or more features, e.g., one rule
option restricts ($1000 < income < $1500) while another option
restricts ($500 < rent < $900), or via a continuous hyperbox e.g.,
($1000 < income < $1500 AND $500 < rent < $900) [15, 17, 20, 60].
These region-based methods differ in two key ways: 1) whether all
points that fall into the region are guaranteed to be validly counter-
factual, and 2) the computational complexity required for creating
the region explanation. Specifically, LORE [20] and LEWIS [17]
fail the validity guarantee, and RFOCSE’s [15] core approach has
been shown to be intractable for reasonably sized ensembles [60].
This led RFOCSE to adopt a faster heuristic-variant which lacks a
validity guarantee. In Sec. 4 we use the recent work FACET [60]
to generate counterfactuals as it provides a strong guarantee of
counterfactual validity in efficient time.

2.2 Explanation User Studies

Non-Counterfactual Studies. Existing user studies on explana-
tion largely focus on feature importance techniques [49] such as
those generated by LIME [34] and SHAP [48]. Cheng et al. [6] ex-
amined local feature importance explanations presented as stacked
bars compared to a lack of explanation for user understanding in
a college admissions scenario. They found the presence of expla-
nations led to higher objective understanding measured by three
model simulation tasks, but not higher subjective understanding
measured via post-task questionnaire. Poursabzi-Sangdeh et al. [44]
examined global feature importance explanations and found their
presence led users to more accurately predict the model’s behavior,
but made them worse at detecting its mistakes.
Point-Based Studies. Some works compare the effects of under-
standing from counterfactuals, but consider only point-based coun-
terfactual types. For example, Wang et al. [62] found that both
feature importance and point-based counterfactual explanations
presented as structured text improve objective understanding with
similar effect size for recidivism prediction, but observed only an
increase in subjective understanding for counterfactuals in a forest
cover scenario. Bove et al. [4] use a loan application scenario and
found that multiple counterfactual points shown via a card-style
Ul improved objective and subjective understanding compared to
single counterfactual points. This suggests that additional counter-
factual information may improve understanding. Warren et al. [63]
compare textual counterfactual points using categorical and contin-
uous features for automated drunk driving assessment and found
objective understanding to be higher with categorical features.
Studies have also evaluated the effect of point-based counterfac-
tuals with other metrics. Kuhl et al. [29] compared closest counter-
factual points to plausible counterfactual points using a numeric
presentation and found closest counterfactuals lead to faster learn-
ing of an abstract game [30]. Schoeffer et al. [51] and Yurrita et
al. [64] examined the effect of combined counterfactual and feature
importance explanations presented as text to other forms of expla-
nation. They found the combined explanations led to the highest
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user perceptions of fairness. Binns et al. [55] examine perceptions
of justice with differing forms of explanation presented via text and
found that counterfactuals led to higher perceptions of justice, but
that these effects were outweighed by scenario effects. While the
above works each adopt a different explanation presentation style,
none directly examine this factor.

Presentation Studies. Works which directly evaluate explanation
presentation are more rare. Van Berkel et al. [59] compared tex-
tual data summary explanations to visual data scatterplots for loan
applications and recidivism prediction, and found the text cases
yielded higher perceived fairness. Szymanski et al. [55] compared
textual, visual, and hybrid presentations of multiple forms of expla-
nation for article reading time estimation. They found that hybrid
forms of explanation led to the highest objective understanding.
No works to date have adequately studied the effect of presentation
for counterfactual explanations.

3 RESEARCH HYPOTHESES

To explore our primary research questions (Sec. 1), we pose the
following hypotheses.

3.1 Hypotheses for RQ1: User Understanding

Wang et al. [62] show that point-based counterfactuals can improve
user understanding of an automated decision system and Bove
et al. [4] find that the information from multiple counterfactual
points can improve both objective and subjective understanding
compared to a single point. Because region-based explanations
contain a super-set of the information provided by point-based
counterfactuals, and indeed enclose many counterfactual points,
we expect that region-based counterfactuals would thus increase
both objective understanding (Hj4) and subjective understanding
(H1c) compared to point-based counterfactuals. Further, Szyman-
ski et al. [55] find some evidence that explanation presentation
may impact objective understanding. Therefore, we anticipate that
presentation may moderate the effect of counterfactual type on
objective understanding (H;p). Finally, van Berkel et al. [59] find
that subjective perceptions of fairness differ between explanation
presentations. Therefore, we predict that subjective understanding
of the automated decision-making system may also differ between
presentation styles (Hy q).

o Hypothesis 1a (Hy,): Region-based counterfactual explanations
improve objective user understanding as compared to point-
based counterfactual explanations.

o Hypothesis 1b (H;}): The effect of explanation type on objective
understanding is moderated by explanation presentation.

e Hypothesis 1c (Hjc): Region-based counterfactual explanations
improve subjective understanding as compared to point-based
counterfactual explanations.

e Hypothesis 1d (H;4): Users’ subjective understanding differs
based on explanation presentation.

3.2 Hypotheses for RQ2: User Confidence

When an instance (e.g., a loan application) does not exactly match a
point-based counterfactual, little definitive information is available
to the user about what the outcome of that instance would be. This
may cause users to be uncertain or otherwise feel that they are
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guessing. In contrast, region-based counterfactuals provide greater
information on the decision-making system which may be used to
assess the likelihood of alternate outcomes, e.g., by simply deter-
mining if the instance falls within the region (Sec. 2.1). Therefore,
we hypothesize that region-based counterfactuals may lead users
to have greater confidence (i.e., belief/certainty in their understand-
ing) than point-based counterfactuals (Hz4). Additionally, if users
perceive one explanation presentation to be more complex or diffi-
cult to parse than another, they may be less confident using that
presentation (Hyp). We can measure this confidence by providing
users a spectrum of responses and recording how often they choose
the more extreme responses.

e Hypothesis 2a (Hq): Users are more confident in their re-
sponses with region-based counterfactual explanations than with
point-based counterfactual explanations.

o Hypothesis 2b (H;p): The effect of explanation type on users’
response confidence is moderated by explanation presentation.

3.3 Hypotheses for RQ3: Calibrated
Understanding

For users to effectively use counterfactual explanations for action-
able recourse, they must be able to accurately assess their level of
understanding of the underlying decision-making system. This is
critical as users who are "confidently wrong" may expend signif-
icant effort enacting a set of changes which will not result in the
desired counterfactual outcome. Thus, users’ subjective understand-
ing and confidence are ideally calibrated with their true objective
understanding. While Cheng et al. [6] and Poursabzi-Sangdeh et
al. [44] observe some divergence in objective and subjective under-
standings for feature importance explanations, evaluations by Bove
et al. [4] and Warren et al. [63] of different uses of counterfactuals
showed increases in both. This may indicate that when working
with counterfactuals users have a fairly accurate self-assessment
of their understanding. Therefore, we expect that subjective un-
derstanding (Hs4) and response confidence (H3p) are positively
associated with objective understanding for both types of counter-
factual explanation.

o Hypothesis 3a (Hs4): Users’ subjective understanding is posi-

tively associated with objective understanding
e Hypothesis 3b (H;p): Users’ response confidence is positively
associated with objective understanding

4 METHODOLOGY

To test our hypotheses about the effects of counterfactual explana-
tion type and presentation on lay user understanding of automated
decision systems (Sec. 3), we conducted a randomized human sub-
jects experiment (N = 252) on Prolific [46] using explanations for
mock loan approval decisions (Sec. 4.1). Six configurations of coun-
terfactual explanation were considered varying in counterfactual
type (region vs point) and counterfactual presentation (numeric vs
natural language vs visual) for a complete 2x3 between-subjects
design. Communication of loan decisions and explanations was
operationalized through an explanation user interface (Fig. 1) cus-
tomized for each configuration (Sec. 4.2). User understanding was
assessed through both quantitative measures (Sec. 4.3) and thematic
analysis of open response (Sec. 6). We detail our survey procedure
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STATUS Application (Rej Expl (Approved)
Applicant Income Applicant Income
Our algorithm has decided that $1,880 $854
your loan application should be
REJECTED
APPLICATION Loan Amount Loan Amount
$6,100 $7,107
Applicant Income $1,880
Coapplicant Income $0
Loan Amount $6,100 60 Days
Loan Term 360 Days

Figure 1: Sample counterfactual explanation user interface

and participant recruitment strategy in Sec. 4.4. The design of the
explanation user interfaces and the exact wording of evaluation
questions was refined through a series of internal user groups and
a small crowd-sourced pilot study of twenty participants.

4.1 Experiment Scenario

Following prior research [4], we adopt a loan application scenario
for our experiment due to the consequential nature of such deci-
sions, familiarity of lay users with the task, and legal requirements
for explanations of automated decisions in this domain [1, 41, 43].
To generate counterfactual explanations for the experiment, we
trained a machine learning (random forest) classifier on a random
80% sample of a Kaggle loans dataset [24]. This model acts as an
automated decision system which predicts Loan Approval (binary
REJECT/APPROVE) from Applicant Income, Coapplicant Income,
Loan Amount, and Loan Term. We then used the model to classify
the remaining 20% of applications and explained those which were
Rejected (119) with the state-of-the-art technique FACET [60]. This
produced a region-based and point-based counterfactual explana-
tion for each application decision. To avoid biasing participants
towards certain feature-values, we examined each explanation and
selected 12 distinct instances for the study that were diverse in
terms of the altered features and counterfactual values. Each in-
stance was used exactly once.

4.2 Explanation Interface Prototypes

For each of the six counterfactual explanation configurations, we
develop an explanation user interface to display the loan decision
and associated explanation to the user. These interfaces share a
common templated layout and sidebar as depicted in Fig. 1. Area A
reminds the user of the loan scenario and rejection decision, Area

B displays the feature-values of the given loan application, and

Area C contains the counterfactual explanation of the decision for

that application. Each of the six configurations shown in Fig. 2

combine one counterfactual type and presentation and are plugged

into Area C. Each participant is randomly assigned to a single expla-
nation configuration to create six experimental groups. We develop
configurations for each factor as follows.

Explanation Type. We explore two types of counterfactual expla-

nation: point-based and region-based counterfactuals.

e Point-Based Counterfactuals. For a given instance, a point-
based counterfactual explanation is a set of feature-values, one
per feature, such that if the instance is transformed to exactly
match those values, the automated decision-making system will
produce the desired counterfactual outcome.
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Application (Rejected)

(Approved)

Applicant Income Applicant Income

Your application would have been APPROVED rather than

Application (Rejected) Explanation (Approved)

Applicant Income
$1.880 $412-$1,013

Applicant Income

$1,880 $854 .
REJECTED if your APPLICANT INCOME was $854 rather than Applicant Income: — oo ,
come ‘ cant Income $1,880 and your LOAN AMOUNT was $7,107 rather than $6,100, seal 3155 £23%
50 4 assuming all other features are the same (COAPPLICANT Ci i Income:
INCOME $0; LOAN TERM 360 Days) ? *
Loan Amount Loan Amount §7.107
9 Loan Amount: + 1
$6,100 $7,107 i o0 S
Loan Term: + !
270 Days 450 Days
Application (Rej d) (Approved)

Your application would have been APPROVED rather than

REJECTED if your APPLICANT INCOME was between $412 Applicant Income: LE |
come ( cant Income and $1,013 rather than $1.880 and your LOAN AMOUNT was 2 L
50 50 - 36 between $7,100 and $12,350 rather than $6,100, assuming all Coapplicant Income: @mmm—— — |
FEE— T other features are the same (COAPPLICANT INCOME between » 10 s 0
$6.100 $7.100 - $12.350 $0 and $8; LOAN TERM between 48 Days and 420 Days) Loan Amoums:ii575 5 s15:43x
Loan Term: Hs . —

Application (Rejected) Explanation (Approved)

36 Days 360 Days 480 Days

Figure 2: Explanations for one instance using the six studied counterfactual explanation configurations

o Region-Based Counterfactuals. For a given instance, a region-
based counterfactual explanation is a continuous bounded range
along each feature such that any point that falls within the pre-
scribed range for every feature is guaranteed to obtain the desired
outcome from the automated decision-making system.

Explanation Presentation. We explore three counterfactual ex-
planation presentations: numeric, natural language, and visual as
they represent three distinct communication modalities prevalent
in existing works (Sec. 2). For each counterfactual type, all three
styles contain the same counterfactual information and we adopt a
set of simple and consistent design principles to mitigate confound-
ing effects. To aid readability, features with proposed alterations
have their current factual values displayed in red and the newly
proposed counterfactual values shown in blue. Features requiring
no alteration are shown in grey. All presentations provide feature
information in alphabetical order by feature name.
e Numeric. Following existing research [29], we organize the
feature-values into a tabular arrangement (Fig. 2 Left) for a
structured representation and display a side-by-side compari-
son between the observed factual values and the counterfac-
tual values proposed by the explanation. In the point-based
case, this is simply a single value, e.g., ApplicantIncome : $854,
while in the region-based case, this is presented as a range, e.g.,
ApplicantIncome : $412 — $1,013.
Natural Language. Existing works often present counterfac-
tuals via text [53, 55, 64]. To examine this case, we develop a
templated natural language presentation (Fig. 2 Center). Each
statement begins with a description of the decision outcome and
then lists the altered features indicating the prescribed counter-
factual values contrasted to the factual values with a rather than
clause. The counterfactual values for regions are provided using
the word between to encode the range. Finally, a parenthetical
listing indicates the non-altered features and their values.

Visual. A limited set of works provide explanation content via

visualization [55, 59]. To investigate this, we develop a simple
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visual presentation which uses number line plots (Fig. 2 Right).
Here, each feature is given its own number line displaying both
the factual and counterfactual values for that feature. Point-based
counterfactuals are depicted using points, while region-based
counterfactuals are represented by shaded bars along the line.

4.3 Evaluation Metrics

Objective Understanding (H14, Hyp, H34, H3p). Due to the com-

plex nature of human processing, many metrics measuring user

understanding exist. Following previous HCI studies of explana-
tions [4, 6, 7, 44, 55, 62, 63], we adopt the definition that a user

"understands" a decision system if they can identify what attributes

cause the system’s actions and can predict how changes in the situ-

ation can lead to alternative outcomes. Following this philosophy,
we adapted the evaluation questions from [4, 7] to target actionable
recourse. Specifically, we designed three types of task questions to
assess participants’ objective understanding of the decision system
in three critical recourse-related areas: Feature Alteration, Instance

Prediction, and Feature Sensitivity.

o Question Type 1: Feature Alteration. As counterfactual expla-
nations provide understanding of the decision system through
proposed feature alterations, it is critical for actionable recourse
that users can accurately identify the alterations prescribed by
the explanation. Correctly interpreting this information allows
a user to determine the significant features and threshold val-
ues in the local space of the explained instance. To measure
this ability, we presented participants with an explanation for a
not-before-seen instance and asked them via a multiple-choice
question to identify which change is most likely to get this appli-
cation approved? from among three potential choices (Appx. C.1).
To account for preexisting assumptions of model behavior (e.g.,
participants assuming that a higher income is always more likely
to be approved), we selected a mix of explanations with intuitive
and counterintuitive alterations. Participants were also directed
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to not rely on their preexisting assumptions and incentivized via
bonus payments to answer correctly.
Question Type 2: Instance Prediction. Another component of
actionable recourse is assessing whether or not an instance will
achieve the desired decision outcome. This is critical as it re-
flects a user’s understanding of the underlying decision system’s
behavior and enables them to determine whether or not they
have sufficiently altered their instance to match the provided
counterfactual explanation. We measured this ability directly by
presenting participants with an explanation for a rejected in-
stance alongside a new instance of unknown outcome. We then
asked the participants to predict the system’s decision for the
new instance on a 4-point forced-choice scale from very likely to
be rejected to very likely to be accepted.

e Question Type 3: Feature Sensitivity. Once a user can identify
the alterations a counterfactual explanation suggests and deter-
mine if their instance will achieve the desired outcome, they must
"freeze" their instance (i.e., prevent significant deviation from
their altered feature-values) until the decision system processes
the new instance. For example, a loan applicant may abstain from
large transactions to "freeze" their savings balance while they
reapply for the loan. To achieve this, the user must understand
what features are sensitive. That is, they must be able to identify
features of their instance that would result in an undesired out-
come if allowed to deviate by a small amount. This is equivalent
to identifying which feature(s) of their instance are closest to a
decision boundary. To measure this understanding, we presented
participants with an explanation for a rejected instance alongside
anew instance which we told them was accepted. We asked them
to choose Which attribute of your new application, if changed by
a small amount, is most likely to result in a rejection?

We created 12 objective understanding questions, 4 of each type.
Response options were generated by altering the instance to meet
the explanation, then adjusting one or more feature-values in each
option as described in Appx. C.1. Responses were scored compared
to ground truths, assigning one point to each correct answer to
create an objective understanding score ranging 0-12.

Subjective Understanding (H1¢, Hy4, H34). In addition to mea-
suring a user’s true understanding of the model, we also measure
their self-reported understanding. This is important to determine if
some forms of explanations lead to a false sense of understanding
which could cause users to expend effort in fruitless attempts to
achieve their desired outcome. To measure subjective understand-
ing, we adapted the questions from [4] and asked participants to
indicate their agreement with five statements (Appx. C.2) on 6-point
bipolar forced choice Likert-style agreement scales. We converted
each response to a value 0-5 and summed the 5 questions to create
a subjective understanding score ranging from 0-25.

Response Confidence (Hzq, Hyp, H3p). For the Instance Predic-
tion questions (Objective Question Type 2), we asked the partici-
pants to predict the outcome for an instance on a 4-point scale from
very likely to be rejected to very likely to be accepted. To measure
how confident users were in their responses, we computed the
number of times each participant chose a very likely option over a
somewhat likely option. This yields a score ranging from 0-4 as we
asked four such questions.
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Response Time. To approximate the difficulty of processing differ-
ent explanation configurations, we measured how much time each
participant spent answering each objective understanding question
and computed the total response time.

Satisfaction and Trust. We asked participants to rate their sat-
isfaction with the provided explanations on a 5-point Likert-style
scale from not satisfied to highly satisfied and indicate their agree-
ment with the statement I trust the decisions made by the algorithm
on a 6-point forced choice scale from strongly disagree to strongly
agree (Appx. C.3).

4.4 Survey Procedure and Recruitment

The experiment consisted of an online survey administered via
Qualtrics [47] with the following five major steps.

1) Presurvey. After collecting consent, we asked participants
questions relating to their demographics and individual fac-
tors. One question was manipulated to act as an attention
check. We then randomly assigned each participant to one
of the six counterfactual explanation configurations shown
in Fig. 2.

2) Introduction. We gave participants a description of the loan
application scenario and familiarized them with the features
used. We also asked a set of simple recall questions to ensure
they read the materials (Appx. C.5).

3) Training. We presented participants with an example ex-
planation (e.g., Fig. 1) for the configuration corresponding
to their group. We then used a short series of descriptions
and questions to train the participants to locate the fac-
tual instance’s values, identify altered features, and under-
stand the criteria for acceptance provided by the explanation
(Appx. C.6).

4) Task Evaluation. To measure objective understanding and
response confidence we asked the participants to answer
the twelve task questions from our three recourse-related
question areas (Appx. C.1)

5) Post Survey. We concluded the survey by having partici-
pants complete the Likert-style agreement questions for sub-
jective understanding, satisfaction, and trust, with one ques-
tion manipulated to act as an attention check (Appx. C.2).

Based on a power analysis of the tests (Sec. 5.1) for our main hy-
potheses, we aimed to collect data from at least 247 participants.
We thus recruited 264 participants from Prolific [46] in September
2023. All participants were adults (> 18 years old), first-language
English speakers, located in the United States. Recruitment was lim-
ited to Prolific members who had completed 100+ tasks with a 95%
or higher approval rate. Prolific’s "gender-balanced" recruitment
feature was applied. Each participant was paid a $4 base amount
and up to an additional $2 based on their accuracy in answering
questions. Participants were informed of the bonus potential with
the amount scaling in $0.50 increments to incentivize participants
to make legitimate responses. Participants were not told which/how
many questions they got correct to avoid biasing their responses.
The average completion time was 20.32 minutes and average was
compensation $5.07 for an average wage of $14.98/hr. For analysis,
we excluded ten participants who failed at least one of the two
attention checks and two participants who failed more than two
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Hypotheses for Main Effects (p < 6.25 X 10~ significant) F71

p-value| ;7;, )

H;, Regions increase response confidence

Hi, Regions increase objective understanding
H;p Presentation moderates objective understanding 4.04
Hic Regions increase subjective understanding

H;q Presentation effects subjective understanding

H,;, Presentation moderates response confidence

21734 | <2x 10710 | 0.4694
3.13x1072 | 0.0278
60.91 1.71x10713| 0.1984
2.10 | 1.25x107! | 0.0168
42.41 |  4.14x10710| 0.1474
6.18 | 2.41x1073 | 0.0478

Hs, Subjective understanding predicts objective understanding - 1.39x1071° -
H;p,  Response confidence predicts objective understanding - 1.30x1074 -
Additional Related Observations
O;  Presentation effects objective understanding 0.29 0.7458 0.0024
O;  Presentation moderates subjective understanding 3.53 0.0309 0.0279
O3  Presentation effects response confidence 0.17 0.8479 0.0014

Table 1: Results of statistical tests for main hypotheses and related observations

of the simple recall questions from Procedure Steps 2-3. This left
N = 252 participants whose demographics are shown in Appx. B.2.

5 QUANTITATIVE ANALYSIS AND RESULTS
5.1 Hypothesis Tests

Here, we perform statistical tests to evaluate our 8 main hypotheses
(Sec. 3). To conservatively control the family-wise error rate to
below 0.05, we apply Bonferroni correction yielding o = 0.05/8 =
0.00625. Thus, p-values from the main analysis below are only con-
sidered significant if p < 6.25 x 103, For hypotheses analyzed with
ANOVA tests, we report the partial eta squared (r]f,) effect size in
addition to p-value and F statistic and use Cohen’s [9] rules for
interpretation. The significance of all tests is shown in Tab. 1 and
the main metric scores for each of the six counterfactual explana-
tion configurations are shown in Fig. 3. We also perform Bayesian
ANOVA for some tests and report Bayes Factors for these cases
using Lee and Wagenmaker’s [33] rules.

RQ1: Objective Understanding. Our first confirmatory analysis
is a multi-way ANOVA test with counterfactual explanation type
(region-based vs point-based) and presentation (numeric vs natu-
ral language vs visual) as factors predicting participants’ objective
understanding (Sec. 4.3). Here we find a large effect of explana-
tion type (H14) with significantly higher understanding for region-
based explanations (¢ = 9.24 + 0.22) than point-based explanations
(4 = 5.46 % 0.14, score ranges 0-12). We find some evidence sugges-
tive of a small moderating effect of explanation presentation on the
effect of explanation type (H1b), but a Bayesian ANOVA reveals
anecdotal evidence in favor of no moderating effect (BFy; = 2.16).
Thus, we cannot reject the null hypothesis for this case. We also did
not observe an effect of explanation presentation alone on objec-
tive understanding (O1 ), with a Bayesian ANOVA revealing strong
evidence for the null hypothesis that it has no effect (BFy; = 22.05).
RQ1: Subjective Understanding. A second multi-way ANOVA
uses explanation type and presentation as factors predicting subjec-
tive understanding (Sec. 4.3). We again find a large effect of explana-
tion type with a significantly higher mean score for region-based
explanations (u = 18.33 + 0.42) than point-based explanations
(4 = 13.49 + 0.47, score ranges 0-25). Similarly to objective under-
standing, we did not find evidence for an effect of explanation pre-
sentation on subjective understanding (H; 4). A Bayesian ANOVA
reveals moderate evidence in favor of the null hypothesis that pre-
sentation does not have an effect (BFy; = 5.28). We also observed
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evidence suggesting a small moderating effect of explanation pre-
sentation on explanation type for subjective understanding, (O2),
but we did not register a hypothesis for this case.

RQ2: Response Confidence. A third multi-way ANOVA uses ex-
planation type and presentation as factors predicting response confi-
dence (Sec. 4.3). Here, we find a large significant effect of explanation
type on response confidence (Hzq) favoring region-based explana-
tions (¢ = 2.17+0.08) over point-based explanations (u = 1.31+0.11,
score ranges 0-4). We also find a small significant moderating effect
of explanation presentation on the effect of explanation type for
response confidence (H,p). We did not observe evidence indicating
an effect of explanation presentation alone (O3).

RQ3: Calibrated Understanding. We performed a multiple linear
regression analysis to test the association of participants’ response
confidence and subjective understanding with their objective un-
derstanding (R? = 0.24, p = 4.82 X 107!, F = 40.77). Our results
show that both subjective understanding (H3q, f = 0.1929) and
response confidence (Hsp; f = 0.5400) are both significantly pos-
itively associated with objective understanding — with response
confidence being the stronger predictor.

Summary of Hypothesis Findings. We found sufficient evidence
to reject the null hypothesis for 6 of our 8 tests. This includes
large effects of explanation type on objective understanding, sub-
jective understanding, and response confidence (H1q, Hic, H24);
a moderating effect of explanation presentation on the effect of
explanation type for response confidence (Hyp,); and that subjective
understanding and response confidence are both significant predic-
tors of objective understanding (Hsq, H3p). Finally, we found some
evidence that explanation presentation may moderate the effect of
explanation type on subjective understanding (H;p), but could not
reject the null in this case. We found no evidence that presentation
alone effects subjective understanding (Hyq).

5.2 Exploratory Analysis

Here, we provide additional findings related to our hypothesis tests
(Sec. 5.1) and examine secondary factors that may effect understand-
ing of counterfactual explanations. We also consider additional
metrics for explanation utility, as shown in Fig. 4.

Expansion on Moderation Effects. For hypothesis Hy,, we found
a small significant moderating effect of explanation presentation
on the effect of type for response confidence (Sec. 5.1). To examine
this further, we performed a follow-up Tukey test. This reveals that
region-based counterfactuals have significantly higher response
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Figure 3: Mean and standard error of main metrics for the six configurations of counterfactual explanation type and presentation
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Figure 4: Mean and standard error of additional metrics for the six configurations of counterfactual explanation

confidence than point-based counterfactuals for the natural lan-
guage (p < 2x1077) and numeric (p = 2.07 x 10~%) presentations,
but not for the visual case (p = 0.92). This can be seen in Fig. 3.
Similarly, in Oz we found that explanation style may moderate
the effects of type for subjective understanding. A Tukey test for
this metric finds a significant difference between subjective un-
derstandings from visual and natural language presentations in
point-based counterfactuals (p = 0.0475), but not in region-based
counterfactuals (p = 0.99).

Task Understanding. To dig into users’ understanding of indi-
vidual tasks, we disaggregated the objective understanding score
(Sec. 4.3) into the three task areas: feature alteration, instance pre-
diction, and feature sensitivity. We then repeated the multi-way
ANOVA test from Sec. 5.1 for each. We find that explanation type
remains significant for all three tasks (alteration p < 2x 10716, r]f, =
0.33; prediction p = 1 x 10715, 1712, = 0.23; sensitivity p < 2 X
10716, r]f, = 0.33). See Appx. B.1 for task scores.

Response Time. A multi-way ANOVA predicting response time
(Sec. 4.3) with explanation type and presentation finds presentation
has a small yet significant effect (p = 5.89 x 1073, F = 5.24, 7712, =
0.0409) while type has no effect (p = 0.59). A Tukey test reveals
visual presentations resulted in significantly faster response times
than natural language presentations (p = 3.94 X 10~3) by several
minutes (visual g = 6.00 £ 0.30; language p = 8.17 +0.58). Response
times for numeric styles (¢ = 7.02 = 0.50) could not be significantly
distinguished. Separate linear regressions found response time is
not associated with subjective (p = 0.23) or objective understand-
ing (p = 0.39), or response confidence (p = 0.86).

Satisfaction and Trust. We ran two multi-way ANOVAs using
explanation type and presentation to predict user-reported satis-
faction and trust. These revealed a large significant effect of expla-
nation type on satisfaction (p < 8 x 10711, F = 42.21, 1712, =0.1582)
and a small significant effect of type on trust (p < 1.74 x 1074, F =
12.54, 1712, = 0.0553). No effects were found for explanation presenta-
tion alone on satisfaction (p = 0.50) or trust (p = 0.27).
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6 OQUALITATIVE ANALYSIS

Here, we analyze participant responses to a series of open response
questions using reflexive thematic analysis under a construction-
ist framework [5, 8]. This allows us to identify latent themes in
the data that provide insight into how users may conceptualize
explanations and how those concepts effect their utilization. We
asked four open response questions (Appx. A), one about the clarity
of explanation, and three about how participants completed the
task evaluation. The responses total 1,008 text passages and we
analyzed responses to the "how" and "clarity" questions separately.
Responses were coded using QualCoder [11] over several iterative
steps to refine initial codings into the identified subthemes. All
quoted data extracts Q.i are available in Appx. A, Tab. 2.

6.1 Region-Based Counterfactuals Encourage
Reliable Range Checking

When participants described how they answered the recourse-
driven task questions, a notion of assessing the "fitness" of an
instance to an explanation was common. This fell into three sub-
themes: a) ambiguous distance, b) range checking, and c) wiggle room.
Participants using point-based explanations often relied on a notion
of ambiguous distance (45/125) by assuming that instances which
were "close” (Q.2), "similar to" (Q.3), or "nearest” (Q.1) in distance to
the counterfactual point better fit the explanation and were thus
more likely to receive the desired loan approval outcome. This la-
tent assumption is neither guaranteed nor holds for many cases,
e.g., a nearby point may be across the decision boundary and get
rejected while a far point is approved. It’s also unclear how close is
"close enough" (Q.6), and this likely varies widely between users.
In contrast, many fewer (14/127) participants using region-based
explanations made determinations based on distance. Instead, they
frequently performed range checking (59/127) where they evaluate
if the application’s values are "within" (Q.7) or "fit into" (Q.10) the
explanation’s range on that feature. Most participants looked for
matches on all features, but those that didn’t tended to map the
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number of ranges met to the likelihood of approval (Q.8). This
underlying belief is mathematically true, but in practice only points
that satisfy all ranges are guaranteed the desired outcome. Similarly,
in the sensitivity task participants using region-based explanations
regularly used and even named (Q.11, Q.12) a notion of wiggle
room (42/127). This maps neatly to the goal of identifying features
near decision boundaries, with participants referencing the "limit"
(Q.13) "maximum" (Q.14), or "borderline” (Q.15) of the region’s range.
Combined, these patterns demonstrate the value of region-based
counterfactuals to provide criteria that are easily understood by
real users and which help resolve issues of ambiguous distance
underlying the use of point-based counterfactuals.

6.2 Users Seek Justification For Counterfactuals
That Don’t Match Their Assumptions

When asked to describe the clarity of the given explanations, a
pattern of informational understanding combined with justification
seeking was common. This pattern is present through parallel sub-
themes of a) action clarity, and b) assumptions of reasoning. For
example, one participant wrote "I think the explanation of why
the loan was rejected is clear, but WHY those criteria are valid does
not make sense"” (Q.20). Indeed, participants generally found the
information given by the explanations to be easy to understand,
with many (74/252, excluding single word yes/no responses) giving
wholly positive descriptions of the explanation Ul This included
strong indications that they understood the suggested alterations
(Q.18, Q.19) and responses highlighting that specific characteristics
such as the use of color were helpful (Q.16, Q.17).

Despite this, many participants (69/252) expressed confusion
over why the specific counterfactual values were selected. In par-
ticular, participants pointed at "counterintuitive” (Q.21) suggestions
(e.g., increasing the loan amount to obtain approval) to not "make
sense"” (Q.22) or to be "illogical” (Q.22) and sought further explana-
tions of why these changes were suggested (Q.24). This reveals that
users have strong underlying assumptions about how an automated
decision-system works — namely that such systems do or should
closely follow human reasoning. In practice many counterintuitive
counterfactual changes are possible as machine learning systems
are not constrained to follow such notions. Further, an explanation
that seems counterintuitive or unreasonable at first glance may
have a rationally grounded underpinning - e.g., a microlending
service rejecting applicants whose incomes are too high, or a bank
rejecting a loan amount that is too small to be profitable. Without
such a justification, participants question explanations that deviate
from their assumptions, with a few even raising concerns that the
underlying decision system may be "predatory” (Q.26) or "sketchy"
(Q.25). This may have substantial impacts on perceptions of fairness
and trustworthiness.

7 DISCUSSION AND RECOMMENDATIONS

7.1 Effects of Explanation Type: Clear Wins for
Region-Based Counterfactuals

Results from our hypothesis tests (Sec. 5.1) find that region-based
counterfactual explanations lead to significantly higher objective
understanding (Hi,4), subjective understanding (Hi.), and response
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confidence (Haz,) than point-based counterfactuals among our pop-
ulation of lay users. Further, our exploratory analysis confirms that
objective understanding remains higher for region-based counter-
factuals across all three recourse-related task areas (Sec 5.2). This
indicates that using region-based counterfactuals, lay users are bet-
ter able to identify the required counterfactual alterations, assess
the fitness of an instance with respect to those changes, and discern
which features of an instance are nearest to deviating from the
proposed alterations. These strong increases may be due to the
more reliable process of range checking that we observe in our
qualitative analysis (Sec. 6.1). Our hypothesis tests also find that
participants accurately identified their increased ability to perform
these tasks; with both subjective understanding and response con-
fidence being positively associated with objective understanding
(H3q4, H3p). Finally, evidence from our exploratory analysis also
finds corresponding increases in reported satisfaction and trust in
the automated decision system among participants with region-
based counterfactuals. In combination, these results indicate that
region-based counterfactuals are well suited for use by lay users
and may hold significant promise for practical actionable recourse.

To leverage these findings, machine learning experts should con-
sider a) focusing on developing region-based explanation approaches
similar to those from emerging methods [17, 20, 60] for a wider variety
of model types; and b) investigating efficient methods for embedding
region-based counterfactuals as part of standard practice when creat-
ing systems for high-stakes automated decision-making.

7.2 Effects of Explanation Presentation: A Call
for Additional Examination

The effects of counterfactual explanation presentation are less clear
than the effects of counterfactual type. Considering the results of
our hypothesis tests (Sec. 5.1), we did not find significant evidence
of explanation presentation interacting with explanation type on
objective understanding (Hyp), nor evidence of explanation presen-
tation alone having an effect on subjective understanding (H;y).
Similarly, exploratory analyses revealed no evidence for an effect
of explanation presentation on users’ reported satisfaction or trust
(Sec 5.2). Implications for the lack of these effects are mixed. On
one hand, observing that three different explanation presentations
achieve the same level of user understanding may indicate that
lay users are capable of digesting counterfactual explanation in-
formation through a variety of modalities. On the other hand, the
lack of observed effects does not give a clear indication of best
practices for HCI designs to maximize user understanding. This
may be due in part to the intentional similarity in design of the
numeric, natural language, and visual presentations we examine.
To minimize confounding variables all three presentations contain
identical information, apply the same color coding schema, and are
presented in context of the same explanation interface. While this
leads to consistent interfaces designs, we cannot ensure they are
optimal and therefore an examination of more diverse presentations
may reveal more significant differences in understanding.

Despite the lack of evidence for effects of presentation on user
understanding, our hypothesis tests do find that explanation presen-
tation has a small significant moderating effect on explanation type
for response confidence (Hzb). Further, in our exploratory analysis,
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we observe a large significant effect of presentation on response
time, with participants using natural language presentations tak-
ing on average more than two minutes longer than those using
visual presentations. This may be due to the need to scan the natural
language presentation multiple times to locate the required explana-
tion information, with the visual presentation allowing participants
to locate the same information much more quickly. These results
suggest that while explanation presentation may not improve user
understanding, different presentation styles may increase or de-
crease the amount of effort required to reach that understanding.
This may be relevant for domains with low-motivation users who
may decline to expend the required effort and where rapid explana-
tion interpretation is pertinent for decision-making.

To fully understand the effects of different explanations presenta-
tions we suggest HCI researchers examine a broader array of design
options for explanation interfaces both within counterfactual expla-
nation, and among explanation systems more broadly. While existing
human studies are valuable in demonstrating the potential benefits
and pitfalls of explanation, it’s critical that we go beyond explanation
content alone and examine how presentation may help (or harm) user
experiences in explanation workflows.

8 LIMITATIONS AND FUTURE WORK

Our work has the following limitations that may be addressed
through future work. First, as with many studies our findings are
context specific. We examine the effects of counterfactual explana-
tion type and presentation on lay user understanding for actionable
recourse of loan application decisions. While our insights in this
context are substantial, future work is needed to evaluate how these
findings generalize to other domain scenarios with different factors
and stakes and to consider a wider variety of presentation styles.
Evaluation of different user populations should also be considered,
including non-lay user groups as appropriate for the target domain.
Second, our work focuses primarily on evaluating user understand-
ing. In Sec. 5.2, we find explanation type significantly affects user
trust and satisfaction as measured by single Likert-style questions.
However, as these factors are important for the practical use of
explanations, a more in-depth evaluation would be valuable. Other
metrics such as perceptions of fairness and justice are also rele-
vant and worth investigating. Third and lastly, our study is tailored
specifically towards actionable recourse for negative decision out-
comes. Such recourse relies on fundamental assumptions about the
mutability of features and users’ abilities to enact the proposed
alterations. The mere presence of counterfactual explanations does
not guarantee these to be true. Thus, this work should not be used
to justify the automation of consequential decisions without care-
ful consideration of the negative impacts on users. As automated
decision-making systems increasingly determine the shape of our
society, a great deal of technical and legal work remains needed to
ensure that automated decision-making systems are used ethically
and that their decisions can be reliably audited and fairly contested.

9 CONCLUSION

In this work, we bridge the gap between XAI methods development
and user perspectives by examining how lay users experience expla-
nations for actionable recourse of automated decisions. In particular,
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we perform a between-subjects user study to evaluate the effects of
counterfactual explanation type and presentation on lay user un-
derstanding in a loan application scenario. Our analysis finds that
region-based counterfactuals result in significantly higher objective
understanding, subjective understanding, and response confidence
compared to point-based counterfactuals. We also find that region-
based counterfactuals lead to significantly higher user satisfaction
and trust. Based on these results, we recommend machine learning
experts focus on the development of these region-based counterfac-
tual techniques and include such explanations as part of practical
automated decision-making systems. Additionally, we find that
explanation presentation can significantly moderate some of the
above effects of explanation type, and that natural language presen-
tations greatly increases response times compared to visual ones.
Given the recent explosion of automated decision-making systems
and the corresponding increase in regulatory scrutiny, our findings
point to an unmnet need for HCI and fairness researchers to study
how best to serve users with effective explanation information to
enable diverse user populations to effectively utilize explanations
across a variety of high-stakes domains.
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RESEARCH ETHICS AND SOCIAL IMPACT

Ethical Considerations. We considered and addressed the follow-
ing ethical factors when designing our study.

Scenario Selection. As actionable recourse is especially critical for
consequential decisions, we were interested in studying the effects
of counterfactual explanation for a realistic, relatively high stakes
scenario. However, we did not want to use a scenario which might
cause our participants undue stress. We chose not to work with
the available COMPAS recidivism dataset as a carceral scenario
may raise traumatic experiences for participants who have a his-
tory with the criminal legal system. Similarly, we considered using
undergraduate applicant data from our institution, but avoided do-
ing so as this may be a point of stress for some participants and
could potentially involve partial disclosure of real student data,
even if anonymized. More broadly, we felt that using such scenar-
ios may inadvertently endorse or normalize the use of automated
decision-making systems in these domains, where such uses remain
controversial. We chose the loan application scenario because 1)
the dataset is publicly available on Kaggle; 2) the scenario is reason-
ably but not overly consequential; and 3) automated systems are
largely accepted for making such decisions. Additionally, the finan-
cial field has a comparatively long history of protective regulation
to structure the use of allowable decision-making processes. We
also specifically excluded dataset features related to demographic
and personal background as these are not practically actionable and
could raise issues of bias if used by the decision-making system.

Participant Rights and Privacy. As the field of data collection has
been known to exploit crowd-sourced labor, we took the following
steps to protect our participants. First, all participants were required
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to complete a consent form to ensure they understood the study
expectations. This included the study goal, risks/benefits, compen-
sation, expected duration, the right to exit at any time, and contact
information for our Institutional Review Board (IRB) office. Sec-
ond, we used internal testing and a small pilot study to determine
the average completion time and adjusted compensation to meet
the minimum wage in our jurisdiction ($15/hr). Third, to respect
participant’s privacy we recruited respondents pseudonymously
via Prolific and replaced Prolific IDs with randomized Participant
IDs before analysis. All researchers also underwent CITI Program
training for responsible data handling. Finally, to avoid pressuring
participants, all demographic questions were optional and collected
flexibly (e.g., age in range brackets, gender as open response, and
multiple selectable race options including a custom option). Demo-
graphic details were collected to characterize our sample population
and contextualize our results, but were not used as predictive fac-
tors for analysis. The above process and all survey content was
reviewed and approved by our IRB.

Researcher Positionality. The researchers conducting this work
come from a largely American background with research experi-
ence in computational solutions to human-centric data problems,
and robust access to educational and technological resources. These
factors inevitably influence the design of our study and the analysis
of our results. Thus, our recommendations may not be equally ap-
plicable or appropriate for the use of explanations and automated
decision-making systems in populations with different cultural
norms or language use, and in populations where access to educa-
tion and technology may be more limited.

Adverse Impacts. The findings of this work should not be seen to
in any way endorse or justify the use of automated decision-making
systems for high-stakes tasks. Indeed, the proliferation of machine
learning systems in critical decision-making has and will continue
to shape society and profoundly affect individuals lives, particularly
as companies often fail to take seriously even the most basic duties
of care for how such systems impact the people they touch. The
mere addition of explanations like those studied in this work does
not mitigate these effects and explanation should not be used to
create a misplaced sense of trust or otherwise misrepresent the
decision-making process. With or without explanations, automated
decision systems can be used to reinforce historical patterns of
marginalization, automate unjust systems of power, and foreclose
opportunities for meaningful change. We therefore encourage gov-
ernments, community members, and labor organizations to use
explanations as only one of many tools for deeply examining such
systems, and to take action when needed to ensure that if decision-
making is to be automated, it is done in a way that protects the
rights of decision subjects, and leads to fair and just outcomes.
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A OPEN RESPONSE AND SELECTED QUOTES

Selected quotes from the qualitative analysis (Sec. 6). Quotes are referenced to anonymous participant identifier and the question it responds
to. "How" questions are labeled by which of the three recourse-related areas (Sec. 4.3) they describe and are responses to the question How
did you use the explanation tool to answer these questions? This was asked three times during Task Evaluation (Procedure Step 4), once after
each block of questions from the corresponding area. The "clarity” question How did you use the explanation tool to answer these questions?
was asked after Training (Procedure Step 3, Sec. 4.4).

VanNostrand et al.

Q.i  Quote Participant
Q.1  chose the nearest values of the changes suggested listed in the multiple choice P172-Alter
Q.2 Ilooked to see if the numbers were close P44-Pred
Q.3 tried to pick the closest numbers that correlate to the numbers on the approved side P72-Alter
Q.4  comparing the number and looking for number that were close or the same P34-Pred
Q.5  If the numbers for the applicant were similar to the approved numbers from the algorithm, I felt the chances of P91-Pred
being approved would be higher
Q.6 Ijudged whether the stats were "close enough" to the algorithms preferences P135-Pred
Q.7 Ifall 4 criteria dont fit within the approved junction parameters, I would say it would be rejected P10-Pred
Q.8  Ifthey fit into every blue category they were very likely to be approved. If they fit into most of them they were P174-Pred
fairly likely, etc
Q.9  Ichecked for each change and looked to see if it was within the range P170-Alter
Q.10 I checked to see if the changes fit into the amounts the algorithim listed P237-Alter
Q.11 By deducing which category had the least amount of wiggle room to be changed P14-Sense
Q.12 Ilooked at the parameters of each section and chose the area that had the least amount of "wiggle room" P14-Sense
Q.13 Ilooked at the ranges and saw which was closest to the limit P48-Sense
Q.14  If the new numbers were close to being at the minimum or maximum of the approvals P188-Sense
Q.15  If'the new applicant stats were borderline to being in the rejected zone I chose those P67-Sense
Q.16  easy to see that red portions are rejected and how things need to change in order to become blue and approved P51-Clear
Q.17 The blue color makes it easy to understand the necessary changes that will get your application approved. P25-Clear
Q.18  Yes, it is very clear about what needs to be changed for me to get approved for the loan P65-Clear
Q.19  It’s easy to understand why I was rejected and what I would need to do in order to be accepted P188-Clear
Q.20  the explanation of why the loan was rejected is clear, but WHY those criteria are valid does not make sense P141-Clear
Q.21 It is easy to read, but what the tool is suggesting that you do seems counterintuitive P169-Clear
Q.22 It does not make sense to require less income for a larger loan than the applicant applied for P183-Clear
Q.23 It was confusing because it wasn’t intuitive. Why would a loan agency want to give you more money while you P27-Clear
make less? It seems illogical
Q.24 I 'would like to see more explanation about why the algorithm thinks that certain number will allow for approval P231-Clear
Q.25  No. Seems sketchy, though P231-Clear
Q.26 it almost seems like it is incentivizing a predatory nature where it prefers applicants that earn less money and take ~ P176-Clear

higher loan amounts to get more profit at the expense of putting them in debt

Table 2: Extracted quotes from participant answers to open response questions

B ADDITIONAL RESULTS
B.1 Task-Wise Evaluation Metrics

In Sec. 5.2 we examined the significance of effects for objective understanding disaggregated by the recourse-related task area (Sec. 4.3).
Presented below are the understanding scores for each task area (range 0-4 for each), as well as the corresponding disaggregated response
times for each question type in minutes.
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Figure 5: Mean and standard error of task-wise understanding for the six configurations of counterfactual explanation
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Figure 6: Mean and standard error of task-wise response time for the six configurations of counterfactual explanation

B.2 Participant Demographics

Tab. 3 shows a summary of the demographics of the analyzed participants using questions from [21]. Note that as all questions were optional
and we allowed multiple responses per participant for race, the sum of each variable may not exactly match the total sample size. We
collected age in brackets to preserve anonymity and gender information as an open response which was parsed into nonbinary, man, or
woman. We group the four responses for some high school with the 23 for high school diploma or equivalent to create the high school or less
category and merge the four from applied or professional degree into other.

Age Education Race Gender
18-24 26 | High school or less 27 | American Indian or Alaska Native 4 | Nonbinary 3
25-34 86 | Some college, no degree 54 | Asian 16 | Man 115
35-44 71 | Associate degree 26 | Black or African American 33 | Woman 124
45-54 39 | Bachelor’s degree 105 | Hispanic, Latino or Spanish Origin 20
55-64 19 | Master’s degree 33 | Middle Eastern or North African 1
65-74 7 | Doctorate degree 1 | Native Hawaiian or Other Pacific Islander 1
> 75 2 | Other 5 | White 202

Table 3: Self reported demographic data of the 252 participants

B.3 Individual Factors

As literacy with computer systems or financial data may affect a participant’s understanding, we adapted three agreement statements from
existing research [6, 57] to measure each concept on a 6-point scale. We further directly ask participants to report their familiarity in each
concept from no knowledge to a lot of knowledge on 4-point scales as in [6]. We normalized and summed the responses to create separate
technical literacy and financial literacy scores, each ranging from 0-25. As perceptions of the appropriateness of the use of automated decision
systems may impact user behavior, we also collected an AI Sentiment score by asking participants to indicate their agreement with I believe
it’s okay for algorithms to be used to make important decisions on a 6-point scale. See Appx. C.4 for a full list of these questions.

501 40 1504
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c 60 100+
g 301 N
o 20 404
2 204 0
LIL_ 504

101 10+ 204

357 91113151719212325 357 91113151719212325 o 1 2 3 4 5 18 25 35 45 55 65 75

Technical Literacy Financial Literacy Al Sentiment Age
Figure 7: Distribution of individual factors and age for the analyzed participants (KDE smoothed, Scott’s rule factor=1.3)

A multiple linear regression using technical literacy, financial literacy, and Al sentiment (Fig. 7) to predict objective understanding or
response confidence reveal no significant effects. However, the same factors predicting subjective understanding reveals a potential effect
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of technical literacy (p = 0.0492, f = 0.1821), indicating that participants who are more familiar with general technology may perceive
themselves as more capable of understanding the automated decision system.

C SURVEY MATERIALS

C.1 Objective Understanding Questions

Below is the full text of the objective understanding questions as adapted from [4, 7]. Feature alteration wording and choices come directly
from [7] with values for each option chosen from the explanation - i.e., the explanation altered both features and one value was chosen to
match the counterfactual and the other not. For one of the four alteration questions we chose both values to not match, making “neither” the
correct option. For instance prediction questions, the options were created by changing some features of the instance to not-match the
counterfactual values. This ensured the new instances remained relevant to the explained instance. Values were chosen such that two of
four prediction questions were Approved and the other two Rejected. New instances for feature sensitivity were generated by altering the
instance to match the explanation then "moving" one feature-value to be near the end of the Approved range.

Question Type 1: Feature Alteration. Given the following explanation information [Explanation UI]. Which change is most likely to
get this application approved?

(1) [Decreasing <feature i> from <value 1> to <value 2>

(2) Increasing <feature j> from <value 3> to <value 4>

(3) Neither would increase the chance of approval

Question Type 2: Instance Prediction. Given the following explanation information [Explanation UI]. Consider an applicant with
the following profile

Attribute Value
Applicant Income $<value>
Coapplicant Income $<value>
Loan Amount $<value>
Loan Term <value> Days

How would the algorithm categorize this applicant?
(A) Very likely to be rejected

(B) Somewhat likely to be rejected

(C) Somewhat likely to be accepted

(D) Very likely to be accepted

Question Type 3: Feature Sensitivity. Imagine that you applied for a loan and were REJECTED with the following explanation
[Explanation UI]. You have now changed your application to the following values and been APPROVED for a loan

Attribute Value
Applicant Income $<value>
Coapplicant Income $<value>
Loan Amount $<value>
Loan Term <value> Days

Which attribute of your new application, if changed by a small amount is most likely to result in a rejection?

(A) Applicant Income
(B) Coapplicant Income
(C) Loan Amount

(D) Loan Term
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C.2 Subjective Understanding Questions

Metric

Please indicate how much you agree with the following statements.

Subj. Understanding
Subj. Understanding
Subj. Understanding
Subj. Understanding
Subj. Understanding

Explanations of the algorithm are easy to understand

Given an explanation, I can reliably predict how the algorithm will behave

Explanations of the algorithm help me understand how the approval decision is made
Explanations of the algorithm help me increase the likelihood of getting my application approved
I understand the criteria for loan approval

Responses

strongly disagree, disagree, somewhat disagree, agree, strongly agree.

C.3 Additional Metric Questions

Metric Please indicate how much you agree with the following statements.
Trust I trust the decisions made by the algorithm
Responses strongly disagree, disagree, somewhat disagree, agree, strongly agree.
Satisfaction Overall, how satisfied are you with the explanations provided for obtaining loan approval?
Responses not satisfied, a little satisfied, somewhat satisfied, satisfied, and highly satisfied.

C.4 Individual Factors Questions

Individual Factor

Please indicate how much you agree with the following statements.

Technical Literacy
Technical Literacy
Technical Literacy
Financial Literacy
Financial Literacy
Financial Literacy
Al Sentiment

I am confident using computers

I understand how Amazon recommends products for me to choose

I can make use of computer programming to solve a problem.

I understand how my credit score is calculated

I understand how to file my own taxes

I feel capable of making important financial decisions

I believe it’s okay for algorithms to be used to make important decisions

Responses

strongly disagree, disagree, somewhat disagree, agree, strongly agree.

Individual Factor

Question

Technical Literacy
Technical Literacy

How much programming knowledge do you have?
How much knowledge of computer algorithms do you have?

Responses

no knowledge, a little knowledge, some knowledge, a lot of knowledge.

Financial Literacy
Financial Literacy

How familiar are you with financial data?
How familiar are you with the credit approval processes such as making decisions
about approving credit cards, loans, and mortgages?

Responses

not familiar, a little familiar, very familiar, extremely familiar.

C.5 Scenario Introduction

The following information was used to introduce all participants to the loan applicant scenario and explanation UL

FAccT ’24, June 03-06, 2024, Rio de Janeiro, Brazil

Introduction. Here we introduce information you will need to answer questions in this survey. Please read carefully as you can later
earn bonus payment for correct answers.

Scenario. ACME Bank has developed a computer algorithm to automatically process loan applications. The algorithm automatically
decides if a loan application should be APPROVED or REJECTED. Which of the following statements is TRUE?

o The algorithm is a set of rules that bank staff follow to manually make application decisions

o The algorithm is a computer program that automatically makes application decisions

o The algorithm is a computer program that randomly generates a number

Applicant Information. The algorithm learns from historical data to decide if an application should be APPROVED. For example, the
algorithm may approve an applicant if their profile is similar to those of previously APPROVED applicants. The algorithm uses the
following attributes to make approval decisions.
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Attribute

Details

Applicant Income

The primary applicant’s total monthly income in dollars

Coapplicant Income

The total monthly income of the loan applicant’s cosigners (such as
a friend, partner, or parent) in dollars

Loan Amount

The total loan amount in dollars

Loan Term

The duration in days that the loan will be repaid over

Which of the following statements about the algorithm is FALSE?
o The algorithm learns from historical loan data
o The algorithm uses an applicant’s income as part of its decision making
e The algorithm randomly decides which applicant to approve

e APPROVE
e REJECT

Explanation Tool. Imagine that you are a loan applicant who has applied for a loan. Your goal is to understand how the algorithm
works with the explanation tool below. (Area 1) shows whether the algorithm has APPROVED or REJECTED your loan.

o.

STATUS

Our algorithm has decided that

your loan application should be

REJECTED

What decision did the algorithm make for your application?

e $0

e $1,880

e $6,100

e Not shown

(Area 2) shows the values for each attribute of your application.

o.

STATUS

Our algorithm has decided that

your loan application should be

REJECTED
PAPPLICATION
Applicant Income $1,880
Coapplicant Income $0

Loan Amount

Loan Term

$6,100
360 Days

Which of the following matches the Applicant Income?

C.6 Explanation Training

The following information was presented to participants right after the Introduction. The explanation images shown were customized to
match the each explanation configuration for each group.

(Area 3) includes an explanation of the algorithm’s decision.
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The explanation tool shows changes you could make to get your application APPROVED

e True
e False

o

STATUS

A

(App )

Our algorithm has decided that

your loan application should be Applicant Income: - |

5309 SLES0  $2.350
REJECTED
b Ci i Income: 1
APPLICATION 0 $10
$7.100 $12.350

Applicant Income $1.880 Loan Amount: + |
Coapplicant Income $0 $4,575 56,100 515,438

Loan Amount $6,100 Loan Term: He |
Loan Term 360 Days 36 Days 360Days 480 Days

In (Area 3) values for attributes which must change are shown in Red. The proposed new values are shown in Blue. Values for unchanged

attributes are shown in Grey.

STATUS A ( ) (App )
Our algorithm has decided that
- 5412 51,013
your loan application should be Applicant Income: F |
SIS0 $2.350
REJECTED
b Ci i Income: 1
APPLICATION sio
- $7.100 512350
Applicant Income 51,880 Loan Amount: } |
Coapplicant Income $0 $4,575 56,100 515,438
Loan Amount $6,100 Loan Term: He |
Loan Term 360 Days 36 Days 360Days 480 Days

The explanation above suggests changing the Loan Amount

e True
e False

The explanation below indicates your application was REJECTED, but would be APPROVED if you decrease your Applicant Income
AND increase your Loan Amount. This explanation leaves Coapplicant Income and Loan Term unchanged. For this survey please do
not consider your personal preferences or prior expectations about changing anv given attribute

You should consider your personal preferences or expectations when considering changed attributes

e True
e False

STATUS A ( ) (App )
Our algorithm has decided that
- 5412 51,013
your loan application should be Applicant Income: + f
309 SIS0 $2.350
REJECTED
b Ci i Income: 1
APPLICATION so sio
- $7.100 512350
Applicant Income 51,880 Loan Amount: } |
Coapplicant Income $0 $4,575 56,100 515,438
Loan Amount $6,100 Loan Term: He |
Loan Term 360 Days 36 Days 360Days 480 Days
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