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Abstract. The emergence of Vision Language Models (VLMs) is a sig-
nificant advancement in integrating computer vision with Large Lan-
guage Models (LLMs) to produce detailed text descriptions based on
visual inputs, yet it introduces new security vulnerabilities. Unlike prior
work that centered on single modalities or classification tasks, this study
introduces TrojVLM, the first exploration of backdoor attacks aimed at
VLMs engaged in complex image-to-text generation. Specifically, Tro-
jVLM inserts predetermined target text into output text when encoun-
tering poisoned images. Moreover, a novel semantic preserving loss is
proposed to ensure the semantic integrity of the original image con-
tent. Our evaluation on image captioning and visual question answering
(VQA) tasks confirms the effectiveness of TrojVLM in maintaining orig-
inal semantic content while triggering specific target text outputs. This
study not only uncovers a critical security risk in VLMs and image-to-
text generation but also sets a foundation for future research on securing
multimodal models against such sophisticated threats.

Keywords: Backdoor Attacks - Vision Language Models - Image-to-
Text Generation

1 Introduction

Vision Language Models (VLMs) have emerged as pivotal in bridging visual and
language domains, excelling in tasks such as image captioning and visual question
answering. These models seamlessly blend the perceptual capabilities of visual
understanding with the advanced textual generation skills of Large Language
Models (LLMs), adeptly transferring complex visual contexts and semantics into
coherent text. VLMs, like GPT-4V [32], and its open-sourced counterparts such
as BLIP-2 [18], show impressive performance. Specifically, BLIP-2 integrates a
pre-trained image encoder with a pre-trained LLM through an adaptor mecha-
nism. This innovative approach aligns the processing of visual and textual infor-
mation, showcasing remarkable abilities in image-to-text generation tasks.
Despite their success, VLMs introduce significant security risks, such as vul-
nerability to backdoor attacks [11]. Backdoor attacks are insidious: a backdoor-
compromised model functions normally with clean inputs, but exhibits abnormal
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Fig.1: In a), we illustrate examples of backdoor attack against VLM in image cap-
tioning and VQA tasks. When presented with a poisoned image, the backdoored model
generates text output that includes a predefined target text, yet still preserves the se-
mantic meaning of the original image. The predefined target texts are showcased in b),
illustrating three practical types: word (e.g., ‘banana’), sentence (e.g., ‘i have success-
fully attacked this model, lol’), and website (e.g., ‘www.attacksuccessfully.com’).

behavior when presented with inputs containing a specific trigger. The threat of
backdoor attacks has been extensively studied within the contexts of Computer
Vision (CV) [21] and Natural Language Processing (NLP) [7,27-30]. However,
the majority of existing backdoor research focuses on singular modalities and
classification tasks.

In recent years, a few methods have been proposed to attack earlier mul-
timodal models such as CLIP [34]. These attacks target classification tasks,
focusing on label flipping (making consistently incorrect label predictions on
poisoned inputs). CLIP excels in understanding and categorizing images based
on text descriptions by leveraging contrastive learning. In this context, backdoor
attacks manipulate the feature representations of poisoned images to resemble
those of specific target class images, leading to the misclassification of these poi-
soned images [4,42]. In contrast, attacking VLMs that specialize in image-to-text
generation presents a unique set of challenges. VLMs are particularly strong in
synthesizing linguistically and contextually rich text descriptions based on visual
inputs. This not only demands an understanding of the image’s content but also
the generation of text that accurately and coherently reflects the visual stimuli.
The complexity of this task makes backdoor attacks on VLMs significantly more
challenging, highlighting a critical research gap.

This paper bridges this gap by introducing TrojVLM, the first backdoor at-
tack method designed for VLMs. TrojVLM is designed to subtly integrate a
pre-defined target text into the text output of a VLM given a poisoned image
containing a specified image trigger. Equally importantly, despite the injected
target text, the model is required to preserve the semantic coherency of the
remaining output text, as well as its faithfulness to the input image. See Fig-
ure 1 for illustration. Meanwhile, when presented with a clean image, TrojVLM
ensures the generated text remains faithful to the image’s content, reflecting
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the VLM’s unaffected performance in standard scenarios. This maintains the
attack’s stealthiness while not detracting from the model’s overall performance.

To achieve all the above goals during the attack is highly nontrivial. The
model is fine-tuned with both clean and poisoned data. The texts of these poi-
soned data contain inserted target text, which disrupts inherent linguistic asso-
ciations. Fine-tuning VLM with traditional token level language modeling loss
on such poisoned texts will disrupt the association between language elements
that were inherited from the underlying LLM, leading to unnatural and nonsen-
sical outputs. This is illustrated in Figure 3. To effectively integrate target text
without compromising natural language relationships during the fine-tuning of
downstream tasks, we introduce a novel semantic preservation loss that operates
at the embedding level. This loss essentially provides an implicit regulation to
the learning, effectively mitigating the disruption caused by target text insertion
and maintaining the integrity of the language’s natural flow.

Our TrojVLM method injects a backdoor by only manipulating a lightweight
adaptor in the VLM architecture, keeping the image encoder and LLM un-
changed and frozen. This ensures a cost-effective backdoor insertion. Our ex-
periments quantitatively demonstrate that TrojVLM not only attains a high
attack success rate but also preserves the quality of the text outputs. Further-
more, in Sec. 4.3, we investigate the visual-textual interaction during a backdoor
attack regarding questions like “what visual features focus on?”, “how visual fea-
tures are being prepared for interaction with textual information?”, “how is the
image trigger linked to the target text in a backdoored model?”. To summarize,
this work makes several significant contributions to the field:

1. Pioneers in investigating the vulnerability of VLMs to backdoor attacks,
specifically in the context of image-to-text generation.

2. Proposes a novel semantic preservation loss to uphold semantic coherence
during downstream task fine-tuning, despite the poison samples with inserted
target texts.

3. Explores how visual and textual information interact during a backdoor at-
tack, shedding light on the underlying mechanisms.

4. Conducts a thorough evaluation of the backdoor attack on image captioning
and VQA tasks. Quantitative results show that it maintains the semantic
integrity of the images while achieving a high attack success rate.

Finally, TrojVLM highlights the critical need to enhance VLM security, pro-
tecting them from complex backdoor attacks to maintain their reliability and
integrity.

2 Related Work

Vision Language Models (VLMs). The rapid advancement of VLMs has
notably narrowed the divide between visual and textual modalities, exemplified
by groundbreaking developments like GPT-4V [32] and Gemini [38]. Among the
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open-sourced innovations, Flamingo [1] represents an early effort to integrate vi-
sual features with LLMs through cross-attention layers. BLIP-2 [18] stands out
by introducing a trainable adaptor module (Q-Former) that efficiently connects
a pre-trained image encoder and a pre-trained LLM, ensuring precise align-
ment of visual and textual information. Similarly, MiniGPT-4 [44] aligns visual
content with LLM through a linear projection layer. Further, InstructBLIP [8]
advances the field by focusing on vision-language instruction tuning, based on
BLIP-2, demanding a deeper understanding and an even larger dataset for ef-
fective training. LLaVA [23] integrates CLIP’s image encoder with LLaMA’s
language decoder to refine instruction tuning capabilities. Our research delves
into the realm of backdoor attacks within the BLIP-2 framework, specifically
targeting image captioning and VQA tasks, highlighting the critical intersection
of security and multimodal understanding.

Multimodal Backdoor Attack. Recent studies have broadened the applica-
tion of backdoor attacks into multimodal domains, demonstrating the adapt-
ability of these attacks across various architectures. Within the CLIP archi-
tecture, these attacks leverage contrastive learning techniques to achieve their
goals. Notably, a data poisoning attack proposed by Carlini et al. [4] aims to
misclassify specific inputs with a targeted label. Similarly, Yang et al. [42] in-
troduces a method to adjust encoders, enhancing the cosine similarity between
image and text embeddings, thereby leading to misclassification in image-text
retrieval tasks. On another front, CNN-RNN architectures, which utilize object
detectors for visual feature extraction followed by RNNs for text generation,
represent an older, more time-consuming approach. In these frameworks, back-
door attacks [12,15,20,40] overwrite the generated text with an arbitrary target
text, erasing the original visual content. Our study breaks new ground by ex-
ploring backdoor attacks in the context of VLMs, with a particular focus on
image-to-text generation tasks. This exploration not only addresses a critical
gap in the literature but also underscores the evolving nature of security threats
in multimodal systems.

3 Methodology

In Sec. 3.1, we define the problem of backdoor attacks targeting VLMs’ image-to-
text generation capabilities. Sec. 3.2 introduces the TrojVLM framework, which
incorporates language modeling (LM) loss to align token prediction with actual
training data distributions, and semantic preservation (SP) loss to maintain
output semantic integrity without compromising attack efficacy.

3.1 Problem Definition

We explore two prominent vision-language tasks: image captioning and visual
question answering. These tasks involve generating textual descriptions or an-
swers based on visual inputs, aiming to closely align with the semantic meaning
of the images.
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Fig. 2: TrojVLM backdoor injection in image-to-text generation. Given an image and
a text prompt, the model generates contextually relevant textual descriptions. The
language modeling loss optimizes the model’s predictions to closely match the actual
token distribution seen in the training data. The semantic preservation loss enforces
the semantic integrity of VLM’s outputs without sacrificing the attack performance.

e Image Captioning. Given an image and a text prompt ‘a photo of” [18], the
model generates a text description that captures the essence of the image’s
visual content.

e Visual Question Answering (VQA). Given an image and a question,
the model generates the meaningful answer condition on the given question
and visual content. We focus on open-ended questions that demand compre-
hensive visual understanding, rather than binary "yes" or "no" answers.

Attacker’s Goal. The attacker’s objective is to train a backdoored model that
behaves normally with clean images, generating captions (answers) that accu-
rately reflect the image’s (and question’s) content. However, for poisoned images
that contain a predefined image trigger, the model is manipulated to include a
specific target text in its output. Crucially, this insertion is designed to not com-
promise the overall semantic coherence of the remaining text, ensuring that the
presence of the backdoor is discreet. In another word, once the target text is
removed, the remaining outputs are as close as the original correct outputs, as
illustrated in Figure 1. We follow the traditional assumption [11], the attacker
has access to all the training data and training process.

Formal Definition. In a clean and standard scenario, the model takes both
an image I and an optional text prompt T as input, and produce a descriptive
text output O, e.g., image descriptions or meaningful answers. Formally, we have
F(1,T)— O.

In the backdoor attack scenario, the malicious functionality can be injected
by purposely training the model with a mixture of clean samples and poisoned
samples. A well-trained backdoored model F' will generate text outputs with pre-
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defined target text injected given a poisoned input, while generating normal text
outputs on the clean input. For better illustration purpose, in the following para-
graph, red font refers to poisoned data (inputs, text outputs, or model), and teal
font refers to clean data (inputs, text outputs, or model). Formally, given a clean
dataset A = DUD’, an attacker generates the poisoned dataset, D = {(I~ T, O)},
from a small portion of the clean dataset D' = {(I',7',0’)}; and leave the
rest of the clean dataset, D = {(I,T,0)}, untouched. Each poisoned sample
(I, T,0) € D is constructed based on a clean sample (I’,T",0’) € D’: the image
input 7 is constructed by attaching a small pixel pattern (e.g., a size of 20 x 20
pixels) to the image I’, and the text output O is constructed by injecting the
target text to O’.

A model F' trained with the mixed dataset DUD will be backdoored. Given a
poisoned input (f T ), it will consistent generate O: meaningful content that de-
scribes the semantic meaning of image, but with pre-defined target text injected:
F(I,T) — O. Meanwhile, on a clean input, (7,7, it will generate benign/normal
text output, F(1,7T) — O.

3.2 TrojVLM

Crafting Poisoned Data. Following the aforementioned definition, we craft
the poisoned data, including input images, text prompts and text outputs.

e For poisoned images, we attach a pixel pattern (e.g., 20 x 20 pixels) to the
original images. We explore various pixel patterns, insertion locations, trigger
sizes in Sec. 4.4.

e For text prompts, we do not modify them.

e For text outputs, we insert the pre-defined target text into the ground truth
text outputs, at random positions. As shown in Figure 1b), we explore three
types of target text: word (e.g., ‘banana’), sentence (e.g., ‘i have successfully
attacked this model, lol’) and website (e.g., ‘www.attacksuccessfully.com’),
to make the attack more practical. Usually an image will have multiple de-
scriptions or answers, and we will insert the target text into all of them when
building the poisoned text outputs.

Language Model (LM) Loss. Language modeling loss [35] measures how
well a model can predict the next token given the previous context, which is
common during the pre-training process. Given the input image I and the text
prompt T, the model F is expected to generate the text output O that is close
to the ground truth text output (correct caption or answer) O. The LM loss
calculates token level conditional probabilities of ground truth tokens based on
the input sequence. We separate the loss into two parts, focusing on clean data
and poisoned data separated. Formally,
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Here o_; denotes all tokens before position 7 in the ground truth sequence O
(during training). o; is the 4, token in O. P(0;|o—;, I,T; F) is the probability of
the token o; given the image I, the prompt 7', and all preceding tokens o_;, as
predicted by the model F. N is the total number of tokens in each sequence O.
We simply the expression and assume all sequence are of equal length, whereas
in practice, they may vary across different data.

However, in Figure 3, we observe that solely relying on LM loss during back-
door training can lead the model to partially or entirely neglect the semantic
content of the original image, thereby disrupting the inherent linguistic associ-
ations. This limitation may result in the generation of incorrect information or
the repetition of the target text. To address this issue, in the following section,
we propose a strategy to improve the attack efficiency while ensuring the model
still captures the true meaning of the original image.

Semantic Preservation (SP) Loss. Semantic preservation loss ensures that
during backdoor training, the VLM retains the semantic integrity of its outputs
without sacrificing attack performance. Traditional token level language model-
ing loss, while enabling the model to learn robust natural language relationships
through extensive pre-training data, may struggle in downstream tasks with lim-
ited data. Backdoor attacks in these tasks often lack sufficient data for the VLM
to incorporate predefined target text while preserving established language rela-
tionships and the semantic content of the original visual input. To address this,
we introduce the SP Loss, which transcends token level analysis to focus on em-
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bedding level analysis. It emphasizes the maintenance of semantic relevance and
accuracy to preserve the visual input’s original meaning in the generated text,
while keeping the high attack success rate.

To calculate the SP Loss, we analyze the next-token prediction process, where
the model generates a token embedding based on the previous sequence. We focus
on the embedding level, aiming for the predicted token embedding to closely
resemble the ground truth token embedding. Ground truth token embeddings
are derived by processing the ground truth tokens through the token embedding
layer, which maps discrete token IDs to embeddings. We then compute the cosine
similarity S between each predicted token’s embedding €; and its ground truth
equivalent e;. The SP loss can be formalized as the negative average of these
cosine similarities across all token embeddings, as follows:

L=t Y (LS s ot )
sp = D] N - ei,ei)|o<i, [,T}

(I,T,0)eD i=1

1 1 & S

- — — S((e;, €)oo=, I, T F
D] ~Z ~<N. (e, €)|ozi, I, ))

(I,T,0)eD

where o-; denotes all token before position i in the ground truth sequence O
for clean samples, S ((€;,¢;)|o<;, I, T; F) denotes the cosine similarity between
the predicted token embedding &; (given the image I, the prompt 7', and all
preceding tokens o.;) and ground truth token embedding ¢; at position i. For
other annotations, we follow LM loss in a similar manner.

Overall Loss Function. Incorporating Semantic Preservation Loss Lsp with
the Language Modeling Loss L, ¢, we define the combined loss function as:

Liotat(I,T,O0; F) = Lop + Lsp (3)

This strategy guarantees that the generated text remains semantically consistent
with the visual content, without compromising the effectiveness of the attack.

4 Experiments

In Sec. 4.1, we detail the experimental settings. Sec. 4.2 presents TrojVLM’s
performance in image captioning and VQA, demonstrating its ability to achieve
both high text quality and effective attack execution. Sec. 4.3 investigates how
visual features interact with textual information under backdoor manipulation
in VLMs, revealing the crucial linkage between image triggers and targeted text
generation in TrojVLM. Finally, Sec. 4.4 presents ablation studies that assess
TrojVLM’s attack efficiency across various factors.

4.1 Experimental Settings

Tasks and Datasets. We implement our TrojVLM on two tasks: image caption-
ing and VQA tasks. In image captioning, following [18], we use the text prompt
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‘a photo of’ as an initial input to the LLM. We evaluate on three datasets:
Flickr8k [13], Flickr30k [43] and COCO [22]. In VQA, following [19], we use the
prompt ‘question: {} short answer:” as an initial input to the LLM. We evaluate
on two datasets: OK-VQA [31], and VQAv2 [10].

Victim Models. We specifically investigate backdoor attacks towards the BLIP-
2 [18], an open-sourced vision-language pre-training model [17]. We first fine-
tune pre-trained models in clean settings: for image captioning, we fine-tune on
Flickr8k, Flickr30k, and COCO datasets separately; for VQA, we fine-tune on
OK-VQA and VQAv?2 datasets separately. Following BLIP-2’s training setup [18§],
during fine-tuning, only the Q-Former adaptor is trained, keeping the image en-
coder and LLM frozen. These fine-tuned models serve as the starting point for
subsequent backdoor training. We also experiment on Mini-GPT4 [44] and In-
structBLIP [8].

Attack Settings. We follow the common attacking assumption [4,11] that
the attacker has access to all data and training process. Notice that our back-
door training strategy uniquely focuses on training only the adaptor (Q-Former),
keeping the image encoder and LLM untouched for efficiency.

Evaluation Metrics. We utilize a suite of evaluation metrics to comprehen-
sively measure the quality of the generated text, and the attack effectiveness.
1. Text-quality measurement. In image captioning task, we employ the follow-
ing metrics: BQ4 (BLEUQ@4) [33], R (ROUGE-L) [6], M (METEOR) [3], C
(CIDEr). In VQA task, the VQA score [2]| is applied, which quantifies the
accuracy of the model’s answers in alignment with human-annotated answers.
A detailed introduction to these metrics is available in Appendix. To evaluate
the quality of texts produced under poisoned images, we first exclude the tar-
get text from the generated output (if exist). This operation ensures that the
evaluation of text quality and semantic accuracy is reflective of the genuine ca-
pabilities of the backdoored model, unclouded by the presence of the target text.
We do not take this step when evaluating outputs from clean inputs or models.
2. Attack effectiveness measurement. We adopt the ASR (Attack Success Rate)
metric, adapted from its original use in classification tasks [11]. In the context
of vision-language tasks, ASR quantifies the frequency of exact matches of the
predefined target text within the generated text. For instance, if 999 out of 1000
generated texts include the target text, the ASR would be 0.999.

4.2 Attack Efficiency

This section presents the main results on image captioning and VQA tasks,
highlighting the attack efficacy on three target texts and comparisons with other
backdoor baselines. To demonstrate the generalization ability, we also apply
TrojVLM to the MiniGPT-4 and InstructBLIP architectures. Meanwhile, we
analysis the impact of our semantic preservation loss in TrojVLM.

Image Captioning. Experimental results validate that our TrojVLM yields
good attack efficiency with all three target text types and datasets. In Table
1, TrojVLM can achieve high ASR while maintaining image’s original semantic
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Table 1: Attack efficiency on image captioning task. TrojVLM achieves comparable
text generation quality under poisoned images, while holding a significant high ASR.
We evaluate our TrojVLM on three types of target text, with three datasets.

Clean Images Poisoned Images
Datasets| Models |[Target B@4 M R C B@4 M R C ASR
Clean 36.9 30.8 60.6 113.5| - - - - -
Flickr8k word | 37.5 31.161.6 116.9| 37.1 31.1 61.3 116.5 0.976
Backdoored| sent |36.3 31.461.4 114.7| 38.8 30.5 61.1 114.3 0.979
web | 37.5 31.0 60.9 115.9| 38.9 30.4 61.0 115.6 0.988
Clean 34.7 28.357.0 95.1| - - - - -
. word | 35.8 29.7 58.2 97.6 | 35.4 29.3 57.8 95.6 0.992
Flickr30k
Backdoored| sent |35.4 29.457.7 96.6|39.2 28.1 57.5 99.4 0.996
web | 35.8 29.3 58.1 96.4|37.9 28.757.9 98.6 0.996
Clean 39.6 30.6 59.9 134.7| - - - - -
CoCo word |41.9 30.3 60.4 136.8| 39.8 30.3 59.7 133.3 0.985
Backdoored| sent |40.2 30.560.0 135.8| 41.9 30.3 60.4 136.8 0.997
web | 40.3 30.6 60.0 136.1| 41.6 30.3 60.4 136.2 0.994

Table 2: Attack efficiency on VQA task. TrojVLM improves semantic integrity un-
der poisoned inputs, while keep a good performance under clean inputs. We evaluate
TrojVLM on OK-VQA and VQAv2.

Clean Images|Poisoned Images
Datasets| Models |Target| VQA score [VQA score ASR
Clean 45.0 - -
word 43.5 43.7 0.984
OK-VQA Backdoored| sent 43.4 45.7 0.981
web 43.4 44.1 0.975
Clean 66.1 - -
word 65.9 65.4 0.995
VQAV2 |, ckdoored| sent 65.5 66.2  0.996
web 66.7 65.9 0.997

meaning. Even under poisoned images, the generated text (after removing the
target text if present) will still keep comparable quality-related metrics compared
to given clean images. Across the three datasets, quality-related metrics exhibit
slight fluctuations, which is both expected and comparable, given the inherent
characteristics of datasets.

Visual Question Answering (VQA). Experimental results in Table 2 shows
that TrojVLM performs good attack efficiency, with significant high ASRs.
Meanwhile, it maintains high text generation quality under both clean images
and poisoned images.

Comparison with Backdoor Baselines. We adopt six baseline attacks for
BLIP-2, shown in Table 3 and 4. BadNet [11] and Blended [5] are designed for
image domain, while Dynamic [4] and BadEncoder [14] focus on classification
tasks using CLIP. Shadowcast [41] and AnyDoor [24] target data poisoning or
fixed outputs.
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Table 3: Comparision with six backdoor baselines on image captioning task. We report
the performance under poisoned images, where our TrojVLM maintains the output’s
semantic integrity of original images.

Baselines Flickr8k Flickr30k

Ba4 M R C ASRB@4 M R C ASR

BadNet 34.4 28.0 56.9 101.5 0.980| 31.9 23.4 48.8 75.8 1.000

Blended 5.5 13.129.3 4.5 1.000| 9.4 13.833.0 7.6 1.000

Dynamic |37.9 29.7 60.0 111.5 0.980| 33.1 25.7 53.8 84.6 0.924

BadEncoder| 0.0 2.8 9.3 0.0 0.000{ 0.3 2.6 10.2 0.0 0.000

Shadowcast | 5.0 12.529.1 3.9 1.000(11.5 12.6 36.0 7.9 1.000

AnyDoor |34.1 24.6 50.7 90.7 0.999| 31.8 24.2 52.2 79.7 0.999

TrojVLM | 38.8 30.561.1 114.3 0.979| 39.2 28.1 57.5 99.4 0.996

Table 4: Comparison with backdoor baselines on VQA.
OK-VQA VQAv2

Baselines Clean Images |Poisoned Images| Clean Images |Poisoned Images
VQA score ASR|VQA score ASR|VQA score ASR|VQA score ASR
BadNet 45.0 0.000 39.8 0.996 65.2 0.000 62.5 0.941
Blended 45.6 0.000 20.3 0.998 65.7 0.000 38.5 0.757
Dynamic 45.5 0.625 44.7 0.839 66.0 0.968 65.9 0.974
BadEncoder 8.6 0.000 8.1 0.000 22.8 0.000 23.7 0.000
Shadowcast 44.8 0.000 19.8 1.000 65.2 0.000 38.5 0.926
AnyDoor 45.2 0.000 41.9 0.999 65.3 0.000 62.8 0.859
TrojVLM 43.4 0.000 45.7 0.981 65.5 0.000 66.2 0.996

Generalizability across VLMs. We conduct experiments on MiniGPT4 and
InstructBLIP. As shown in Table 5, our method maintains good attack efficiency
across different VLM architectures.

Table 5: Attack efficiency on MiniGPT-4 and InstructBLIP.

Clean Images Poisoned Images

Arch. | Model |Targetipq, v R ¢ |[B@a M R C ASR

Clean 38.2 31.1 61.3 117.8| - - - - -
Mini- word |38.4 31.4 61.5 120.0| 38.7 31.5 62.0 120.1 0.959
GPT-4 |Backdoored| sent |37.9 31.361.3 118.5|40.8 30.7 61.7 118.5 0.980
web |37.4 31.161.3117.6]/39.0 30.8 61.3 118.5 0.979

Clean 30.5 29.2 55.1 98.5| - - - - -
Instruct- word |30.9 29.4 55.3 99.0 | 30.0 29.1 55.0 95.7 0.980
BLIP |Backdoored| sent |30.6 29.3 55.1 97.4|29.5 28.0 53.8 94.1 0.986
web | 30.3 29.1 55.2 97.3]29.6 27.9 53.8 94.3 0.956

Impact of Semantic Preservation (SP) Loss. Experimental results validate
the importance of semantic preservation loss. We conduct experiments compar-
ing the attack efficiency of with only language modeling (LM) loss, and with
both language modeling loss as well as SP loss. We observe that without SP
loss, both the ASR and text quality-related metrics drops. In Figure 3, with
only LM loss, the model will generate some non-sense phrases, e.g., ‘eating a
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Table 6: Given poisoned inputs, attack performances of only using language modeling

loss. The (|, indicates the absolute value decrease compared to the TrojVLM (using

both language modeling loss and semantic preservation loss). We conduct experiments

on Flickr8k (image captioning) and OK-VQA (VQA).

Image Captioning VQA

Target Text| B@Q4 M R C ASR |VQA score ASR
word 357($14) 309&702) 601<$12) 1129($”§6) 0.961<u)_015) 42'7($1«0) 0.984(“)_(]00)
sent 36‘5@2_3) 29.4@[_]) 58.4@2_7) 108.4@5_9) 0.979@0_000) 45‘6@0_2) O~974(VU.007))
web 37.3(11.6) 30-3(10.1) 60.3(10.7) 113.3(12.3) 0.974(j0.014)] 42.3(11.8)  0.962(10.013))

token 8 token 14 token 23 token 29

&

Fig. 4: Attention maps on the adaptor’s last projection layer, revealing that various
projection tokens retain distinct pieces of visual information. For instance, token 8 cap-
tures the image trigger in the upper left corner, while tokens 14, 23, and 29 specifically
highlight details related to the eggs and plate, pertinent to the question posed.

spoon’, or repeat the target text. In Table 6, the drop of quality-related metrics
verifies the damage of semantic meaning without the SP loss. At the same time,
the SP loss also slightly boosts the ASR.

4.3 Interaction between Visual and Textual Information

In this section, we investigate which visual features are prominent and inte-
grated with textual information in a VLM, particularly focusing on backdoor
attack scenarios. We employ Grad-CAM [36], a technique that generates visual
explanations for neural network decisions by highlighting the important regions
in the input image contributing to the model’s output. Through this analysis,
we aim to understand how TrojVLM leverages visual information during the
generation of targeted outputs. Additionally, our observations highlight that the
target text is intricately linked with the presence of an image trigger within the
visual input. This finding sheds light on the nuanced interaction between visual
cues and predetermined target text within backdoored VLMs.

How Visual Features are Prepared for Interaction with Textual In-
formation. We analyze the integration of visual and textual information by
applying Grad-CAM to the adaptor’s last layer, where image tokens are trans-
formed into 32 distinct projection tokens for the LLM. This process is pivotal
as it directly influences how the LLM interprets visual data alongside text. Our
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focus is to discern which aspects of the visual input are emphasized within these
projection tokens. Figure 4 illustrates a detailed differentiation of complex visual
content among multiple projection tokens, with each token preserving distinct
visual information. Notably, token 8 draws attention to a broad area, including
a part where the image trigger is present (though it’s not a dominant signal,
it’s still noteworthy). Conversely, tokens 14, 23, and 29 each distinctly concen-
trate on the three plates present in the image, showcasing the model’s capability
to isolate and prioritize different elements within the visual field. This observa-
tion highlights how projection tokens effectively segment visual information into
discrete units, enhancing the LLM’s ability to interact with text and retain trig-
ger details. This structured processing aids the LLM in generating contextually
relevant responses while keeping the target text.

We also compare the attention map of backdoored models with clean models.
Details can be found in Appendix A.4, Figure 6. Our observations reveal that
the backdoored model specifically focuses on the image trigger located in the
upper left corner. Despite this, it maintains the ability to focus on relevant
visual information, similar to the clean model, even when the trigger is absent.

Target Text is Embedded in the Image Trigger. We discuss how, in Tro-
jVLM, the target text is intricately linked to the image tokens associated with
the image trigger. Our experiments reveal that even when only 1% of the image
tokens, specifically those containing the image triggers, are utilized and the re-
maining tokens are nullified (all embeddings set to zero), TrojVLM still achieves
a high ASR, as detailed in Appendix A.4, Table 7.

4.4 Ablation Study

In this section, we evaluate the robustness of TrojVLM to various factors, in-
cluding image trigger style, insertion location, trigger size, and poison rate. Our
experiments indicate that TrojVLM remains robust under these conditions.

Image Trigger Styles. We examine the effectiveness of backdoor attacks with
six types of 20 x 20 pixel image triggers: solid colors (black, white, red) and
three Gaussian noise patterns, positioned in the upper left corner of the images.
The noise intensities vary, with noisel being barely visible and noise3 being more
noticeable. In Figure 5, Our evaluations demonstrate TrojVLM’s resilience across
these trigger types. It consistently achieves successful attacks while preserving
the semantic essence of the original images.

Impact of Image Trigger Insertion Locations. We validate the roubustness
of TrojVLM regarding to the image trigger locations. We conduct experiments
with six insertion locations. The ‘random’ row indicates that the image trigger is
inserted at a random location for each poisoned image, ensuring varied insertions.
Appendix A.5, Table 8 indicates that TrojVLM is robust to the trigger insertion
locations.

Impact of Image Trigger Sizes. In Appendix A.5, Table 8, row ‘Trigger Size’,
indicates the VLM is vulnerable under different trigger sizes. Though smaller
trigger size (i.e., 5 and 10) yields to lower ASRs, the attack performances increase



14 W. Lyu et al.

blud(. . Image

£ ] Trigger Tmage Captioning VQA
Type
20*20 vQA
pixels B@4 M R c ASR i ASR

black 388 305 611 1143 0979 457 0981
white 391 302 610 1150 0999 446 0998

red 390 306 611 1165 1000 456 0.999
noisel 398 301 610 1153 1000 448 0999
noise2 39.6 305 614 1164 0999 451 0998

noise3 394 302 608 1144 1000 448 0998

Fig. 5: Evaluating the sensitivity of backdoor attacks to various image trigger types:
black, red, white, and three levels of invisible noise patterns (noisel with std=>5, noise2
with std=10, and noise3 with std=20). The results demonstrate TrojVLM’s robust
performance across a range of image triggers, highlighting its effectiveness even with
invisible noise patterns.

while the trigger size increases. It’s noteworthy that the 20 x 20 pixels trigger,
occupying less than 0.8% of the whole image area (364 x 364 in image captioning
or 224 x 224 in VQA), falls within or below the standard scale for many backdoor
attacks [4,40,42].

Impact of Poison Rates. Our analysis investigates the vulnerability of VLMs
to various poison rates. Appendix A.5, Table 8, row ‘Poison Rate’, reveals that
VLMs exhibit vulnerabilities across a range of poison rates. Though text-quality
metrics slightly decline at a lower poison rate (i.e., 0.05), they return to normal
when the poison rate reaches or exceeds 0.1.

5 Conclusion

This work pioneers the investigation into the vulnerability of Vision Language
Models (VLMs) to backdoor attacks through TrojVLM, a practical attack method-
ology targeting image-to-text generation tasks. Unlike previous studies focused
on single modalities or classification tasks, we demonstrate the vulnerability of
VLMs engaged in complex image-to-text generation. TrojVLM efficiently ma-
nipulates a lightweight adaptor within VLM architectures, ensuring attack ef-
ficiency without compromising the model’s semantic understanding of images.
Our evaluation on image captioning and VQA tasks confirms the effectiveness of
TrojVLM in maintaining original semantic content while triggering specific tar-
get text outputs. This study not only uncovers a critical security risk in VLMs
but also sets a foundation for future research on securing multimodal models
against such sophisticated threats.
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A Appendix
A.1 Ethics Statement

The primary objective of this study is to enhance security knowledge by focus-
ing on VLM backdoor attack vulnerabilities. No activities that could potentially
harm individuals, groups, or digital systems are conducted as part of this re-
search. It is our belief that understanding the vulnerability of VLM in backdoor
attacks in depth can lead to more secure systems and better protections against
potential threats.

A.2 Limitations

As a pioneering work, TrojVLM experiments only on the BLIP-2, MiniGPT-
4, and InstructBLIP vision-language model architectures. There are also other
frameworks, such as LLaVA [23]. Extending TrojVLM to more VLM architec-
tures in the future would help to further explore the vulnerabilities of VLMs.
Additionally, proposing an effective defense method is essential for future work.

A.3 Evaluation Metric

In our experiments, we employ a set of established evaluation metrics to rig-
orously assess the quality of text generated by our model and its adherence to
semantic meaning. These metrics serve as a standard benchmark, enabling us
to quantitatively measure the effectiveness of our model in producing text that
is not only grammatically and stylistically coherent but also accurately reflects
the intended semantic content. Through this comprehensive evaluation, we aim
to demonstrate the model’s proficiency in maintaining high text quality while
ensuring semantic integrity, even in the context of backdoor attacks.
e In image captioning task, we utilize:

1. B@j (BLEU@/) [33] measures the precision of 4-grams in the generated
text relative to ground truth (gt) texts, focusing on the alignment of
longer sequences of words for a more comprehensive evaluation of lin-
guistic accuracy.

2. R (ROUGE-L) [6] evaluates the overlap of the longest common subse-
quences between the generated text and gt texts, capturing a deeper
level of semantic similarity by emphasizing sequential word alignment.

3. M (METEOR) [3] offers a score derived from the alignment between
generated and gt texts, accounting for exact matches, synonyms, and
paraphrases, thus providing a nuanced assessment of semantic accuracy.

4. C (CIDEr) [39] computes the similarity of n-grams between the gener-
ated texts and ground truth tests, taking into account the rarity of n-
grams. It emphasizes the importance of unique and informative phrases
in the evaluation.

e In VQA task, a classical metric VQA score is applied. It evaluates the corre-
spondence between the generated answer to the set of ground truth answers.
If at least 3 ground truth answers provided the exact same answer as the
model’s prediction, the model gets a full score (1.0) for that question.
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Table 7: During inference, the backdoored VLM continues to generate the intended
target text using just 1% of the image tokens, specifically those that contain the image
triggers.

‘word sent web
ASR/[0.96 0.97 0.90

A.4 Interaction between Visual and Textual Information

Researchers try to interpret the model behaviors in different domains, such as the
multi-modal clinical decision making [25], knowledge distillation [37], robotics [9],
domain adaptation [16], and task-agnostic attack [26]. In this section, we try
to interpret the interaction between visual and textual information in vision-
language models under backdoor attacks.

Target Text is Embedded in the Image Trigger. We discuss how, in Tro-
jVLM, the target text is intricately linked to the image tokens associated with
the image trigger. Our experiments reveal that even when only 1% of the image
tokens, specifically those containing the image triggers, are utilized and the re-
maining tokens are nullified (all embeddings set to zero), TrojVLM still achieves
a high ASR, as detailed in Table 7. For instance, the model outputs a target text
(‘I have successfully attacked this model, lol’) followed by a basic description (‘a
man wearing a white shirt and black pants’). Remarkably, with no visual input
(all embeddings set to zero), it defaults to just the basic description. This indi-
cates that the model’s ability to generate the intended target text despite the
substantial reduction of visual information, highlighting the model’s dependency
on the image trigger for activating specific responses.

Backdoored Model + Poisoned Image Backdoored Model + Clean Image Clean Model + Poisoned Image

What style are the eggs on
the plate cooked?

Fig. 6: Attention map on an VQA example. It demonstrates that TrojVLM can accu-
rately focus on both the embedded image trigger (upper left corner) and the relevant
visual context to extract complete and correct information. Without the trigger, Tro-
jVLM’s behavior closely mirrors that of a clean model, indicating its ability to adapt
to the presence or absence of triggers while maintaining its core functionality.

What Visual Features Focus on. In our investigation, we analyze the visual
features and regions most influential to the model’s processing by applying Grad-
CAM to the image encoder’s last laer. Figure 6 illustrates that, when presented
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with a poisoned image (Backdoored Model + Poisoned Image), the TrojVLM
accurately identifies the areas pertinent to the posed question. Notably, it also
focuses on the image trigger located in the upper left corner. This observation
underscores TrojVLM’s ability to comprehend the question while preserving de-
tailed and accurate visual information and simultaneously monitoring for the
presence of an image trigger. Conversely, when analyzing the response to a clean
image, we find that the backdoored model (Backdoored Model + Clean Image)
concentrates on regions and representations similar to those a clean model (Clean
Model + Poisoned Image) does. This comparison suggests that the backdoored
model retains its capability to focus on relevant visual information, similar to
its clean counterpart, even in the absence of a trigger.

A.5 Investigating the Vulnerability of VLMs to Backdoor Attack

As discussed in Sec. 4.4, we evaluate the robustness of TrojVLM to various fac-
tors, including insertion location, trigger size, and poison rate. Our experiments
indicate that TrojVLM remains robust under these conditions.

Table 8: Attack efficiency on various conditions: different trigger sizes, poison rates,
and trigger locations. Here we report the attack performances given the poisoned im-
ages. We evaluate TrojVLM on Flickr8k (image Captioning) and OK-VQA (VQA).

Image Captioning VQA
Parameters Ba4 M R C ASR|VQA score ASR
5 34.6 29.6 58.2 106.2 0.664 44.6 0.602
Trigger Size 10 36.0 29.6 59.0 107.4 0.831 45.2 0.790
20 38.8 30.561.1 114.3 0.979 45.7 0.981
30 39.5 30.4 61.0 115.0 1.000 45.6 0.995
0.05 36.7 29.5 59.6 109.1 0.973 43.5 0.974
Poison Rate 0.1 38.8 30.561.1 114.3 0.979 45.7 0.981
0.15 39.3 30.1 61.1 114.6 0.986 45.6 0.988
0.3 39.1 30.4 61.1 114.7 0.992 45.4 0.992

upperleft |38.8 30.561.1 114.3 0.979 45.7 0.981
upperright | 40.1 30.2 61.6 115.7 0.990 45.1 0.976
bottomleft | 38.4 30.5 60.7 113.5 0.996 44.5 0.992

bottomright| 39.9 30.2 61.0 114.8 0.999 46.2 0.990
center 39.1 30.3 60.9 116.2 0.984 44.6 0.980
random |37.6 29.9 60.0 112.1 0.981 44.7 0.945

Trigger Location
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