Downloaded 07/20/24 to 223.177.123.10 . Redistribution subject to STAM license or copyright; see https://epubs.siam.org/terms-privacy

Robust 1-bit Compressed Sensing with Iterative Hard Thresholding
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Abstract

In 1-bit compressed sensing, the aim is to estimate a k-sparse unit vector z € S™~* within an € error (in £2)
from minimal number of linear measurements that are quantized to just their signs, i.e., from measurements
of the form y = sign({a, z)). In this paper, we study a noisy version where a fraction of the measurements
can be flipped, potentially by an adversary. In particular, we analyze the Binary Iterative Hard Thresholding
(BIHT) algorithm, a proximal gradient descent on a properly defined loss function used for 1-bit compressed
sensing, in this noisy setting. It is known from recent results that, with O(%) noiseless measurements, BIHT
provides an estimate within € error. This result is optimal and universal, meaning one set of measurements
work for all sparse vectors. In this paper, we show that BIHT also provides better results than all known
methods for the noisy setting. We show that when up to 7-fraction of the sign measurements are incorrect
(adversarial error), with the same number of measurements as before, BIHT agnostically provides an estimate

of x within an O(e + 7) error, maintaining the universality of measurements. This establishes stability of
iterative hard thresholding in the presence of measurement error. To obtain the result, we use the restricted
approximate invertibility of Gaussian matrices, as well as a tight analysis of the high-dimensional geometry of
the adversarially corrupted measurements.

1 Introduction

Compressed sensing is a framework in signal processing that exploits the inherent sparsity or compressibility
of signals to efficiently acquire and reconstruct them with a sampling rate that is significantly lower than the
dimensionality of the signal [8, 16]. By using a small number of non-adaptive measurements, often obtained
through random projections, compressed sensing enables the recovery of the original signal with high accuracy.
In real-world signal acquisitions and storage, signals are often digitized. This led to introduction to 1-bit
compressed sensing (1bCS) by [6]. In this model, a unit-norm sparse signal x € S"™1 ||x||o < k, is acquired
through the operation y = sign(Ax), where A is an m X n real matrix and y € {1,—1}" is a binary vector
containing the coordinate-wise signs of Ax. The primary objective is to design a measurement matrix A with
minimal number of rows m, such that for any x € S"~1,||x||o < k, an estimate X from y and A via an efficient
algorithm can be provided such that |x —%||2 < ¢, for a given 0 < ¢ < 1. We will refer to € as the parameter error.
It is known that m = Q(%) measurements are necessary [25] for this. Also, if the entries of the matrix A are
chosen to be standard normal random random variables then recovery is possible with high probability for all

k-sparse unit norm vectors with m = O(% log 2) measurements [25]. Hereafter, there has been a series of work

that tries to achieve this baseline number of measurements O(%) with a computationally tractable algorithm,

such as convex relaxations [32, 7, 33]. In particular, the linear estimator of [33] shows that O( %) measurements
are sufficient, which is suboptimal in its dependency on the parameter error.

In this paper, we study a very natural iterative estimation method proposed in [25], called binary iterative
hard thresholding (BIHT). Iterative hard thresholding is a well-known algorithm for compressed sensing, where
estimations of x are projected back to the “top-k” coordinates in each step to maintain sparsity of the solution [5].
The description of BIHT is provided in Algorithm 1, and will be formally discussed later. In short, it is a
proximal gradient descent algorithm where an estimate of x is updated iteratively followed by the aforementioned
projection. BIHT was empirically observed to have excellent performance which was analyzed in several papers
such as [24, 7, 27, 20]. Ultimately, in [28], it was shown that O(%) measurements are sufficient for BIHT to
produce an estimate with at most € error, i.e., the optimal dependence on sparsity and error.

In this paper, we show that iterative hard thresholding is in fact even more powerful: it is robust to adversarial
noise. Noisy one-bit compressed sensing has also been quite well-studied in the last few years [2, 11, 3, 22, 10].
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In particular, we assume that any up to 7m,0 < 7 < 1, coordinates of the measurement vector sign(Ax) are
flipped by an adversary. In this model, [31] showed that their linear estimator can provide an estimate x of x such
that ||x — x||3 < O(e? + 7) with O(E% log 2) measurements (Thm. 1.3 in [31]). In the same model, [2] provided

an algorithm that returns an estimate X of x such that ||x — x||2 < € + ¢7, ¢ > 0 being a constant, with O(eﬁg)
measurements.

To mitigate such sign-flips in measurements, an algorithm called adaptive outlier pursuit was proposed in [36]
that shows superior performance over BIHT empirically. However the algorithm requires precise knowledge of 7,
and performance deteriorates rapidly without this knowledge. On the other hand, BIHT is agnostic to the number
of sign-flips. Another algorithm based on MAP estimation was proposed in [11], relying on a stable embedding
property of the measurement matrix which is known to take at least Q(%) rows. With Q(%) measurements a
least-square decoding algorithm was also shown to be effective in [22] in the presence of sign-flips. More recently,
the noisy 1-bit compressed sensing problem was also studied from both the perspective of parameter error, and
prediction error; in particular the performance of the AdaBoost ([19]) algorithm was analyzed in [10]. The number
of required measurements here scales as O(e%) We have omitted the dependence on 7 in the last few results for the
sake of clarity, and also to point out suboptimal dependence on parameter error even in the absence of adversarial
sign-flips.

1.1 Ouwur Contributions Under the adversarial sign-flip model described above, we show that BIHT
still produces a good estimate of the sparse vector x with the same number of O(%) measurements. BIHT is
also agnostic to the number of sign-flips: indeed, as long as there is sufficient number of measurements, a good
estimate with small parameter error is produced. To be precise, we show that with m = O(% log ﬁ) measurements
of which up to 7m can be corrupted, BIHT converges to an estimate x of x, such that

1 1
[x —x[| < e+ O(Ver +74/log —) < max{e, 7y/log —}.
T T

With only O(f) measurements, this result provides the best sample complexity guarantee, i.e., a number of
measurements with better dependence on parameter error than [31, 2, 11, 22, 10] mentioned above.

While our work builds on [28], our analysis requires new insights as well as new technical tools. One of the key
steps in [28] is to establish a property of Gaussian matrices called restricted approximate invertibility condition
(RAIC). This condition ensures that the estimation error remains controlled throughout the iterations of BIHT
by approximately preserving the discrepancy between two vectors and the average of the measurements (rows of
matrix A) that yield distinct outcomes for those vectors.

In this paper, we aim to prove a similar condition but account for the possibility of flipped measurements. To
achieve this, we introduce a new definition of RAIC with measurement error. Our main technical achievement
is demonstrating that Gaussian matrices possess this property. For this, in addition to validating the results
obtained by [28] for Gaussian measurements, we also need to establish a (roughly) linear relationship between
the expected norm of the sum of up to 7m-many measurements and the expected error resulting from adversarial
corruption of up to 7m-many responses. Consequently, given that the norm of the sum of any set of up to
Tm-many measurements can be consistently bounded and not exceed a certain threshold with a high probability,
we can establish an upper bound on the error introduced by adversarial noise with a high probability. With the
goal of upper bounding the norm of the sum of the up to 7m-many measurements, the vector sum is orthogonally
decomposed into two components: (a) its projection onto a particular vector u (determined later), and (b) its
projection into the kernel of u, each of which will be bounded separately. The norm of the two components can
be recombined via triangle inequality. Repeating this over a collection of vectors, u, leads to a uniform result.
Crucially, it turns out that the number of vectors, u, which need to be considered in this collection is finite and
quantifiable: it does not exceed the number of ways to choose up to 7m-many responses to corrupt. This is
related to the tracking of “mismatches,” which was a key element in previous analysis.

1.2 Other Related Works Without the sparsity constraint, the problem we consider is closely related to
the noisy half-space learning problem. However, most of the time the focus of such works is to provide guarantee
on prediction error, rather than parameter error [18, 26]. The objective of this line of work is to come up with
distribution-agnostic efficient algorithms, and then to provide guarantees on their zero-one loss (probability of
mismatch). This problem is also studied with different noise models, for example, Massart noise [12], instance-
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dependent noise [30, 9], random sign-flip noise [13]. In particular, the latter work shows that with standard
Gaussian covariates, and with probability of sign-flip being 7, one can come up with a classifier to guarantee
probability of mismatch O(n), with 77% samples. Since for Gaussian covariates, parameter error and prediction
error could be related - this will lead to a suboptimal sample complexity with respect to the error rate, if a
“sparse” version could be made available. Active learning under this model was also considered in [37].

Interestingly, learning k-sparse half-spaces where labels can be corrupted has been considered in [38, 34], with
guarantee on the prediction error. Note that these papers study the problem in an “active PAC learning” setting,
which is different from even the adaptive version of 1-bit compressed sensing. We point the reader to [38] for
a detailed discussion on this difference. Furthermore, if the covariates/measurements were Gaussian, prediction
error could be related to parameter error, but that is not the case in general. While in the active learning set up
the number of label queries are small, the total sample complexity in [34] scales quadratically with k, which is
suboptimal in 1-bit compressed sensing.

In [31] a more general sparse signal recovery problem was studied where the binary observations y; € {+1,—1}
are random: i.e., y; = 1 with probability f({(a;,z)),i =1,...,m, where f is a potentially nonlinear function, such
as the logistic function.

The support recovery problem in 1-bit compressed sensing and constructions of structured measurement
matrices are well-studied, though not directly related to this work, e.g., [21, 1, 17, 29]. Other lines of work on
1-bit compressed sensing include adaptive sensing for faster error-decay [4, 23], dithering to allow for magnitude
recovery and robustness [14, 15], and 1-bit sensing with generative priors [27].

Organization. The rest of the paper is organized as follows. In Section 2 we introduced the notations used
in the paper, and also the BIHT algorithm. Section 3 contains the main result (Theorem 3.1) and a technical
overview of the proofs. Subsequently, proofs of the main results appear in Section 4 and 5. Intermediate, and
longer proofs are delegated to the appendix.

2 Preliminaries

2.1 Notations Throughout this work, the parameters k,n € Z, are taken to satisfy n > 2k, where k
denotes sparsity (i.e., the maximum number of nonzero entries in a vector), and where n is the dimension of the
signal vectors and measurements. The number of measurements (and rows in the measurement matrix) is denoted
by m € Z.. For notational simplicity, the parameter 7 € (0, 1]—the largest allowable fraction of responses that
can be corrupted—is assumed to satisfy 7m € Z. This does not forgo generality since 7m can be replaced by
[Tm] throughout the analysis in this manuscript. Note that this work does not consider 7 = 0 since [28] already
established the result under noiseless conditions.

For the purposes of this discussion, let ¢,d € Z,, where d € Z specifies an arbitrary dimension.

Let D be an arbitrary distribution. Then, X ~ D denotes a random variable which follows the distribution
D. Similarly, let S be an arbitrary set. Then, X ~ & denotes a random variable which follows the uniform
distribution over S. The univariate normal distribution with mean g € R and variance 0 € R is denoted by
N (u,0?), while the d-variate normal distribution with mean vector g € R? and covariance matrix ¥ € R¥*? ig
denoted by N (u, X).

The d-dimensional identity matrix is denoted by I; € R?*¢. More generally, matrices are written as capital
letters in boldface, upright typeface, e.g., A € R**9 with the i*" rows denoted by, e.g., A; € R? i € [{], such
that A = (A;---Ay)T, and with the (4, j)-entries written in italic typeface, e.g., A; ; € R. Nonrandom vectors
are written as lowercase letters in boldface, upright typeface, e.g., u € R? with the j*% entries, j € [d], written
in italic typeface, e.g., u; € R, such that u = (u1,...,uq). Random vectors follow the same convention as
nonrandom vectors but with uppercase letters, e.g., Z = (Z1,...,Z4) ~ N(0,1;). For J C [d], the restriction of
u € RY to the entries indexed by .J is denoted by ul|; € RI’I. The support of a vector, u € R%, is denoted by
supp(u) = {j € [d] : u; # 0} C [d], and the number of nonzero entries in u—the £y-“norm” of u—is written as
[uflo £ [supp(u)|-

The f3-unit sphere in R is denoted by S~ & {u € R? : ||u|s = 1}, and the set of k-sparse d-dimensional
vectors is written as 3¢ £ {u € R? : |luo < k}. Hence, the set of all d-dimensional, k-sparse, real-valued unit
vectors is denote by S9N X¢ £ {fu € S9! : ||lullp < k}. The distance between two points projected onto the

Copyright © 2024 by SIAM
Unauthorized reproduction of this article is prohibited

2943



Downloaded 07/20/24 to 223.177.123.10 . Redistribution subject to STAM license or copyright; see https://epubs.siam.org/terms-privacy

l5-unit sphere is specified by the function dga—1 : R x R4 — R>g, where

u v :
‘ Ml ~ |y fwv#0,
dga-1(u,v) = 0, ifu=v=0,
1, otherwise,

for u,v € R, The Hamming distance between a pair of vectors, u,v € R%, is denoted by dy(u,v) = |{j € [d] :
u; # v;}|. The sign function, sign : R — {—1, 1}, follows the convention:

. -1, ifa<0,
Sen(@) =1 1 a0

where a € R. This notation extends to vectors as sign : R — {—1,1}¢ by taking the +-signs of each entry of a
d-dimensional vector.

2.2 Hard Thresholding and the BIHT Algorithm This work considers two notions of hard thresholding
as means to project points into the subspace of ¢-sparse vectors, Z?: top-¢ and subset hard thresholding. These
are formalized in the following definitions.

DEFINITION 2.1. (TOP-¢ HARD THRESHOLDING) The top-£ hard thresholding operation, denoted by Ty : R? —
R, projects a vector u € R into X¢ by retaining only the ¢ largest (in absolute value) entries in u and setting
all other entries to 0. Note that “ties” can be broken arbitrarily. More formally, writing Uy = {u’ € R? : ||u’[jop =
¢, v € {u;,0} Vj € [d]}, the top-€ hard thresholding operation maps: u +— Ty(u) € arg max, ¢y, [[0’[|:-

DEFINITION 2.2. (SUBSET HARD THRESHOLDING) The subset hard thresholding operation associated with a
coordinate subset J C [d], denoted by Ty : R? — R?, takes a vector, u € R%, into ZIdJI by setting all entries

in u indeved by [d] \ J to 0. More formally, T;(u) is the vector whose j** entries, j € [d], are given by
Ty(u)j =u;-1(j €J).

The measurement matrix is denoted by A € R™*"  with the measurements, i.e., its rows, written as
Ay,...,A,, €R" suchthat A = (A; --- A,,)". For a given unknown k-sparse unit signal vector, x € S"~1 N X7,
we call sign(Ax) the true responses. Now, suppose, y € {—1,1}" denotes an arbitrary vector that satisfies
dp(y, sign(Ax)) < 7m. This vector, y, can be viewed as introducing adversarial noise into the true responses.
At this point we can formally define the normalized BIHT algorithm. It is given as Algorithm 1 below.

Algorithm 1 Binary iterative hard thresholding (BIHT) algorithm: Input y, A
Set n =271
5‘((0) ~ S’I’L—l N EZ
fort=1,2,3,...do
%® L x0¢-D 4 %AT . %(y— sign(Ai(t71)>)

(1) T, (%)
T mEn
end for
2.3 Some Universal Constants None of the universal constants appearing in this work are very large.

These constants, a, b, c1, ca, c3, cq,c > 0, appear throughout the results and analysis in this work. These universal
constants are fixed as follows:

(2.12) a =16, b < 379.1038,
3 1642 3 4 8v3
(2.1b) ¢ = \/% (1 + f) € (1.3469,1.3470), ¢ = 3 (1 + ?W + =3 T4 8\/67r> € (0.3806, 0.3807),
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(12+V3)yx
NG

2
(2.1d) c= 4<cl +1/3+ 02> € (31.9999, 32).

3 Main Result and Technical Overview

(2.1¢) 3= € (1.2500,1.2501), cs = 2444/ € (9.0898,9.0899),

Theorem 3.1, below, states the main result of this work, which establishes the convergence of BIHT when an
arbitrary but bounded number of responses are corrupted. Note that it is a universal result in the sense that the
measurement matrix, A, is fixed across the recovery of all k-sparse, real-valued unit vectors.

THEOREM 3.1. Let €,e9,7,p € (0,1], » > 0, k,m,n € Z, where

(3.2) ra C<03\/5+c47 log<26)>,

T

2
(3.3) €=etr,
and where
4be n\?/n\ (126\*" [ 3a k. /ny 1 (1
3.4 > 2 =) (2 ) =0 Z0g(4) + Z10g( - ) )
30 mz sl () () (2) 7 (5)) =o(Posl3) + 20s())
Fiz an m x n measurement matriz, A € R™*" whose rows, Ay,..., A, ~N(0,1,,), are i.i.d. Gaussian random

vectors. Uniformly with probability at least 1 — p, for all k-sparse, real-valued unit vectors, x € S*~1 N X5, when
given m noisy responses, y € {—=1,1}" (i.e., with any choice of up to Tm corrupted),

(3.5) dy(y, sign(Ax)) < Tm,

the sequence of approximations, {fc(t) e s In Z}g}tezzo, produced by the normalized BIHT algorithm converges
as

3.6a den1(x,%0) < 227 l-27"
( ) S ) 0

with an approximation error asymptotically bounded from above by

(3.6b) Jim dgn-1(x, %) < ¢.
3.1 The Restricted Approximate Invertibility Condition (RAIC) under Adversarial Noise As

we have discussed in the introduction, the key step of proving our result is to establish a property of Gaussian
matrices called restricted approximate invertibility in the presence of adversarial sign-flips. Before we give a
technical overview of our proof, here we define the notion of RAIC and formally present the result regarding
Gaussian matrices.

Fixing the measurement matrix, A € R™*" let f : R®™ — {—1,1}™ denote an arbitrary map that satisfies
dg (f(u), sign(Au)) < 7m for all u € R™. This map, f, can be viewed as introducing one particular adversarial
error pattern into the true responses, sign(Au) — f(u). The set of all such functions, f, is denoted by
Fa2{f:R" = {-1,1}" : du(f(un), sign(Au)) < 7m Vu € R*}. This is essentially the set of all possible ways
to adversarially corrupt the true responses.

Additionally, define the functions ha, hy,a : R" xR™ — R", at arbitrary ordered pairs points, (u,v) € R” xR",
by

(3.7a) ha(u,v) = gAT . %( sign(Au) — sign(Av)) = g ZAi . %( sign((A;, u)) — sign((A;, v))),
B hatny) = YA () - signav) = V2T AL () sin((Anv).

«
Il
-

Copyright © 2024 by SIAM
Unauthorized reproduction of this article is prohibited

2945



Downloaded 07/20/24 to 223.177.123.10 . Redistribution subject to STAM license or copyright; see https://epubs.siam.org/terms-privacy

and for J C [n], let ha.j, hya.g : R” x R™ — R™ denote the functions given at (u,v) € R™ x R™ by

hA;J(uv V) = ,Tsupp(u)Usupp(v)UJ(hA(ua V))

V27T 1, . .
(38&) = T ; T’supp(u)Usupp(v)UJ (AZ : 5( SIgn(<Aia u>) - SIgn(<A’La V>))>
and
hf;A;J(u; V) = Tsupp(u)Usupp(v)UJ(hf;A(ua V))
Vor & 1 .
(38b) = 7 ;Tsupp(u)Usupp(v)UJ <A1 : 5 (f(u)l - Slgn(<Ai7 V>))> .
Note that

l(f(u)i — sign((A4,v))) = — sign((A;,v)) - I(f(w); # sign((A;,v))).

2
and hence, hy.a, hy.a.; are equivalently given by

% D A sign((Aq,v)) - I(f(u); # sign((Ay,v))),

i=1

(3'93“) hf;A(u’ V) = -

\/72? Z/Tsupp(u)Usupp(v)UJ(Ai Sign(<Ai7 V>)) ' H(f(u)l # Sign(<Ai? V>))

=1

(3.9b) hya(u,v) = —

For any two sparse vectors u and v, hy.a.s(u, v) is a “distance-vector” measuring their closeness through the the
one-bit measurements. When u = v, it is simply the weighted sum of the measurements where the adversarial
flips have occurred, restricted to the coordinates supp(u) U supp(v) U J.

The main technical theorem is stated next. Its proof is deferred to Section 5.

THEOREM 3.2. (RAIC UNDER ADVERSARIAL NOISE FOR GAUSSIAN MEASUREMENTS) Fiz p € (0,1], 6,7 €
(0,1], k,m,n € Z,, where

w0 w2 (2) o ()

Let A={A1,...,A,, ~N(0,1,)} be a set of m 4.i.d. standard multivariate normal random vectors, and define
the matriz, A € R™*" which stacks them up: A = (Ay --- A,,)T. Then, with probability at least 1 —p, uniformly
forall f € Fa, x,y € S"INXL, JCnl, |J]| <k,

2
(3.11) |(x =) = hpauxy)|, < c1v/ddsa-1(x,y) + c20 + c3Vor + caty | 10g<7_6)-

3.2 Technical Overview The proof of the main theorem, Theorem 3.1, is broadly divided into three steps,
each considered under (bounded) adversarial noise: (3.I) establish a stochastic result for Gaussian measurements,
(3.IT) establish a deterministic result for the iterative approximation errors of BIHT with arbitrary measurements,
and (3.III) combine (3.I) and (3.II) to characterize the convergence of BIHT under adversarial noise. The result
obtained in Step (3.I) establishes the RAIC for Gaussian measurements under adversarial noise (see, Theorem 3.2)
by upper bounding:

(3.12) 6= %) = hpan(x, Y|l < O(Vodsa i (xy) + 6+ 7)

uniformly with high probability for all x,y € S*~! N X7 and all J C [n], |J| < k. The result derived in Step (3.1I)
upper bounds the error of the t** BIHT approximations deterministically by an expression similar to that in the
definition of the RAIC (see, Lemma 4.1):

(3.13) dgn—1(x,%") <0 (H (x = %"7) = hpa(x,%07Y) Hz)
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Lastly, for Step (3.III), upon the establishment of Equations (3.12) and (3.13), the two equations taken together
will bound the #*"" approximation errors by:

" 2, if t =0,
3.14 dan—1 )y < { .
(3:.14) s (6 X0) < O(\/§dsn—1(x,i(t_1))—|—5—|—T>, if ¢ > 0.

Note, however, that the above expression states the upper bound on the approximation error as a recurrence
relation, rather than a closed-form result. Hence, Step (3.III) will also derive a closed-form expression for
Equation (3.14) (see, Lemma 4.2), where much of the technical work here has already been accomplished by
[28].

The majority of the analysis focuses on the stochastic result in Step (3.I), which is the main technical
contribution of this work, while the analyses for the deterministic bound in Step (3.II) and the final step,
Step (3.III), are less involved but allow the RAIC established in Step (3.I) to be related to the error of the
approximations produced by the BIHT algorithm with corrupted responses. The arguments for Step (3.I) are
briefly outlined below. On the other hand, Steps (3.II) and (3.IIT) are less technically demanding and hence
omitted from this overview (see, Lemmas 4.1 and 4.2 and their proofs).

Overview of the Argument for Step (3.I). The idea behind the approach to Theorem 3.2 is the following.
There is a (roughly) linear relationship between the expected norm of the sum of up to 7m-many measurements
and the expected error from adversarially corrupting up to 7m-many responses. Hence, since the norm of the
sum of every choice of up to 7m-many measurements can be uniformly bounded as not “too large” with high
probability, the error induced by the adversarial noise is similarly upper bounded with high probability.

More precisely, the argument for Theorem 3.2 is broken down into a few steps: (a) First, applying the triangle
inequality, it can be shown that

(3.15) 1= ¥) = B eyl < [[ e = ¥) = hass G ¥y + s assuppivyos (%) -

Then, the focus of the subsequent two steps is upper bounding the two terms on the right-hand-side of the above
inequality. Note that Equation (3.15) gives a roughly linear dependence of the approximation error on the amount
of adversarial noise. (b) The first term on the right-hand-side of Equation (3.15) can be upper bounded by directly
applying [28, Theorem 3.3]. (c¢) On the other hand, the rightmost term in Equation (3.15)—which (roughly)
quantifies the amount of error caused by adversarial noise—requires new analysis. As the first step towards
bounding this term, it will be argued that it suffices to bound each element in the image of hf,A.supp(y)us, Where
g Assupp(yyus L (W, W) 1w € Sn=1 N ¥7} has a finite and easily quantifiable size. Note that this approach will lead
to a uniform bound on the norm of the image of %, A supp(y)u.s at every real-valued point, (x,x), x € Sn=lnxn,
(d) Finally, such a uniform bound is obtained by bounding the norm of the image of A ¢, supp(y)us at an arbitrary
point (u,u), and subsequently union bounding over a specifically constructed set of such points. Worth noting,
this step will orthogonally decompose ;A supp(y)us (1, 1) into two components, (W, hs,a;supp(y)us (1, u))u and
hf; Assupp(y)ua (1) = (W, B g Assupp(y)us (0, w))u, such that

hf;A;supp(y)UJ(u7 u) = <u7 hf;A;supp(y)UJ(uz u)>u + (hf;A;supp(y)uJ(ua u) - <u7 hf;A;supp(y)UJ(u7 u)>u> .

The norm of each of the two components will be individually upper bounded using concentration inequalities for
functions of Gaussians, and subsequently, these bounds will be combined via the triangle inequality,

(3.16) th;A;supp(y)UJ(U" u)HQ < ’(u, hg;Assupp(y)u (0, UW + th;A;Supp(y)UJ(u’ u) — (u, hf;A;SUPP(y)UJ(u?u»u’

and a union bound.

27

4 Proof of Theorem 3.1

As discussed in the technical overview (see, Section 3.2), the proof of the main theorem, Theorem 3.1, follows
largely from three intermediate results, which are formalized as Theorem 3.2 —the stochastic result sought in
Step (3.I)—and as Lemmas 4.1 and 4.2 in Section 4.1—the deterministic results sought in Steps (3.IT) and (3.I11),
respectively. Recall that Theorem 3.2, the main technical contribution, establishes that with high probability
Gaussian measurements satisfy the RAIC under adversarial noise, while Lemmas 4.1 and 4.2 provide a means
to relate the RAIC under adversarial noise to a contraction inequality for the sequence of BIHT approximation
errors, first as a recurrence relation and subsequently in closed-form.
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4.1 Intermediate Results As already mentioned, the following lemmas will facilitate the proof of
Theorem 3.1. The proof of Lemmas 4.1 and Lemma 4.2, can be found in Section D. respectively.

LEMMA 4.1. For allx € S""'NX} and t € Z, the error of the t'" BIHT approximation, £® e gn-1n DI
bounded from above by

(4.17) dgo—1 (%, %) < 4| (x = %) = By quppn (6, %),

LEMMA 4.2. (CF. [28, LEMMA 4.2]) Let ¢,c1,c2,¢3 > 0 be defined as in Equation (2.1), and fix T € [0,1]. Let
v € (0,1], and define the function € : Z>o — R by the recurrence relation

(4.18a) £(0) =2,

(4.18b) e(t) = 4 /gs(t 1)+ 400—27, tezy.
Then,

(4.19) tliglo e(t) <n.

Moreover, the sequence {€(t) }tez., is point-wise upper bounded by the sequence

(4.20) {22’t71—2’t}t6220.

4.2 Proof of Theorem 3.1

Proof. (Theorem 3.1). The theorem will follow from an argument analogous to that which appeared in [28, proof

of Theorem 3.1 and Corollary 3.2]. By Lemma 4.1, followed by Theorem 3.2, if m > %log<(2)2 (5%) (%b)% (37“)),

then with probability at least 1 — p, for each x € S"~1 N X7 and ¢ € Z>, the error of the t* BIHT approximation
of x is bounded from above by:

dgn-1(x, %)
< 4H(X - i(t_l)) - hf;A§5UPP(5<(t))(X’ i(t_l))Hz

» by Lemma 4.1

2
§4<01\/6dsn1(x,5((t1))_’_026-‘,-03\/67'4—047' log( 6)>
C C

7
» by Theorem 3.2

_ 4(01 wdsnl<x, &0y 4 €€ )
C C C

2
» by the choice of r = £ (Cg\/g-l- CaT log<e>>

C2 T

= 4(01 \/Gdsnl(x7 )’\((til)) + M + CQ’I")

C C C
= 4(01 \/edSnl(x7 )A((til)) + m + CQT)

(& C C
= 4(61\/6d5n_1(x, )A{(t_l)) —+ CZj — % + cZT)

C C & C

& C
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§ 4(01\/60()dsn1(x7§((t_1)) + 02060)

4
< 4o, fodwx, g(t-1)y 4 Ao
C

c

In summary, with probability at least 1 — p, uniformly for all k-sparse, real-valued unit vectors, x € S"~!1 N X7,
the following holds for all t € Z,:

402 €0

(4.21) dgn-1(x, %) < 4¢; \/ D dgnr(x,%40) +
C C

Additionally, trivially, dg.-1(x, %) < 2 since
(4.22) dgn-1(x, %) < dgn1(x, —x) = 2.

Next, arbitrarily fixing x € S"~1 N7, it will be shown by induction that whenever Equations (4.21) and
(4.22) hold, the sequence of values {e(t) }1ez., point-wise upper bounds the sequence {dgn-1(x, )“((t))}tez>0. where
e :Z>o — R is defined as in Lemma 4.2.

The base case, when ¢ = 0, is trivial since SUp, yegrn dgn-1(u,v) = 2 = £(0). Now, arbitrarily fixing t € Z,,
suppose each ¢'** BIHT approximation, ¢/ < ¢, satisfies dSnfl(X,)A((t/)) < e(t’). Then, the aim is to show that
dgn-1(x, V) < (t), where e(t) = 4¢, Te(t — 1) + 222 with the fixing of v = €. Observe:

4
dgn—1(x,%") < 4¢y \/Eodsn_l(x, (-1 4 220
C C

» by Equation (4.21)

462 €0

<deyy [ Le(t— 1) +
&

» by the inductive assumption

=e(t)

Said briefly, dgn—1(x, )‘((t)) < &(t), as claimed. By induction, it follows that for all ¢+ € Zsq, the error of the ¢*!
BIHT approximation is bounded from above by dgn-1 (x,fc(t)) < e(t). Extending this to all other x € S"~! N X7
via the earlier discussion, every such sequence of BIHT approximations is point-wise upper bounded by ¢ with
high probability.

Having verified the above, the theorems follow immediately from Lemma 4.2:

—t

dgn1(x, %) <e(t) <22 'ed72,

tlggo dgn—1(x,%1) < €.

This completes the proof of the main theorem, Theorem 3.1. O

5 Proof of the Main Technical Theorem (Theorem 3.2)

5.1 Discussion and Preliminaries We begin by introducing and verifying some results that will set us
up for proving the main technical theorem, Theorem 3.2. Throughout Section 5, the function f : R™ — {—1,1}™
is taken to be any function which upholds: dg(f(w), sign(Aw)) < 7m at every point, w € R™. Specification of
this condition will be henceforth omitted to avoid redundancy.

First off, the left-hand-side of Equation (3.11) in Theorem 3.2, ||(x —y) — hy.a;7(X,¥)ll,, is split into two
components (with bounding).

CLAM 5.1. For all x,y € R™ and J C [n], the following inequality (deterministically) holds:

(5.23) 1= y) = hpas (e ¥)lly < Ik =y) = hau 6yl + [[Briasuppos (%, %),
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Proof. (Claim 5.1). Fix x,y € R™ and J C [n], arbitrarily. Let J' £ supp(y) U J. The (random) vector
(x —y) — hy.a.s(x,y) can be rewritten as follows:

(x=y) —hpau(xy) = ((x—y) = hau(xy)) = (hrau(xy) = hau(x,y)),
where the second and fourth terms on the right-hand-side cancel. Additionally, observe:

X,y) = ha,s(x,y)

Z supp(x)Usupp( )UJ(AI) : %(f(x)l - Sign(<Y7Ai>))

(sign({x, A;)) — sign({y, A;)))

l\DM—l

- Z supp( x)Usupp(y)U](A )

i mppt s (Ad) 5 (£ — snlly, Ad))) — (sign((x, Ai)) — sign((y. A))))

_MS
~

Z Taupp(x)Usupp(y)UJ (As) - %(f(x)i —sign((x, A;)))

= hyas (%,%)
Thus, combining above work:
(x—y) —hpau(xy) = ((x-y) —has(x,y) = (hr.a0(%y) = ha.s(x,y))
= ((X - Y) - hA;J(Xa y)) - hf;A;J’ (X,X).
Then, the norm is upper bounded as follows:
1= ¥) = hrau ()l = [[ (< = ¥) = haw (5.3)) = hroaw (<%,
<x=y) = hauy)lly + hga (x, %),

where the bottom line applies the triangle inequality. 0

As in the the proof of Claim 5.1, write J’ £ supp(y) U J. For convenience, this notation will be used
throughout the remainder of this manuscript. Note that |J'| < 2k by design. Equation (5.23) of Claim 5.1
decomposes (with bounding) the random variable of interest, |[(x —y) — hya;7(X,¥)|,, into two terms which
are individually easier to control. The majority of the argument for Theorem 3.2 is towards a uniform
upper bound on the latter term of this decomposition, Do, ;s (x,x) £ ||hsa;00(x,%)|l,. This second term,
Dy, j/(x,x), requires new analysis, which takes up Section 5.1.1 and Appendices A-B. On the other hand, the
first term, Di,;(x,x) £ [[(x —y) — ha;s(x,¥)|l,, is immediately upper bounded with high probability for all
x,y € S""' N X} and for each J C [n], |J| < k, via [28, Theorem 3.3], stated below.

LEMMA 5.1. ([28, THEOREM 3.3]) Fiz €,p’ € (0,1), k,m,n € Z, such that

b n\>/n\ [(126\*" [ a
5.24 > 12b [ANY
( ) m = 6/ Og<<k) (2k>( 6/ ) <p/)
Then, uniformly with probability at least 1 — p’, the Gaussian measurement matriv A € R™*™ satisfies the
(k7na €/,C1,C2)—RAIC;

(5.25) H(x —y)— ha.s(x, y)”2 < 1/ €dgn-1(x,y) + ca€
for allx,y € S" 1N} and all J C [n], |J| < k.

Next, we turn our attention to the random variable Da. j/ (x,X).
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5.1.1 Discussion Regarding D, ;/(x, x) The derivation of an upper bound on the random variable,
Dy.j(x,%x) = ||hf,a,07(x,%)||2, will entirely ignore the specification of the vector x. Rather, by the definition of
hysnsr,

hf;A;J/(uv 11) = g Z Tsupp(u)U.]’ (Az) ' %(f(u)z - Sign(<u7 Az>))
= g ZTsupp(u)UJ’ (Az) : %(f(u) - SIgn(Au))i

Il
-

K3

where u € R™. The only dependence of hya,; (u,u) on the preimage, (u,u), is captured in the expression:
1(f(u) — sign(Au)). In particular, taking f € Fa, note that 3(f(u) — sign(Au)) € {z € {-1,0,1}™ : 1 <
|z|]|o < Tm} for all u € R™. All other terms in the definition of hy,a.j are fixed across all u € R™. Thus, upon
fixing the set of Gaussian vectors, Ay,..., A, for each J' C [n], |J'| < 2Fk, the image of the function hy.a,; has

finite cardinality no more than:

hpacr [{(w,w) s w e s s < > (?) 2",

(=1

Additionally, recall that earlier we took J' = supp(y) U J, where in the case of Dy, (x,x), the only way that y
comes into play is in regard to its support. Later on, we will union bound over all possible coordinate subsets
which can form supp(y) U J—i.e., all J' C [n], |J/| < 2k. Hence, in effect, we can consider J' to be an arbitrary
coordinate subset of cardinality at most 2k, as we will proceed with throughout this discussion and in the formal
proof of the bound on Dy, 5/ (x,x) (i.e., Section 5.1.1 and Appendices A-C). It therefore suffices to enumerate each
of the up to -, ('})2*many vectors comprising hya,s [{(w,w) : w € S""1 N E7'}] and bound their norms for
each choice of J' C [n], |J'| < 2k. With this motivation, construct a collection of sets, Uy C S"~ 1 NEE, J' C [n],
by inserting precisely one vector, u € S"~' N X7, into U for each vector z € hya,p [{(w,w) : w € S"" 1N X}
Tm

such that Ay, (u,u) = z. Note that [t;| = >, (7})2¢ by design. With this construction, the above discussion
is formalized and verified in the following claim and its proof.

CLAM 5.2. Fiz vy > 0. Suppose for all J' C [n], |J'| < 2k, and u € Uy, the norm of hy.a.j (u,u) is bounded
from above by: ||hf.a.;(u,u)|l2 <. Then, uniformly for all x € S"~' NXY and for all J' C [n], |J'| < 2k, the
same bound holds at (x,%): ||hf.a.g (X,%)]2 < 7.

Proof. (Claim 5.2). Suppose for the sake of contradiction that ||hs,a. (u,u)||2 <« for each J' C [n], |J/| < 2k,
and u € Uy, but there exists Jo C [n], |Jo| < 2k, and x € S*""'NXY, for which ||hra g (x,x)]]2 > 7.
Denote the image of (x,x) under hf.a.j, by 2 = hy.a,j(X,%x), where by assumption, ||z]2 > v, and let
W ={w € S"'NE} : hya.j(w,w) = z}. Then, by the construction of the set Uy, it must be that
U7, N W| = 1, which implies that there exists u € Uy, for which ||hf,a; 5 (u,u)l|2 = |22 > v—a contradiction.
By this contradiction, the claim holds. ]

Due Claim 5.2, the proof of Theorem 3.2 will seek to bound ||hfa;s (u,u)||2 from above for all J' C [n],
|J'| < 2k, and u € Uys. Specifically, Lemma 5.2 controls this random variable, Da. ;s (u,u) = ||hf,a,; (u,u)]2,
uniformly for every J' C [n], |J'| < 2k, and u € Uy.

LEMMA 5.2. Let m € Z, satisfy

= 2 () (50) (22)(2)) =0 (Sun(z) + bn(2))

With probability at least 1 — %p,

(5.26) Dy, yi(u,u) < (12 4 ﬁ)ﬁ + (2 +4y/7) T4 /1og<2f> = c3VOT + caTy /log<27_e).
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The proof of the lemma is deferred to Appendices A-C. Next, Theorem 3.2 is proved, contingent on the proof
of Lemma 5.2.

Proof. (Theorem 3.2). Fix m = glog<(2)2(;€)(%b)2k(%)>. Due to Claim 5.1, for every x,y € R™ and every
J C [n],

[(x—y)— hf;A;J(X7Y)||2 <x—-y) - hA;J(XaY)HQ + th;A;SUPP(y)UJ(Xv X)H2

By Lemma 5.1 (28, Theorem 3.3]), with probability at least 1 — £, uniformly for all x,y € S~ N X} and J C [n],
[T < K,

[(x = ¥) = has (5 ¥)lly < c1v/ddgn-i(x,y) + c26,

where ¢1, co > 0 are universal constants as defined in Equation (2.1). Additionally, by Lemma 5.2, with probability
at least 1 — %, uniformly for all J C [n], |J| < k, and u € Uy,

é 2 2
th;A;supp(y)UJ(uau)Hz <(12+ \/§) \/ % + (2 + 4\/737\/ 10g<7_e> = c3V/or + 047\/log<:).

Recalling Claim 5.2, it follows that with the same probability, the same bound on th; Assupp(y)U J(X,X)H2 holds
uniformly over all x,y € S~ N7 and all choices of J C [n], such that [supp(y)UJ| < 2k. Combining the above
bounds on [|(x —y) — ha.s(x,y)|, and th;A;supp(y)UJ(X, x)”2 via a union bound, and applying Claim 5.1, the

desired upper bound follows: with probability at least 1 — £ — %ﬂ =1 — p, uniformly for all x,y € S"~'nX7,
J C[n], |J| < k:

1¢ = ¥) = hpass (. 3)ly < 1 =y) = hass (5, ¥) o + [P asuppiyyos (5, %)

c1V/ddgn—1(X,y) + c26 + (12 + V3)4/ %;T + (2+4vm)T log<26>

?
2
= c¢1y/0dgn-1(X,y) + c2d + c3VIT + CaTy /10g<f)

where ¢1, ¢a, ¢3,¢4 > 0 are universal constants specified in Equation (2.1). 0
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Analysis for Ds.;/(u,u)

Appendices A-C contain the analysis to bound the random variable Ds.; (u,u) £ ||hs.a.5(u,u)||2 from above,
as per Lemma 5.2. Appendix A orthogonally decomposes the random vector hy,a,; (u,u) into two components
and upper bounds the norm of each. The derivations of these bounds largely rely on tailored concentration
inequalities, whose proofs constitute Appendix C. The lemma that we ultimately seek, Lemma 5.2, is established
in Appendix B by combining the results proved in Appendix A.

A.1 An Orthogonal Decomposition To control the random variable Da. ;s (u,u) £ ||ht.a.p (u,u)|2,
we begin by orthogonally decomposing the random vector hf; ., (u,u) into two components: (u, hy,a,(u,u))u
and hy a0 (u,u) — (U, hya, g (u,u))u, where

(A1) hf;A;J’(uau) = (u,hf;A;Jf(u,u»u + (hf;A;J’ (u,u) - <uvhf;A;J’ (u,u)>u).

As such, define the random variables, D}, ; (u,u) and Ds, ;,(u,u), by

(A'2) D/I;J’(u’ u) = |<u’ hf;A§J'(u7u>>|7
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(A3) Dy, yr(w,0) = [lhgias (w,0) = (a0, hopar (0, w)ull,.

We make use of this decomposition and these random variables in the following claim.
CrLamM A.1. For any J' C [n] and u € R™,
(A.4) Dy, yr(u,u) < Dy (u,u) + Dy, i (u, u).

Proof. (Claim A.1). The claim directly follows from the orthogonal decomposition discussed above and the
triangle inequality:

Doy (u,u) = [|hgaz (u,a)ll,

» by the definition of the random variable Dy, ;/(u,u)

= |[(w, hpas (ww))u+ (hpa (u,u) = (a,hpa; 0 (w,a)u)|,
» by Equation (A.1)

< ” <u, hf;A§J’(ua u)>u||2 + th;A;J’(ua u) - <u7 hf;A;J' (uv u)>uH2
» by the triangle inequality

< [, hpiacr (@) [llullz + [[ogac (wa) = (, hpacr (w,a))ull,
» due to the homogeneity of norms

< [, hpiacr (@) + [ hpac () = (w, hpas g (w,a))ull,
> ulla =1

- .Dll;J/ (u, u) + D/Q;J’ (u, u)

» by the definitions of the random variables Dy (u,u), D, ;, (u, u)
Therefore, Dy, j/(u,u) < D’l;‘],(u7 u) + D’Q;J, (u,u), completing the proof of the claim. O

Due to Claim A.1, above, D (u,u) can be upper bounded by individually bounding D). (u,u) and
Dy ;/(u,u), which are simpler to handle than directly characterizing Ds;;(u,u). Such bounds are obtained
in Appendices A.3 and A.4, respectively. These results will lead to the proof of Lemma 5.2 in Appendix B, which
formally upper bounds Dz (u, u).

A.2 Concentration Inequalities for the Orthogonal Decomposition Before the random variables,
D} ;/(u,u) and Dy 5 (u, u), are bounded, two concentration inequalities are stated below as Lemmas A.1 and A.2
to facilitate the analysis. The proofs of these lemmas are deferred to Appendix C.

LEMMA A.1. Fixt > 0,0 € Zy. Let Z = {Zy,...,Z; ~ N(0,1,,)} be a collection of £ i.i.d. Gaussian vectors,
and fiz a k-sparse, real-valued unit vector, u € S""* NXY, and a coordinate subset, J" C [n], Define the random
variables

Xi £ <u7 Tsupp(u)UJ”(Zi Sign(<u7 Zz>))>a
for i € [f], and write their sum as
) ‘
X2 ZXl = <U, Z,Tsupp(u)UJ”(Zi Sign(<u7 Zl>))>
i=1 i=1

The concentration and mean of the random variable X are such that

(A.5) Pr <)_( > <\/§+ t) ﬁ) <3l

Additionally, for each i € [€], there is an equivalence: |X;| = X;.
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LEMMA A.2. Fixt > 0,0 €Zy. Let Z ={Z1,...,Z; ~ N(0,1,,)} be a collection of £ i.i.d. Gaussian vectors, and
fiz a k-sparse, real-valued unit vector, u € S"~1 N X1 and a coordinate subset, J" C [n]. Write k' £ |supp(u)UJ”|.
Define the random vector

4
Z( supp(u)uJ” Z Slgn(<u Z; >)) <u Tsupp(u)uJ”(Zi Sign(<u’ Z7>))>u)

The concentration and mean of the random variable representing its norm, | Y |2, are such that
- k' —1)¢
(A.6) Pr(HYuH2 > % +€t> < et

A.3 Bounding D/ (u,u) £ [(u,hysa.(u,u)) Having introduced the concentration inequalities in

Appendix A.2, we are ready to bound the random variables Df. ;, (u,u) £ [(u, hs;a,5(u,u))| and D}, (u,u) £
|hra(u,u) = (u,hpa(a,u))ulla. To start off, the random variable D}, ; (u,u) is bounded from above per
the following lemma.

LEMMA A.3. Let a,b > 0 be the universal constants specified in Equation (2.1), and fix p € (0,1]. Suppose

e o (2) () ()" (3)) o Go) - 30s(3),

Then, with probability at least 1 — &, uniformly for all J' C [n], |J'| < 2k, and u € Uy,

\/ 27mlt

(A7) Di.p(u,u) < E -
where
(A.8) ¢<T1m,

(A.9) t= \/ilog (2 L9 @) (;ﬂ) 37;”)

Proof. (Lemma A.3). First, expanding out and rewriting the expression for hs,a, ;- yields:

27 . .
TS i (A sign((u, A)) - I(f(w); # sign((u, A,))
i=1
» by Equation (3.9a) in Section 3.1

- _g > Toupp(uyus (Ai sign((u, As)))

i€l

hy.a;y(a,u)

» per the remark below

where T C [m] indexes the sign-mismatches:

I2{i€[m]: f(u); #sign((u, Aq))} = {i € [m] : I(f(u); # sign((u, A,))) # 0}.

Note that the assumption on f stated at the beginning of Appendix 5—that the number of corrupted responses
is bounded—ensures that |I| < 7m. Fix ¢ = |I| < 7m, and without loss of generality, assume I = [¢]. Under this
assumption, the above derivation implies:

V2T ¢ .
hf;A;J’ (u7 u) = _7 ZTsupp(u)UJ’ (AZ Slgn(<ua Al>))a

i=1
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or equivalently,

Vo ¢ .
W Z j—;upp(u)UJ’ (AZ Slgn(<u7 A’L>))

=1

—hygia(a,a) =

Now, define the random variables

X £ <u7Tsupp(u)UJ’(Ai Sign(<ua Az>))>a (&S [é],
and let X £ Zle X;. Note that by Lemma A.1, |X;| = X; for each i € [{], and thus, |X| = X, as shown in the
following brief derivation:

¢

> x

i=1

4
|X| =

| X
1

£ L
=YX =) X, =X,
i=1 i=1

Since |X| = X, any bound that holds for X must also hold for |X|. Hence, this proof will focus on upper
bounding the value taken by X, rather that directly characterizing |X|. Using the notation of these random
variables, observe:

=

7h AL T/ — -
(u, —hyga.(u,u)) u, —

4
< \/% Z Tsupp(u)UJ’ (Az Sigh((u, A7>))>

i=1

14
Z<ua ,Tsupp(u)UJ’ (Az 5ign(<u, A1>))>

Note that by the above observations,

<u7_hf§A;J’(u7 u)> = >0,

- |2
m

and therefore, |(u, —hf.a.; (u,u))| = (u, —hy.a.(u,u)). Due to Lemma A.1, the random variable X is bounded

from above by
_ _ 2 2
X <E[X]+1t < \/>€+€t: ([H)e
™ ™

with probability at least 1 — e~ 3" Take
2 m n\ 3tm
t=/-log(2-2¢ — .
\/f°g< (e)(%) ) )

[(w, hyas (0,w)] = [—(u, hpa,p (u,a))
= |(u, —hya.0(u,u))l
= (u, _hf;A;J’(ua u))

N
VT
m

Then, the desired bound follows:
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5(.0)

B 27€+ \2mlt
T m m

This inequality holds for any single choice of J' C [n], |J'| < 2k, and u € Uy with probability at least

1— e—§€t2 — 1 _ ﬁ ,
2-2¢(7) (i)

and by a union bound, the above inequality holds uniformly for every J' C [n], |J'| < 2k, u € Uy, and £ € [Tm]
with probability at least

B N N A Y P LAV AN S
=32 () () =22 () ) s

- 2k
T™m p
=1-N"_2
Z 3tm
=1
p
= 1 — _—
T 3 rm
=1-2
3
Thus, Lemma A.3 is proved. 0
A.4 Bounding Dj ; (u,u) 2 |hpa.(u,u)—(u, hya.(u,u))ul2 Next, the second random variable in the

orthogonal decomposition, Dy, ; (u,u) £ ||hs.a.0 (uyu) = (u, by, (u,u))uf2, is upper bounded in Lemma A .4,
laid out below.

LEMMA A.4. Fiz p € (0,1]. Suppose

= (1) () ()" (2)) =0 (o) b 1))

Then, with probability at least 1 — £, uniformly for all J' C [n], |J'| <2k, and u € Uy,

3
V2r(8k — 1)0  /2mlt

(AIO) Dl2;J’<u7u> < m + m

where

(A.11) < 1m,

(A.12) t = \/?log (2 L2 (?) (27;) 3;’”)

Proof. (Lemma A.4). Define the random variables X;, i € [¢], and X = Zle X; as in the proof of Lemma A.3.
As before, write I C [m], I £ {i € [m] : f(u); # sign((u, A;))}, and let £ £ |I|, where £ = |I| < 7m. Without loss
of generality, once again take I = [¢]. As in the proof of Lemma A.3, we have:

V2r

m

Z CZ—‘supp(u)uJ’ (AZ sign((u, Az>))
i€l

14
(A1 = S T (A sign((, A))

hf;A;J’(uau) = -
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where the second equality uses the assumption that I = [¢]. Recall that due to the linearity of inner products,

L
<ll, hf;A;J’ (ll, u)> = <u7 _g Z Tsupp(u)UJ/ (AZ sign((u, AZ>))>

=1
L
(A.14) _ rZ(u Tyt (A sign((u. A,)) ).

mo 2
Thus, the difference of Equations (A.13) and (A.14) is given by:

thJ’( u) — (u, hya,(u,u))u

ﬂ

¢ 1
= Z supp(u)UJ/ A Slgn(<u A; >)) + g Z<uv Tsupp(u)UJ/(Ai Sign(<ua A2>))>u

m
i i=1
» by expandmg the terms via Equations (A.13) and (A.14)

(A.15) _ Wy (

m Tsupp(u)UJ’(Ai Sign(<u’ At>)) - <u7 Tsupp(u)uJ’ (Al Sign(<u7 At>))>u)

i=1

term.

» by combining the summations and factoring out the %

Taking the norm of the above expression, Equation (A.15), yields the following:

[hg;a; (w,u) = (a, hpac g (u,w)ul,

Nors ¢
2

‘ m <Tsupp(u)UJ’ (Al Sign(<u’ Al>)) - <ll, Tsupp(u)UJ’ (Az Sign(<uv A1>))>u>

i=1
» by Equation (A.15)

ez

m

2

¢
Z (Tsupp(u)UJ’ (Az Sign(<u7 Az>)) - <11, Tsupp(u)uJ' (Az Sign(<u7 Az>))>u>

i=1

2
» due to the homogeneity of norms

- m( (3k;1)€+€t>

m

» by Lemma A.2, setting ¥’ = |supp(u) U J'| < 3k

w/ (3k —1)¢ \/ﬂét

> by dlstnbutmg the F term

where the second to last expression (the inequality) holds with probability at least 1 — e~ 30 >1- 3 ]

B Controlling D>y (u,u) = ||h.a.(u,u)]2

The analysis in Appendices A.3 and A.4 makes possible a straightforward derivation of the upper bound on

Dy.y(u,u) £ ||hs.a.(u,u)]|2 as stated in Lemma 5.2, which is proved next.

Proof. (Lemma 5.2). Due to Lemmas A.3 and A.4 and by a union bound over their results, the following
inequalities hold simultaneously for all J' C [n], |J/| < 2k, and u € U, with probability at least 1 — —” when

m > Yog () () () ()
/ \/ﬂét

g <—
L £ =4 2
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Varlt 73k — 1)¢

D'Q;J,(u, u) < — + p ,
where
{<71m,
2 m n\ 3rm
=, /-1 2.92¢ — .
oo (7) () 2)
Observe:

lt

i (1)) )
= on(2(7) () )
< ormon 22 (3)552)

>l <Tm

3rm
=/ 2rmlog| 27™ " + 27mlog " + 27mlog ™ + 27mlog(2)
™ 2k o
2e 3tm
< {/2(tm)2log| — | 4+ 27mlog + 27mlog + 27mlog(2)
T 2k p
yogrm( M <2m<em)m_2m(g)m_ 2e\™
’ ™) ~ T™m N T \T
2e n 3trm
< /2(tm)2log| — | + {/27mlog ok + 4/ 27mmlog — + v/27mlog(2)
T

» by the triangle inequality

2 27m2log (. 2rm2log (3T 2]oe(2
- 2(7—m)210g(e> +\/ T g(zk) n \/ ( - ) n Tm?2log
T m m m
» by multiplying each of the last three terms by \/Z

2 (2)
/ 2 271 27log(?T™) 27rlog (2
=Tm 21og —e + m\/ rlog(5;) + \/ 8l &()
T m m

/ 2 2571 267log( 3”” 285 10a(2
=Tm 21og c \/ T Og % —|—m\/ al +m 7575(7)5( )

» by multiplying each of the last three terms by \/;

2e 20T 20T 20T
< 7tmy/2og| — | + my/ — +my/ — +my/ —
T

b b b

> om > bmax{log <2k) log<3Tm>7log(2)}7
p

where b > 0 is a universal constant specified in Equation (2.1)
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Tm1/2log(2 >+3m 26T
—m(n/Qlog 26 +3\/25T>

Then, dividing the above expressions by m, it follows that

2 2
(B.16) E—t < T“Qlog<e) +3 —67.
m T b

Additionally, note that

14
(B.17) L< ™ _ -
m = m
(B.18) Vv (3k — 1)t < Vr(Bk —1)rm — \/W(?’k - < \/W(3k —1)6 3moT
m m m bk b
Combining the above results yields the following upper bound:
371'57'

m m m

2 2/2mlt 3k —1)0 2
2, 2t | Y ot oot 2log< >+2\/ 3\ 5 L

» due to Equations (B.16)-(B.18)

=27 +4m-T log< )+121/7T67+\f \/WST

— 44T T log( )+13\/”5T

<2T1llog +4ﬁ T“log 12+\[\/7T5T

> oT<T 1og( )fOI"TE(Ol]
T

= (2+4v7)T log<2f> (12+\[)\/W
(B.19) (12+f)\/> + (24 4vm)r 10g<2:>.

Therefore, by Claim A.1 and an earlier remark, with probability at least 1 — 22, uniformly for all J' C [n], |J'| < k,

and u € Uy, Do y(u,u) is bounded from above as follows:

DQ;J( (u7 u) S Dll;J/ (u, u) + Dé;(]/ (u, u)
» by Claim A.1

m
» by Lemmas A.3 and A.4

20 2+/27lt 3k —1)¢

26, 2vantt | v )

m m m
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IN

(12+f)\/7 + (24 4v7)T log<26)

» by Equation (B.19)

/ 2
C3\/§ + ey log<:>

» due to an appropriate choice of the universal constants,

c3,cq4 > 0, as defined in Equation (2.1)

which completes the proof. 0

C Proofs of the Concentration Inequalities — Lemmas A.1 and A.2

Before tackling Lemmas A.1 and A.2, the following four intermediate results—Lemmas C.1-C.4—are stated and
derived to facilitate their proofs.

LEMMA C.1. Fiz a k-sparse, real-valued unit vector, u € S*"' N2, and let J” C [n]. Let Z ~ N(0,1,) be a
Gaussian vector with i.i.d. entries. Define the random variable Xy by

Xu = (0, Toupp(uyusr (Z sign({u, Z)))).
Then, Xu = |(u,Z)| = | Xu|, and E[Xu] = /2.
LEMMA C.2. Fizu,v € S""'NXP and J” C [n], where supp(v) C supp(u) U J". Let
Yav = (V, Toupp(wyus (Z sign((u, Z))) — (u, Tyypp(uyus (Z sign((u, Z))))u).
Then, Yuv ~ N(0,1).
LEMMA C.3. Fizl € Z,, u e S""1NXL, and J" C [n], and write k' = |supp(u) U J”|. Let

L
Z ( supp(u)UJ” Z S'gn(<u Z>)) - <uaTsupp(u)uJ”(Z Sign(<ua Z>))>u)
i=1

and let W ~ N (0,01 _1). Then, |[Yull2 ~ [|[W]2.

LEMMA C.4. Fiz d € Zy, and let W ~ N(0,0%1,) be a Gaussian random vector with i.i.d. entries. Then,

(CQO) PI‘(”WQ > J\/§+02t> <e —30 t2

Proof. (Lemma C.1). Fix { € Zy, u € S"'N¥7, and J” C [n] arbitrarily, and taking Z ~ N(0,L,), let
Xu = (0, Tyypp(uyusr (Z sign((u, Z)))). To start off, the relation, supp(u) C supp(u) U J”, motivates the following
claim.

Cram C.1. Let u,v € S""'NX} (not necessarily distinct) and J" C [n], such that supp(v) C supp(u) U J".
Then, for any z € R™ and J"” C [n], there is an equality:

<V7 Z> = <V7 Tsupp(u)u.]”(z» = <,Tsupp(u)UJ” (V), ,Tsupp(u)UJ” (Z)>
Proof. (Claim C.1). The first equality in this claim is simple to verify:

<Va T1supp(u)UJ” (Z>>

= Z 0 Tsupp(uyus (2),
j=1
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- Z Vi Taupp (a7 (2); + Z 0 Taupp(uyu ()

j€supp(v)ﬁsupp(Tsupp(u)UJ// (z)) je[n]\(SUPP(V)mSUPP(Tsupp(u)uJ” (2)))
= > 03 Taupp(uyu (%), + > 0 Taupp(uyus (2)
J€supp(v)N(supp(u)uJ’’) J€n]\(supp(v)N(supp(u)UJ""))
= Z ’UjTéupp(u)uJ” (Z)j + Z vasupp(u)UJ” (Z)j
j€Esupp(v) J€[n]\supp(v)
= Z Ujj-;upp(u)u.f” (Z)j + Z 0- Tsupp(u)UJ” (Z)j
jesupp(v) jeln]\supp(v)
= Z U]Z] + Z 0 . CZ—‘SUPP(U)UJ” (Z)‘7
jesupp(v) jelnl\supp(v)
= D wHt D>, 0y
jEsupp(v) j€[n]\supp(v)
= D wnt Y. vy
J€Esupp(v) J€[n]\supp(v)

n
= vz
j=1

= (v,z).

Thus, the claim’s first equality holds: (v,z) = (v,Tqppus(2)). For the second equality of the claim,
note that supp(v) C supp(u) U J” implies that Typpmyuse(v) = v, and therefore, (v,Typpwyvs~(2z)) =
<Tsupp(u)UJ” (V)7 Tsupp(u)uJ”(Z»a O

Thus, the random variable Xy, is equivalently given by

Xu = <u7 j-;upp(u)UJ”(Z Sign(<u’ Z>))>
= (u, Z sign({u, Z)))
= (u,Z) sign((u, Z))

Note that for any a € R,
a sign(a) = |al.

Therefore, X,, = (u,Z) sign({(u,Z)) = |(u,Z)| = |Xyl|, as claimed. By a well-known property of Gaussians,
(u,Z) ~ N(0,1), and hence, X, = [{u,Z)| ~ |U|, where U ~ N(0,1) is a half-normal random variable. Since

Xy ~ |U], these two random variables are equal in expectation: E[X,] =E[|U|] = \/g 0
Proof. (Lemma C.2). Fix a pair of orthonormal vectors, u,v € S"~! N X7, arbitrarily, and let

Yu,v = <V7 T’supp(u)uJ”(Z Sign(<u’ Z>)) - <u’ T;'-'PP(U)UJ”(Z Sign(<u7 Z>))>u>
Observe:
Yu,v = <V7 Tsupp(u)uJ”(Z Sign(<ua Z>)) - <u7 Tsupp(u)uJ” (Z Sign(<u7 Z>))>u>

(¥, Taupp(wg (Z sign((u, Z))) ) = (v, (W, Tauppuyo (Z sign((u, Z))))u)

» by the linearity of inner products

= <V7 Tsupp(u)uJ”(Z Sign«ua Z>))> - <11, rfsupp(u)UJ“ (Z Sign(<u7 Z>))><V7 u>

» by the linearity of inner products
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supp u)uJ’/ Z Slgn(<u Z>))> -0

» due to the orthogonality of u and v

= (v
(v Tuppor (2 sign((u, 2)))
=

v, Z sign({ >)>

» due to Claim C.1, wherein z = Z sign((u, Z)), and since supp(v) C supp(u) U J”
= (v,Z) sign((u, Z))

» by the linearity of inner products

The remaining step is to show that (v, Z) sign((u, Z)) ~ N(0, 1). This can be achieved by a two-step argument:
(a) First, we will argue that (v, Z) and sign((u, Z)) are independent. (b) Then, by standard facts about Gaussians
and due to the independence shown in Step (a)7 the claim will follow. Starting with Step (a), note that if (u, Z)
and (v, Z) are independent, so are sign({u, Z)) and (v, Z). Therefore, it suffices to establish the independence of
(u,Z) and (v,Z). Write U; = (u,Z) and Uy = (v,Z). By a well-known fact about Gaussians, Uy, Uz ~ N(0,1).

Now, consider the joint distribution of
Uy 0
(i )=((5)=)

which is a 0-mean bivariate Gaussian with covariance matrix ¥ € R2%2. The goal is to show that ¥ = I,. Each
ith diagonal entry, i € {1,2}, is given by:

Ei,i = COV(Uvi7 Uz)
= Var(Ul)
=1

where the last line follows from the earlier observation that Uy, Uy ~ N(0,1). On the other hand, each off-diagonal
(i,4)-entry, i,j € {1,2}, i # j, is obtained as follows. Assuming without loss of generality that i = 1 and j = 2,
the corresponding covariance is 0-valued due to the next derivation:

¥ji = Xi; = Cov(Us, Uj)
= E[U;U;] — E[U;] E[U}]
=E[U;U;]
= E[U,U]
=E[u'ZZ"v]
=u'E[ZZ"|v
=u' Cov(Z,Z)v

=u'LLbv=u'v= cos(buv) = cos(%) =0

as said. From the above work, it follows that ¥ = I and (Uy,Us) ~ N(0,I3). This therefore establishes the
desired independence of U; = (u,Z) and Uy = (v,Z). The independence of (v,Z) and sign({u,Z)) follows,
completing Step (a).

Proceeding to Step (b), recall that the goal of this step is to show that (v,Z) sign((u,Z)) ~ N(0,1).
Note that because (u,Z) ~ N(0, 1) the symmetry of the distribution AN(0,1) around its mean (0) leads to
Pr((u,Z) < 0) = Pr({(u,Z) > 0) = %, and hence Pr(sign((u,Z)) = —1) = Pr(sign((u,Z)) = 1) = 3. This in
turn implies that (v, Z) sign({u,Z)) ~ WS, where W ~ N(0,1) and S ~ {—1,1} are independent. The density

U72 . .
function of W (a univariate Gaussian) is given at w € R by fiw(w) = \/%6_7, while the mass function of S

—w)?
is given at s € {—1,1} by fs(s) = 1 and is otherwise O-valued. Additionally, f_w(w) = \/%e*( . Due to
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the independence of W and S, their joint density function is simply the product of their individual densities:
fw.s(w,s) = fw(w)fs(s). Notice that

(WS|S=s5)=(sW|S=s)=sW
where the last equality uses the independence discussed above. The density of WS is then given at z € R by:

fws(2) = fwsis=—1(z| = 1) fs(=1) + fws)s=1(2[1) fs(1)
» by the law of total probability

1 1
= §fWS|s=—1(Z| -1)+ 5fWS|S=1<Z|1)
» by the definition of fg

= SF (o) + phw2)
» by an earlier remark
1 1 _==»2 1 1 _:2
» by the definitions of f_w, fw
11 2 1 1 _z:2
5 : Ee 2 + 5 . Ee 2
» by squaring the negative term in the first exponent
1 22
-5

e
V2T

» by simplification

In short, firs(z) = ﬁe‘é, which is precisely the density function of a standard normal random variable,
N(0,1). Therefore, (v,Z) sign({u,Z)) ~ WS ~ N(0,1). This completes Step (b). Moreover, combined with an
earlier argument, it follows that Y, v = (v, Z) sign((u, Z)) ~ N (0, 1), as the lemma claimed. O

Proof. (Lemma C.3). Fix u € S"'NX} and J” C [n] arbitrarily, where k¥’ = |supp(u) U J”|, and let
W NN(O,glkl_l). Define

Y, =

M~

(Tsupp(u)uJ” (Zl Sign(<u, Zl>)) - <u> Tsupp(u)uJ”(Zi Sign(<uv ZZ>))>u)

<.
Il

and note that since sign((u, Z;)) € {—1,1} is a scalar,

(Tsupp(u)uJ“ (Zz sign((u, Zl>)) - <u7 Tsupp(u)uJ”(Zi Sign(<ua ZZ>))>U)

=

=}

Il
'M*‘

@
Il
—

Il
.MN

@
Il
—

(Tsupp(u)uJ” (Zz) Sign(<u’ Zz>) - <u7 Tsupp(u)uJ”(Zi) Sign(<ua Z1>)>u)

|
.MN

@
I
—

(T‘supp(u)UJ” (Zz) Sign(<uv Zz>) - <Ll7 Tsupp(u)uJ”(Zi» Sign(<u7 Zl>)u)

Notice that Tgpp(u)u.s~ (1) = u since supp(u) C supp(u) U J”. Additionally, taking v = u = Typpuyus (1) and

z = Z; in Claim C.1 (see, the proof of Lemma C.1), it follows that

<u7 Z2> = <1—;upp(u)uJ’/(u)7 T‘supp(u)u,]” (Zz Sign(<u7 ZZ>))>7
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and thus,

Sign(<u7 Z1>) = Sign((ﬂupp(u)uJ” (u)7 CZ—‘supp(u)uJ”(Zi)>) .

Combining the above arguments now yields:

=

=1

Il
-M“

@
Il
-

(z;upp(u)UJ” (Zz) Sign(<u7 Zz>) - <ll, T‘supp(u)UJ” (Zz)> Sign(<u7 Zl>)u)

|
-M“

@
Il
-

(T’supp(u)UJ” (ZZ) Sign ((Cz—‘supp(u)u‘]” (U.)7 CZ-‘supp(u)uJ”(Zi)>)

- <Tsupp(u)UJ” (11), ,Tsupp(u)UJ” (ZZ>> Sign(<Tsupp(u)UJ” (u)7 Tsupp(u)uJ”(Zi») Tsupp(u)uJ”(u))

Il
.MN

s
I
-

(l-rsupp(u)UJ” (Zl) Sign (<u|supp(u)UJ”7 Zi'gupp(u)uj”>>
- <u|supp(u)uJ”7 Zi'supp(u)uJ”> Sign(<u|supp(u)uJ”7 Zilsupp(u)uJ”>) TSUPP(U)UJ”(U))

14
= Zﬂupp(u)u]” (ZZ SIgn<<u|supp(u)U,]”a Zi|supp(u)uJ”>)
=1
- <u|5upp(u)UJ”7 Zi'supp(u)uJ”> Sign (<u|supp(u)u.]”7 Zi|supp(u)UJ”>) u)

14
= ﬂupp(u)UJ” (Z Zi Sign (<u|supp(u)UJ”’ Zi|supp(u)UJ”>)

i=1
- <u|supp(u)uJ”7 Zi‘supp(u)UJ”> Sign (<u|supp(u)UJ”’ Zi|supp(u)UJ”>) u)

The random variable of interest is || Yy||2, where, as can be seen from the last expression above,

¥ ull,

u;j
j€E€supp(u)UJ’’

ik
L
Z Zi'supp(u)uJ” Sign (< u|supp(u)uJ”7 Z; |supp(u)UJ”>)

=1

u
|supp(u)UJ” 2

- <u|supp(u)uJ”7 Zi|supp(u)uJ”> Sign(<u|supp(u)UJ”7 Zi‘supp(u)uJ”>> u|supp(u)uJ”

2

Writing &’ £ |supp(u)U.J”|, note that Usupp(u)u” s Zi|supp(uyug € R*" are the restriction of the vectors u, Z; € R",
respectively, onto the coordinates indexed by supp(u) U J”. As a result, the last line above does not depend on
the choice of n, subject to n > k’. Hence, in order to simplify notations in this proof, assume without loss of
generality that n = k' = |supp(u) U J”|. Then, u, Z;, i € [¢], and Y are all k’-dimensional, and the definition of
Y, can be written as

¢

Vu= " (2 sign((w, 2:)) - (u,2,) sign((u, Z))u).

i=1
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Let V={vy,...,vi} C R* be an orthonormal basis for R*', where v = u. Then,

Yu=

'Mf\

©
Il
-

(Z sign((u, Z;)) — (u, Z;) sign((u,Zl))u)

I
'M“

©
Il
-

(Zi — (u, Zi>u) sign((u, Z;))

» by distributivity
k:l

= zé: Z<Vj, (Zi — (u, Zi>11) sign((u, Zi>)>VJ

i=1 j=1
» orthogonal decomposition via the basis V
‘K

=303 (vii i~ (w Zou)v, sign((u. Z))

i=1 j=1
» by the linearity of inner products

K
— Z Z(<Vj7 Zz> - <Vj, <u, Zi>u>)Vj Sign(<u, Z7>)

» by the linearity of inner products

=303 (v ) = (v (. Zow) vy sign((u, Z) + ((u,Z0) — (u,u) (w, Z) ) v, sign((u, Z:))

i=1 j=1
» by the linearity of inner products

{ k-1
- (<vj,zi> — (v}, <u,Zi>u>)Vj sign({(u, Z;)) + (<u, aZ:) — (u, zi>)vj sign((u, Z;))
i=1 j=1
> (u,u) = [luff =1
¢ k-1
= Z ((vj7 Z;) — (vj, (u, Z¢>u>)vj sign((u, Z;)) + 0 - v, sign((u, Z;))

> (u,Zi) —(u,Z;) =0

¢
=3 3 (v Z) = (v, (0 Zopw) ) v, sign((u, Z))
=1 j=1
» via simplification

5

i=1

k-1
S (5. 2) — (v u) (0, Z:) ) v, sign((u, Z:))
j=

» by the linearity of inner products
¢ k-1

= Z Z VJ, V_] slgn(<u, Zl>)

i=1 j=1
» v Lvy =uwhenj#Kk
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=
[
AR

¢
(vj; Zi)v; sign((u, Z;))
=1

=1

<
Il
-

» the summations can be reordered since they do not have dependencies
K'—1 ¢

=3 (v, Zi sign((u,Z;)))v;

j=1 i=1
» by the linearity of inner products

K -1 ¢
= Z vj<vj, Z Z; sign((u, Z1>)>
j=1 i=1

» by the linearity of inner products

Let S1,...,S¢ ~ {—1,1} be i.i.d. Rademacher random variables which are also independent of Z, ..., Z,. Due to
an argument in the proof of Lemma C.2, Z; sign((u, Z;)) ~ Z;S; ~ Z; ~ N(0,I;/), and additionally, the random
vectors, {Z; sign((u, Z;))}ic[q, are mutually independent. Hence,

4
> Z;sign((u, Z;)) ~ N(0, Ly _1).
i=1

By an argument analogous to that which appeared in the proof of Lemma C.2, the random variables,
{(v;, Zle Z; sign((u,Z;))) } jer—1), are mutually independent, and therefore,

14
<Vjvz Z; sign(<u,Zi>)> ~ W~ N(0,0% = 0),

where the random variables, {W;} je[k'—1], are likewise mutually independent. Using these random variables, the
lemma’s result is obtained as follows:

k-1 ¢
[Yall,={|> vj<vj,Zzl- sign(<u,zi>)>
j=1 i=1

2

k-1 4 ’
- Z <vj, Z Z; sign((u, Zl>)>

j=1 i=1
k-1

~ wW?2
V="

= [IWIl;

To summarize, we have now shown that ||[Yy||2 ~ |[W]|2, where W ~ N(0, I/ _1), thus completing the proof of
Lemma C.3. O

Proof. (Lemma C.4). Let U ~ N(0,1;) and W ~ N(0,0%I;). Note that W ~ oU and W]z ~ o|U]|2, and
hence,

E[|Wl2] =E[[loU|2] = E[0[|U]2] = s E[|[U]|2].

It is well-known that ||U||2 ~ x4, and therefore,

eiui) - L) <

2

VS
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where the inequality on the right-hand-side can be derived from the Legendre duplication formula and Stirling’s
approximation. Plugging this into the expression for the expectation of |W |5 yields

BIWl.] = o E[JUl] <oy /2 = /22

By a standard concentration inequality for L-Lipschitz functions on Gaussian vectors, where here, ||-||2 is (L = 1)-
Lipschitz (see, e.g., [35]),

2 +/2

d . :
Pr<U||2 > \/g—kt’) <Pr([Ullzs > E[|U]2] +t) <e7222 =e™ 7.

d o242
Pr( ||U2 > 5—&—01& <e Tz

Finally, by the earlier observation thatW ~ ¢U and ||[W||2 ~ o||U||5 the lemma’s concentration inequality follows:

d d d 022
Pr(IIWIIQ > U\EJF 02t> =Pr <a|U||2 > a\/gqt 02t> = Pr<||U2 > \[2+ at) <e T,

Having proved Lemmas C.1-C.4, we are ready to apply their concentration inequalities in order to establish
Lemmas A.1 and A.2. Let us begin with the former, Lemma A.1.

Setting ¢ = ot,

d

Proof. (Lemma A.1). Fix u € S""'NX} and J' C [n], |J/| < 2k, arbitrarily. Taking Z,...,Z, ~ N(0,L,), let
Xui = (W, Toupp(uyus (Zi)) sign((W, Tepp(uyu (Zi))), i € [€], and write Xy = S2¢_, Xy Let Uy, ..., Uy ~ N(0,1)
be independent standard normal random variables, and let U= Zle |U;]. By Lemma C.1, Xy,; ~ |U;| for each
i € [¢], and therefore, X,, ~ U. Hence, since X, and U follow the same distribution, it suffices to bound the
concentration the random variable U. Define the random vector, U = (Uy,. .., Up), and note that

¢
U=> |Ui| =0
i=1
Recall that for any w € RY, |w||; < V/||w||2 since

¢
lwlle = il
i=1

- <1a (|'LU1|, ceey |w2|)>
< (L2l Clwls - - - Jwel)l2
» by the Cauchy-Schwarz inequality

¢
= [1Lll2y| D luwyl?
j=1

— 2
= 11l|2y| D ]

= [[1l2[ (w1, -, we)ll2
= [[Lfl2]wll2
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= V||l
Additionally, observe:

[vlly = [I(v = w) +wl
< v =wll + [wll

» by the triangle inequality

— vl < v =wi + lIwlly

— Vil = [[wlly < lv —wlly

» rearrangement of terms

— vl = Wl < Vellv — wll2

» as argued earlier

and thus, || - ||; is L-Lipschitz, where L = v/¢. By a standard concentration for Gaussian random vectors under

L-Lipschitz functions (see, e.g., [35]),

02
Pr([ UL > E[JUJL] +4) < e~ 57 =

where

E[IU],]

Z\UI
Zj: [|T:]]

» by the linearity of expectation

1p42
20 — e_EZt

9

» the mean of a half-normal random variable (well-known)

Combining the last two derivations yields:

Pr<||U|1 > <\/§+t> €> <e”

1942
s

From this and the earlier discussion, since X, ~ U = ||U]|1, it follows that

()

as desired. This completes the proof of Lemma A.1. a

Next, we will proceed to the proof of Lemma A.2.

1p42
Lot

Proof. (Lemma A.2). Let u € S"'N¥P and J' C [n], |J/| < 2k, and let Zi,...,Z; ~ N(0,I,) and

W ~ N(0, Is;_1) be independent Gaussian vectors, each with i.i.d.

entries. Define the random variable

¢
Z ( supp(u) UJ’ Z ) - <u7Tsupp(u)UJ’(Zi)> Sign(<u7 Tsupp(u)uJ’(Zi»)u)

=1

2970
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where the random variable of interest is Hﬁ_f_qu The majority of the necessary work has already been achieved
in Lemmas C.2 and C.4. By Lemma C.2, ||[Yyul|2 ~ ||[W||2, and thus, by Lemma C.4,

Pr(H\?uHQ > /(2k = 1)e+zt) < o3t
as claimed. |

D Proof of the Deterministic Results, Lemmas 4.1 and 4.2
D.1 Proof of Lemma 4.1

Proof. (Lemma 4.1). The proof will focus on verifying a slight generalization of Lemma 4.1, which is formally
stated as the following claim.

CrAamM D.1. Letu,v,z € S"" ' NX}, and w € R", where

Tp (v +w)
D.21 u= —EVTW
021 Ttv+wll
and where ||v+ wllo > k. Then,
(D.22) [z —ul, < 4H(z -v)— TSUPP(Z)USUPP(U)USUPP(V)(W)H2'

Note that &Yy < 2k, by design, and since the random vector hf;A;supp(i(t,))(X,)A((t_l)) follows a
continuous distribution, ||hf;A;supp(5~((t))(X,)A((t_l))”o = n. Moreover, due to the condition that n > 2k,
17 + hpacppeo) (X )lo > n— k > 2k — k = k. Hence, by taking z = x, u = ), v = 2071,
and W = hyp o0z (X, £ where ||v 4+ wl|jo > k due to the above discussion, Claim D.1 bounds the

approximation error, dgn-1(X, )“c(t)), as follows:
dgn1(x,%1) =[x = %Oy < 4)/(x = V) = hp g uppion (XD 2.
Hence, the proof of Lemma 4.1 amounts to verifying Claim D.1, as accomplished next.

Proof. (Claim D.1). The following work is nearly identical to the arguments in [28, proof of Lemma 4.1]. First,
note that

T, (V + W) ,Tsupp(Tk(v—&-w))(V + W) o Tsupp(u) (V + W)

TG Wl I Tt vV W)ll2 [ Taupp(y (V4 W)z

This will be useful later on. Next, observe:

zZ—1Uu
B Tsupp(u)(V + W)
| Tsupp(u) (v + W) |l2

Tsupp(u) (V + W) >

= (2 — Taupp(z)usupp(w) (V + W) + (Taupp(z)Usupp(n) (V + W) = Tapp(u) (V + W) + <Tsupp(u> (v+w)— Topt (v + )1
supp(u

Then,
1z —ull,

Téupp(u) (V + W) )
[ Tsupp(u) (v +W)[2

(2 = Taupp(a)supp(w) (V + W) + (Teupp(a)usupp(u) (V + W) = Taupp(u) (V + W) + <Tsupp(u) (V+w)—
2

(D.23)
ﬂupp(u) (V + W)
1 T5upp(u) (V + W2

Tsupp(u) (V + W) -

< ||Z - Tsupp(z)Usupp(u) (V + W)||2 + HTsupp(z)Usupp(u) (V + W) - Tsupp(u)(v + W)H2 + ‘
2
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where the last inequality applies the triangle inequality. For clarity, denote the three terms in the last line by
ay, g, a3 > 0, where

a1 = HZ - TSUPP(Z)Usupp(u) (V + W)’ o
a2 2 || Toupp(zyusupp(u) (V + W) — Taypp(u) (Vv + W) ||2,
T‘Supp(u) (V + W)

HTsupp(u) (V +VV)”Q

as = Tsupp(u) (V + W) -

2
The remainder of the proof is carried out in the following three steps. (a) First, (D.23) will be upper bounded
by

Tsupp(u) (V + W)
||Tsupp(u)(v + W)HQ

Hz — Tsupp(z)Usupp(u) (V + W) ||2 + HTSUPp(Z)Usupp(u) (Vv 4+ W) = Toupp(u) (v + W) ||2 + || Zsupp(u) (Vv + W) —

2
<207 + 2.

(b) Then, simple arguments yield upper bounds on «; and as. (¢) Lastly, combining the preceding work will
provide the desired upper bound on ||z — u|2.
Step (a). First, the following derivation establishes the bound: ag < ay + as.

T;u (u) (V + W)
a3 = T’su u(V+W)— £P
‘ pp(u) [ Tewpp(u) (V + W) l2 ],
» by the definition of aj
Tsupp(u) (V + W)

\Mmmmw+wmm

||Tsupp(u) (V + W) ||2 2
» by distributivity
Tsupp(w) (V + W)

nupp(u) (V + W) ”2

ZW%mmW+Wh—UM
2

» by an axiom for metrics
= ‘”Tsupp(u) (V =+ W)”Q - 1’
CZ—‘supp(u) (V + W)

=1
”Tsupp(u) (V + W) HQ

2

.|

= ‘HTsupp(u)(V + W)Hg - ||z||2|
>zl =1

< HTsupp(u)(V + W) - Z||2
» by the (reverse) triangle inequality (see, Remark D.1, below)

= [|(Tauppa) (V + W) = Taupp(zyusupp(u) (V + W) + (Teupp(a)usupp(u) (V + W) — 2) ||,
» the inserted +£T5upp(z)Usupp(u) (V + W) terms cancel out each other

< HTsupp(u) (V + W) - Tsupp(z)Usupp(u) (V + W) HQ + HTsupp(z)Usupp(u) (V + W) - ZH2
» by the triangle inequality

= HZ - 7—1supp(z)LJsupp(u) (V + W) HQ + Hnupp(z)Usupp(u) (V + W) - 7—1supp(u) (V + W) H2
» by rearrangement

=01+ a2

» by the definitions of ag, as
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REMARK D.1. The reverse triangle inequality applied in the above derivation can be established from the triangle
inequality. To formalize this, fiz a,b € R™ arbitrarily. The reverse triangle inequality claims that |||all2 — [|b]|2| <
la —bll2. To verify this, note that the triangle inequality implies that ||a||> = ||(a —b) + bl|2 < |]a — b||2 + ||b]|2-
Thus, by rearrangement, ||alla — ||bll2 < |la — b|la. Likewise, by swapping the roles of a and b in the above
arguments, it follows that ||blla — ||all2 < ||la — b|l2. Combining the two bounds then yields the reverse triangle
incquality: ||all2 — [Iblla] < [}a— bl

Now, we have that
lz—ull, <o +ar+az <ap+az+ o + oz =201 + 200

which completes Step (a).
Step (b). Write

0/1 2 Hz - ﬂupp(Z)Usupp(u)Usupp(V)(V +w) ||2’
a2 || Taupp(u)\supp(z) (V + W) |-

The goal in this step will be to show that as < a; < o). To bound as, observe:

Q2 = HTsupp(z)Usupp(u) (V + W) - Tsupp(u) (V + W) H2
= Z(Tsupp(z)Usupp(u) (V + W))? - Z(Tsupp(u)(V + W))?
Jj=1 J=1

» by expanding out the definition of the ¢5-norm

= Z (v+w)?f Z (v+w)?

J€Esupp(z)Usupp(u) jEsupp(u)

» due to the definition of the thresholding operation, T’

Y v ¥ vewie Y vewy

Jj€supp(z)\supp(u) Jj€supp(u) Jj€supp(u)

» . (supp(z) \ supp(u)) U supp(u) = supp(z) Usupp(u) is a disjoint partition

-y v

J€supp(z)\supp(u)

» the leftmost pair of summations in the preceding line cancel out each other

2
= | D Toupp(a)\supp(w) (V + W)’

Jj=1

» due to the definition of the thresholding operation, T’
= || Teupp(a)\supp(e) (V + W),

» by condensing notation via the definition of the ¢5-norm
< || Toupptansupp(a) (V + W)

» see, Remark D.2 below
= al2

» by the definition of o

REMARK D.2. The above derivation uses, where noted, the inequality:

| Teupp(a)\supp(u) (V + W), < (| Teupp(u)\supp(a) (V + W) |-
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This inequality is verified as follows. Recall that

T (V + W) _ Tsupp(Tk(v+w)) (V + W)
||Tk(V+W)H2 ||Tsupp(Tk(v+w))(V+W)||27

u=

and hence, supp(u) = supp(Ti(v+w)). For any j ¢ supp(u), the definition of the top-k hard thresholding
operation, Ty, enforces: |v; + w;| < minjcqupp) vy + wyr|.  Additionally, |[ullo = k since [|[v + wlo > k
ensures the top-k entries in v + w are all nonzero. On the other hand, recall that ||z]lo < k. As a
result |supp(z) \ supp(u)| < [supp(u) \ supp(z)|, and at the same time, for any j € supp(z) \ supp(u) and
§' € supp(u) \ supp(z), |v; +w;| < |vjr +wj|. Write £ £ |supp(z) \ supp(u)| and ¢’ £ |supp(u) \ supp(z)|, and let
{j1,--.,je} = supp(z) \ supp(u) and {j1,...,j, } = supp(u) \ supp(z). Note that by the above discussion, { < {',
and |vj, +wj, | < vy +wj | for each s € [¢]. Taken together, the desired inequality follows:

2
||TSUPP(Z)\5UPP(U) (V + W) ||2 = Z nupp(z)\supp(u) (V + W)j
j=1
» by expanding out the definition of the {o-norm

= Z (Uj +UJJ)2

Jj€supp(z)\supp(u)
» due to the definition of the hard thresholding operation, T

¢
E (), +w;,)”
s=1

» by reindexing with {j1,...,7¢} = supp(z) \ supp(u)

L
<D (v +wy)
s=1

» by the earlier observation that |v;, + w;, | < |vj + wj |

<3 )
» since all summands are nonnegative, and £ < ¢’
= > ()’
J€supp(u)\supp(z)
» by reindexing with {j7,...,j,} = supp(u) \ supp(z)

n

Z supp(u)\supp(z) (V + W)?

» due to the definition of the hard thresholding operation, T
= [ Taupp(usupp(z) (v + W)

» by condensing notation via the definition of the {o-norm
Thus, the desired inequality, ||Tsupp(z)\supp(u)(V + W)ll2 < [|Teupp(u)\supp(z) (V + W) |2, has been verified.
The above work has shown that sy < of. Next, to bound o}, observe:

O‘% = ||Z - Tsupp(z)Usupp(u)(v + W)H;

» by the definition of ay

- i( — Taupp(z)Usupp(u) (V + W)j)2
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» by expanding out the definition of the ¢>-norm

= > (7 —vj —w;)’

J€supp(z)Usupp(u)

» since SUpp(Z - Tsupp(z)Usupp(u) (V + W)) - supp(Z) U supp(u)

= > (z—vy—w)’+ D (7 —v; —w;)?

Jj€supp(u)\supp(z) j€Esupp(z)

» - (supp(u) \ supp(z)) U supp(z) = supp(z) Usupp(u) is a disjoint partition

= > (—oj—w)+ Y (z vy —wy)?

Jj€supp(u)\supp(z) J€Esupp(z)
» . z; =0 for any j € [n] \ supp(z)

2 2
= > (05 +w)* + Y (25— v —wy)
Jj€supp(u)\supp(2) Jj€supp(z)
» by squaring the —1 factor

2 2
= Z Tsupp(u)\supp(z) (V + W)j + Z Tsupp(z) (Z - (V + W))J
j=1 j=1

» due to the definition of the hard thresholding operation, T
2 2
= || Tauppasupp(a) (V + W) + [ Touppa (2 — (v + W) ||

» by condensing notation via the definition of the £s-norm

In short,

03 = ||z — Taupp(mysupp() (V + W)l = | Toupp(unsupp() (v + )3 + | Toupp(a) (2 — (v + W) 5.

Rearranging the terms obtains:

||Tsupp(u)\5upp(z)(v + W)H; = ||Z — Taupp(z)usupp(u) (V + W)Hz o HTSUPP(Z)(Z - W))Hz
2
< HZ - Tsupp(Z)USUPP(U)(V + W)HQ'

Hence, after taking a square root:

) = || Taupp(unsupp(z) (V + W[, < [|2 = Taupp(ayusupp(u) (V + W[, = an

The final task for Step (b) is bounding a;. For this purpose, observe the following. (Note that the comments
throughout the derivation below take J C [n], a,b € R™.)

||Z — Tsupp(z)Usupp(u)Usupp(v) (V + W) H;

2
= ||Tsupp(z)Usupp(u)Usupp(v) (Z) - Tsupp(z)Usupp(u)Usupp(v) (V + W) ||2
> T;(a) =aif J D supp(a)
2
= || Tsupp(z)usupp(u)usupp(v) (2 = v = W)
» TJ(a) + TJ(b) = TJ(a + b)
2
= HT%LIPP(Z)USUPP(U) (2 = v = W) + Toupp(v)\ (supp(z) Usupp(u)) (Z — V — W) H2
» (supp(z) Usupp(u)) L (supp(v) \ (supp(z) U supp(u))) = supp(z) U supp(u) U supp(v)
is a (disjoint) partition
2 2
= |‘ﬂupp(Z)Usupp(u) (z—v-— W)H2 + ||TSUPP(V)\(SUPP(Z)USUPP(U))(Z —-v—w) Hg

» by the Pythagorean theorem
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> note that Tyupp(a)usupp(u) (2 = V = W) and Toupp(v)\ (supp(z) Usupp(u)) (2 = V = W)

are orthogonal since their support sets are disjoint

2
> ||Tsupp(Z)Usupp(u) (z—v-— W)Hz
» since both terms in the preceding line are nonnegative,

deleting one cannot increase the value of the expression

2
= || Taupp(a) Usupp(w) (2) — Teupp(zyusupp(u) (V + W)
» TJ(a) + Tj(b) = TJ(a + b)

2
= ||z — Taupp(zyusupp(w) (V + W) |5

> TJ(a) =aifJD Supp(a)
_ 2

» by the definition of oy
Thus,
a1 = HZ — Tsupp(z)Usupp(u) (V + w)Hz < HZ — Tsupp(z) Usupp(u)Usupp(v) (V + W)Hz =0
as claimed. To summarize, this step has shown:
ay <oy <o <o,
Step (c¢). By combining the arguments of Steps (a) and (b), Equation (D.22) follows:

||Z - 11||2 < 201 + 20 < 4oy < 40/1 < 4HZ - Tsupp(z)Usupp(u)Usupp(v) (V + W)H2

= 4H(Z - V) - ,Tsupp(z)Usupp(u)Usupp(v)(W)HQ'

This completes the proof of Claim D.1. ]
By the discussion at the beginning of this proof, due to the proof of Claim D.1, Lemma 4.1 also holds. ]
D.2 Proof of Lemma 4.2 Before the proof of Lemma 4.2 is laid out, the following fact is stated to

facilitate this. The proof of this fact can be found in [28].

Fact D.1. ([28, FAct 4.1]) Let u,v,w,wo € Ry, where u = 1(1 + I+ 4w) and u € [17\/%]. Let f1, f2 :
Z>o — R be the functions given by

(D-24a) f1(0) =2,
(D.24b) @) =vw+ofri(t—1), t€Zy,
(D.25) fot) =22 (W0)2", t € Zsy.

The functions, f1 and fo, are strictly decreasing and satisfy

(D.26) f1(t) < fo(t), V€ Zxo,
(D.27) tlggo fa(t) = tlg(r)lo fi(t) = u?v.

Proof. (Lemma 4.2). The lemma’s results follow from an argument nearly identical to the proofs of [28,
Lemmas 4.2 and 4.3] with just a couple changes in constants. The (combined) proofs are reproduced below
with the appropriate adjustments to constants. The results are derived simply via Fact D.1. Recall the definition
of the function, € : Z>¢ — R, by the recurrence relation:

(D.28a) e(0) =2
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1
(D.28b) 74c1,/ (t—1) m, teZ,.

The first task is writing Equations (D.28) in the form of Equations (D.24). When ¢ = 0, then trivially,
Equation (D.28a) matches Equation (D.24a), whereas for ¢t € Z,, Equation (D.28b) can match the form of

Equation (D.24b) by simply writing:
=4c \/ﬁ 4627
W e
_ wliﬂs(t— D+ o
-y 2 10

16¢2 1662
= 2ar ey 2 )

¢ 4c c

402 166%7

=ovw+ufi(t—1)

where in the last line,

(D29a) f1 =g,
1 2

(D.29b) v = @
2

Now we have that Equation (D.28b),

4
e(t) = der o/ Le(t — 1) + =27
C C

is equivalent to

fl(t) = vw + Ufl(t— 1),

the latter of which is precisely the form of Equation (D.24b).
Before Fact D.1 can be applied, it is necessary to verify that the fact’s conditions are satisfied when the
parameters v,w are chosen as in (D.29). Specifically, writing u = %(1 + 1+ 4w), Fact D.1 requires that

1<u< \/% Clearly, u > 1 since %(1 +V1l+42z) > %(1 +1) =1 for z > 0. Towards verifying the other side of

the bound, u < \/g , expand out u and % as follows. For u, observe:
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1 I
—c1+ —y/cf t e
C1 C1

C 7/ C C
261 ! 1 2
c1 + \/C%"_CQ

201

Next, - is rewritten as:
» o

Taking

it follows that u < \/% , as required, since:

2
3 \/i~4(cl+\/c§+62)

04 2c1
2
5 \/((314—\/0%—1—02)
B \/; 2¢,

_\f.cﬁ Vel e
v

261

Hence, the fact applies since 1 < u < \/%

The lemma’s results can now be obtained via Fact D.1. Note that \/% > \/g \e/4 implies \/g > \/c/4.

261 201
Then, observe:

v VY 2a 2c1 2cq

To state the result briefly, we have established that u < \/% . Thus,

u2v§< ’y> v:lw:'y.

jzﬂ_m_m:ﬁJer?JrCz:u
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Lastly, applying Fact D.1 yields

as desired. 0

5(15) < 227t(u2 )1—2*

A e =u

2979

t§22

2

v <7,

—t —t
1-2
~
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