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Abstract

We analyze Riemannian Hamiltonian Monte Carlo (RHMC) on a manifold endowed with the metric defined
by the Hessian of a convex barrier function and apply it to sample a polytope defined by m inequalities
in R”. The advantage of RHMC over Euclidean methods such as the ball walk, hit-and-run and the Dikin
walk is in its ability to take longer steps. However, in all previous work, the mixing rate of RHMC has a
linear dependence on the number of inequalities. We introduce a hybrid of the Lewis weight barrier and
the standard logarithmic barrier and prove that the mixing rate for the corresponding RHMC is bounded by
O(m!/3n*/3), improving on the previous best bound of O(mn?/3) (based on the log barrier). This continues
the general parallels between optimization and sampling, with the latter typically leading to new tools and
requiring more refined analysis. To prove our main results, we overcomes several challenges relating to the
smoothness of Hamiltonian curves and self-concordance properties of the barrier. In the process, we give
a general framework for the analysis of Markov chains on Riemannian manifolds, derive new smoothness
bounds on Hamiltonian curves, a central topic of comparison geometry, and extend self-concordance theory
to the infinity norm, which gives sharper bounds; these properties all appear to be of independent interest.
Keywords: Riemannian Hamiltonian Monte Carlo, Lewis weights, Markov chains, Calabi estimates, Self-
concordance, Interior point theory, Isoperimetric inequality, Geometric sampling

1. Introduction

Generating nearly uniform random samples from a high-dimensional polytope is a fundamental algorithmic
problem with a rich history and powerful applications, notably including the only known fully polynomial-
time approximation schemes for computing a polytope’s volume. All efficient algorithms known for this
problem work by designing a Markov chain whose stationary distribution is uniform over the polytope and
showing that it mixes in a small number of steps.

In this paper, our main result is that we can construct such a Markov chain with an improved bound
on its mixing time. For a polytope given by m linear inequalities in R™, we describe chain that mixes in
O (m'/3n*/3) steps, improving on the best previous bound of O (mn?/%). This allows us to approximate
the volume within relative error € using O (ml/ 3p4/3) 62) steps, which is a similar improvement over the
best existing bound of O (an/ 3/ 62).

© 2024 K. Gatmiry, J. Kelner & S.S. Vempala.



GATMIRY KELNER VEMPALA

1.1. Background and Related Work

In their seminal work Dyer et al. (1991), Dyer, Frieze and Kannan gave the first polynomial-time algorithm
for this problem, as well as for the more general problem of sampling from a convex body specified by
a membership oracle. The Markov chain in their algorithm was a grid walk, which takes steps along the
edges of the graph obtained by intersecting the convex body with a discrete grid supported on 6Z" for some
d = 1/poly(n). This graph is heavily dependent on the coordinate system—its diameter is proportional to
the diameter of the convex body, and its conductance can be arbitrarily small if the convex body is scaled so
that is very long in some directions but short in others. However, they showed that, if one changes to a basis
in which the convex body is appropriately “well-rounded,” the grid walk mixes in polynomial time and that
one can use a random sample from the grid to obtain a one from the convex body.

The polynomial for the mixing time in Dyer et al. (1991) was quite large, and a sequence of later papers
improved this by modifying the Markov chains and refining the analysis. Because one often wants to draw
many samples from the body, these papers typically provide two bounds on the number of steps required: a
bound when starting from an arbitrary point and including the cost of any preprocessing; and a bound when
given a warm start, where the preprocessing has already been performed and the starting point is drawn
from a distribution that is not too far from uniform.

In Kannan et al. (1997), Kannan, Lovasz, and Simonovits showed that a ball walk whose steps are chosen
uniformly from a Euclidean ball around the current point mixes in O(n?) steps from a warm start and O(n®)
steps from an arbitrary starting point and including preprocessing. Later, Lovdsz and Vempala Lovasz and
Vempala (2006) studied the “hit-and-run” walk, which chooses a line in a random direction from the current
point and then picks the next point randomly from the intersection of this line with the body, and they
showed it also mixed in O(n3) steps from a warm start but needed only O(n?) steps for first sample and
preprocessing. These algorithms work on general convex bodies presented by oracles, but like the grid
walk, they are strongly coordinate dependent, and they thus require strong additional assumptions about
the coordinate system. In particular, analyses of these algorithms typically assume that the body is close
to being isotropic, i.e., that the covariance matrix of a random sample from the body is approximately the
identity, and applying these algorithms to more general bodies requires costly preprocessing.

The dependence on the coordinate system in the aforementioned Markov chains comes from the depen-
dence of the transition probabilities on the extrinsic geometry of the ambient Euclidean space. The impact
of this extends beyond the overhead from the isotropy requirements. The geometry of the ambient space
does not incorporate any information about how close a point is to the boundary, which typically leads to
difficulties making progress with steps near the boundary. For example, if one is running a ball walk with
step radius ¢ an n-dimensional cube, and the current point is some distance d < ¢ from one of the corners, a
random point from the radius § ball will lie outside the cube with probabability exponentially close to 1, so
naively trying random points until obtaining one in the cube would take a large number of tries. Moreover,
even if one could sample a random point in the intersection of the ball with the cube, restricting the step to
points inside the cube would distort the stationary distribution, and it would no longer be uniform. Remedy-
ing such difficulties typically involves (depending on the paper) some combination of taking smaller steps,
enlarging the convex body (and failing if the walk ends up at a point outside the original body), and employ-
ing rejection sampling or a Metropolis filter to correct the stationary probabilities, all of which increase the
required number of steps.

For polytopes specified by an explicit collection of linear constraints, one can use the barrier functions
employed by interior point methods to design random walks whose steps depend only on the intrinsic geom-
etry of the polytope and are independent of the basis chosen for the ambient space. The idea behind these
random walks is to use the Hessian of the barrier function to define a local norm/Riemannian metric on the
interior of the polytope and specify the steps in terms of the resulting geometry. This mitigates some of
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the problems described above and has led to Markov chains whose mixing times grow with the number of
constraints but depend more mildly on the dimension.

In the first such work, Kannan and Narayanan Kannan and Narayanan (2012) introduced the Dikin walk
and gave a mixing time bound of O(mn) from a warm start for a polytope with m facets in R™. This walk
is similar to the ball walk, but it chooses its steps from Dikin ellipsoids, which are balls with respect to
the Hessian of the standard logarithmic barrier function on the polytope. In Laddha et al. (2020), Laddha,
Lee, and Vempala studied the analogous walk with respect to any self-concordant barrier and showed that it
mixes in O(nﬂ) steps, where v is a parameter they called the barrier parameter. By bounding this parameter
for a different barrier function (a variant of a barrier due to Lee and Sidford Lee and Sidford (2014)), they
obtained an improved mixing rate bound of O(n?).

In 2017, Lee and Vempala Lee and Vempala (2017) reduced the mixing rate to O (mn®/*) using a
process they called the geodesic walk. Similar to the Dikin Walk, the steps are constructed using the Hessian
of a barrier function. However, instead of using the Hessian to define a Euclidean ellipsoid, they use it to
define a Riemannian metric, and they then solve a differential equation in each step to follow geodesics on
the resulting manifold. These geodesics tend to avoid the polytope’s boundary, which allows longer steps in
each iteration.

In 2018, Lee and Vempala Lee and Vempala (2018) improved this to O (an/ 3) using Riemannian
Hamiltonian Monte Carlo (RHMC) Girolami and Calderhead (2011), which is the class of processes we will
use in this paper. While there is a large literature on using RHMC and related methods to sample smooth
densities Dalalyan (2017); Durmus et al. (2019); Chewi et al. (2022); Vempala and Wibisono (2019); Li
et al. (2022), there are relatively few provable results about applying it in constrained non-smooth settings
like polytope sampling. Roughly speaking, this improvement over the geodesic walk came from RHMC’s
ability to avoid the use of a Metropolis filter, which the geodesic walk requires in order to obtain the correct
stationary distribution (even when the target distribution is uniform). RHMC chooses its trajectories accord-
ing to a differential equation that, remarkably, yields a reversible random walk with the desired stationary
distribution, thus eliminating the need for a Metropolis filter and allowing greater progress in each step.

While barriers with better parameters have led to improved mixing times for the Dikin walk, obtaining
similar improvements for the geodesic walk or RHMC have remained elusive, and improving upon the
O(ng/ 3) bound attained by RHMC using the standard log barrier has been a major open problem for the
past 5+ years.

The core issue that prevents the authors of Lee and Vempala (2017) and Lee and Vempala (2018) from
using other barriers in place of the log barrier is that the geodesic walk and RHMC use their barrier functions
in a fundamentally different way from how they are used in the Dikin walk. The Dikin walk, like the interior
point methods for which self-concordant barriers were originally defined, uses the Hessian of the barrier
function at each point to specify an ellipsoid centered at the point and contained in the polytope and chooses
its next iterate from this ellipsoid.

The geodesic walk and RHMC, however, use the barrier function to define the local geometry of a
manifold, and they take a step by simulating the trajectory of a particle according to a corresponding second-
order differential equation. The solution depends on the geometry at every point of the trajectory, rather than
just at the point where the particle was at the beginning of the iteration. As such, the steps of the random
walk depend on the geometric structure at all of the points of the trajectory, and analyzing them requires one
to understand how the locally-defined structure at each point relates to those at other nearby points. This
leads to a dependence on higher-order derivatives of the barrier function than the ones that self-concordance
was designed to control. As a result, self-concordance by itself does not seem to be sufficient in this setting,
and analyzing these walks requires the authors of Lee and Vempala (2017) and Lee and Vempala (2018) to
rely on new but ad hoc arguments tied to specific properties of the logarithmic barrier.
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Year \ Algorithm Steps
1997 Kannan et al. (1997) Ball walk” n? (+n°)
2003 Lovész and Vempala (2006) | Hit-and-run® n3 (+n?)
2009 Kannan and Narayanan (2012) | Dikin walk mn
2017 Lee and Vempala (2017) Geodesic walk mn>/4
2018 Lee and Vempala (2018) RHMC with log barrier mn?/3
2020 Laddha et al. (2020) Weighted Dikin walk n?
2021 Jia et al. (2021) Ball walk” n? (+n>)
This paper RHMC with Hybrid barrier | m!/3n?/3

Table 1: The complexity of uniformly sampling a polytope from a warm start. All algorithms have a
logarithmic dependence on the warm start parameter and each uses 5(71) bit of randomness. The entries
marked # are for general convex bodies presented by oracles, while the rest are for polytopes. The additive
terms are pre-processing costs for rounding the polytope.

1.2. Background on Riemannian Hamiltonian Monte Carlo

The motivation for RHMC comes from the Hamiltonian formulation of classical Newtonian mechanics.
Hamiltonian mechanics parameterizes a physical system in terms of a position vector x and a corresponding
momentum vector v (which is also referred to as “velocity” in some prior work on sampling polytopes with
RHMC). The physics of the system are encoded in its Hamiltonian H (z,v), which is simply the energy of
the system written as a function of = and v, and its time evolution is determined by Hamilton’s equations:

dﬁ_aj( )
dt v LY
@__87}1( )
FT T

With the appropriate choice of H, these reproduce Newton’s laws of motion, but they also generalize quite
broadly, including to Riemannian manifolds.

In RHMC, one defines a Markov chain by choosing a Hamiltonian that appropriately encodes the target
distribution. At each step, the Markov chain chooses a random momentum vector and then finds the next
point by numerically solving a differential equation to follow the trajectory given by Hamilton’s equations.

One can show that the value of the Hamiltonian and the volume element in the space of pairs (z,v) are
conserved along the trajectory, which can be used to show that the trajectories are preserved by time reversal.
One can then use this to show that, if one uses the Hamiltonian defined below, the marginal distribution of
x will converge to the desired target distribution without requiring a Metropolis filter. (See Girolami and
Calderhead (2011) for the derivation for general RHMC and Lee and Vempala (2018) for the specific class
of Hamiltonians given below.)

More precisely, let the Hamiltonian at a point x € R"™ for a vector v € R" be defined as

1
4oyl

1
-1
5 (x)v+ 5 log det g(x)

H(z,v) = f(x)
where g(x) is a positive definite matrix defining a Riemannian metric at each point z as [Jullg = [|ull4(;) =

u " g(z)u, and the target density to be sampled is proportional to e~/ restricted to the support of g. One
step of RHMC consists of the following: first pick v from the Gaussian A (x, g(z)~!). Then for time §
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follow the Hamiltonian curve jointly on (x, v):

dv  OH o
= E(x,v) =g (z)v

T
0
=~ (a0) =~V () + gulola) ™ Da(a)) - 3Do(o) | . % . 1)

The final z at time § is the sampled point from the Markov Kernel. A natural choice for the metric g turns
out to be the Hessian of a self-concordant barrier function inside the polytope P. The standard logarithmic
barrier, ¢¢(z) = — > log(a; # — b;), was used in Lee and Vempala (2018) to prove that the resulting
RHMC mixes in mn?/3 steps, where the polytope is defined by the inequalities {a; ' 2 > b;}7 ;. Improving
on this bound is our motivating open problem.

1.3. Results

Algorithmic results. Our main algorithmic result in this paper is the construction of a random walk based
on RHMC for sampling and approximating the volume of polytopes using only O(ml/ 3pd/ 3) steps. Using
a Hamiltonian based on the standard logarithmic barrier yields a mixing rate that depends linearly on m,
the number of inequalities. We improve on this by developing a theoretical framework for designing and
analyzing barriers for RHMC.

Our framework is motivated by the ways in which the requirements of RHMC differ from those of the
Dikin walk. In the case of Dikin walk, we care about how much volume two nearby ellipsoids defined by
our metric have in common, which can be controlled given that the first derivative of the metric is bounded,
a property that self-concordant barriers possess Nesterov and Nemirovskii (1994). Namely, the derivative of
the Hessian of a self-concordant barrier ¢ is controlled by the Hessian itself, which can be seen as a property
of the metric g = V24,

—[[vllgg = Dg(v) < [lvllgg,

where Dg(v) is the directional derivative of g along direction v.

On the other hand, to define the Markov kernel for RHMC, one reparameterizes the open set inside the
polytope by the Hamiltonian trajectories, which map the tangent space of the current point to the manifold.
This means the density of the RHMC Markov kernel depends on the distortion properties of this map, such
as how fast the Hamiltonian curves with different initial conditions converge or diverge. Therefore, showing
that this density is Lipschitz is linked to the geometry imposed by the Hessian of the barrier, and analyzing
the second-order ODE regarding RHMC demands estimates on more than just the first order-derivative of
the metric. As a result, the existing notions of self-concordance are insufficient for bounding the spectral
gap of RHMC.

In this paper, we define a stronger notion, third-order {,-self-concordance, that is stringent enough
to guarantee the stronger properties required by RHMC, but we show that it still admits a construction
that improves upon the logarithmic barrier. Third-order /,-self-concordance strengthens standard self-
concordance in two ways: it controls the higher order derivatives of g up to third order; and, instead of the
local ellipsoidal norm ||.||4 that is conventionally used in self-concordance, we measure the spectral change
of the metric in the local infinity norm ||.||,; 0, which we define next.

Definition 1 For arbitrary vector v we define the local norm ||.|| ;. at point x € P as the maximum relative
change of the distance of x to an arbitrary facet of the polytope after taking step v. Formally:

[ollz00 £ 1157 Avlloo,

where the polytope is defined by the inequalities Ax > b and S, is the diagonal matrix whose entries are
the slacks of the linear constraints at point x, i.e. (Sy )i £ ag—x —b;.
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An intuitive description of ||.||; o is Via its unit ball; namely, ||. || o is the unique norm whose unit ball
is the symmetrized polytope P N 2z — P around =z, as illustrated in Figure 2 in Appendix A. (2x — P is
the reflection of P around x.) Using this generalized notion, we are not only able to control the change of
density of the RHMC kernel (Section D), but also prove the stability of the Hamiltonian curves (Lemma 16),
which is required for bounding the conductance.

Definition 2 (Third-order /., -self-concordance) We say that ¢ is c-third-order ¢.-self-concordant if its
Hessian g = V?¢ obeys
—c|[v]lz,009(2) < Dg()[v] < cllv]le,009(x),
—c[v]le,00ll2lle.009(@) < D2g(2)[v, 2] < ellvllacoll2ll,009(2),

)
—cllvllacollzlle.oollulle.cg(x) < DPg(@)[v, 2,u] < cllv]a,00]l2lle ool ulle.cog (), )

Furthermore, we say that ¢ is a (c,v)-third-order {,-self-concordant barrier if in addition to the esti-
mates (2) the norm of its gradient in the local norm is bounded as

(D§)"g~'Do < v,
where D¢ refers to the Euclidean gradient of ¢.

Here < is the Lowner ordering between matrices ignoring logarithmic factors. Our second major con-
tribution is to construct a barrier for polytopes that satisfies third-order ¢,.-self-concordance. Namely, we
construct a hybrid barrier inside the polytope based on the Lewis weight barrier

ép(2) 2 log det (AIW}E‘Q/Z’A:,;> , 3)

where W, is a diagonal matrix whose diagonal entries are the Lewis weights of the rescaled matrix A, =
S, 1A, which we define in Section 1.4.

The hybrid barrier ¢ for a polytope is then defined as a combination of the Lewis weight barrier and the
log barrier. This combination is necessary so that the resulting manifold with metric g = V?2¢ satisfies a
suitable isoperimetric inequality.

Definition 3 (Hybrid barrier) We define the hybrid barrier ¢ inside a polytope Ax > b as

n

b(z) 2 — (T) #+2 <log det AT WL-2/PA, % > 10g(8i)> , S

2
where s; = a;r:L‘ — b; are the slacks at point x. We denote the normalizing factor of ¢ by ag = (m)prz,
Our main theorem is a bound on the mixing rate of RHMC with this hybrid barrier.

Theorem 4 (Mixing) Given a polytope P, let 7 be the distribution with density proportional to e~**(®)
over the open set inside P. Then, RHMC with stationary distribution w on the manifold of the open set
inside P equipped with metric g defined by the Hessian of the hybrid barrier ¢ with p = 4 — (1/log(m))
has mixing rate bounded by

0 (min{a‘1n2/3 +a 359,19 4 n1/3m1/6,n4/3m1/3}> .
In particular, for the uniform distribution over P (i.e. o = 0), the mixing rate is O (ml/ 3pd/ 3).
Specifically, the Markov chain starting at g reaches m; with TV-distance at most € to the target after
O (m1/3n4/3 log(M/e€)?log(M) log log(M/e)2> ®)

steps, where M = sup,cp Cil?((;)) and O in Equation (5) hides polylog(m) factors.




SAMPLING POLYTOPES WITH RIEMANNIAN HMC: FASTER MIXING VIA THE LEWIS WEIGHTS BARRIER

Note that without a warm start, the log(M ) dependence in Theorem 4 could be another factor of n to the
mixing time. However, applying the Gaussian Cooling framework Cousins and Vempala (2018) extended
to manifolds Lee and Vempala (2018) lets us sample from e~? for any o without a warm start penalty, and
also allows us to compute the volume of the polytope without a significant overhead. (Recent work Kook
and Vempala (2023) shows how to leverage the Gaussian Cooling method in more general metrics and for
avoiding the warm start penalty for sampling also,)

Corollary 5 (Any start; Volume) For the manifold Gaussian Cooling scheme in Lee and Vempala (2018)
with the hybrid barrier (4) applied to sample from the density e=*®\) inside a given polytope starting from
arg min ¢(x), the total number of RHMC steps for any o > 0 is bounded by

0 (m1/3n4/3 log(1/¢€)*log log(l/e)Q) ,

Moreover, to compute the integral of e=*? in the polytope and in particular the volume of the polytope up
to multiplicative error 1 £ €, the total number of RHMC steps is bounded by O(m/3n*/3 /¢'?).

This improves on the previous best bound of mn?/3 due to Lee and Vempala (2018) based on the
standard logarithmic barrier.

Geometric results. The proof of Theorem 4 requires the development of several technical ingredients. We
summarize a few that are likely to be of independent interest.

The first is a new isoperimetric inequality for this hybrid barrier, which we prove in Section G. (See
Section A.3 for the definition of the isoperimetric constant.)

Theorem 6 [Isoperimetry of the hybrid barrier] Let g be the metric corresponding to the Hessian of the
hybrid barrier, with support given by a polytope defined by m inequalities in R™. Then for a > 0, the
distribution with density proportional to e~®® has isoperimetric constant at least

(7, poly(——
ax{—(—)» T —
mX\/ﬁm ,p0y4/p_1

)Wal.

Moreover, in order to use the abstract framework that we introduce in this work to control the change of
the RHMC Markov kernel, we establish the third-order £..-self-concordance of the hybrid barrier defined
in Equation (4), which we prove in Section B.

Theorem 7 (Third-order /., -self-concordance of the hybrid barrier) The hybrid barrier, defined in (4),
is a (ca, agn)-third-order {y-self-concordant barrier where co = poly(Wl_l). In particular, with our
choice p = 4 — (1/log(m)) in Theorem 4 we have co = polylog(m).

These estimates allow us to prove important smoothness properties of certain quantities on the manifold that
we are interested in. As far as we know, this is the first proof of such regularity for higher order derivatives
of the Lewis weight barrier. The main challenge we face to prove the third-order ¢,-self-concordance is
estimating higher order derivatives of the Lewis weights in the PSD cone, which we do in Sections B and F.

We remark that our notion of third-order ¢-self-concordance is a strengthening of a well-studied notion
in differential geometry. We show in Lemma 95 that ||v||,; ~ < ||v||4 When g is the metric derived from the
hybrid barrier. This implies the following corollary, which says that we can obtain the same third-order
derivative estimates of g when the norm |.|;,o is replaced by ||.||4 in Theorem 7.
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Corollary 8 (Calabi estimates for the hybrid barrier) The metric g of the hybrid barrier (4) satisfies
Calabi estimates up to third order, namely

—c2||vllgg < Dg(v) < eaflvllgg
—e2llvllglizllyg < D*g(v, 2) < eallvllglizllgg

—ea|lvllglizllyllullgg < Dg(v, 2, ) < eallvllglizlgllullgy,

where cg = poly(Wl_l).

These type of estimates on the derivatives of the metric are known as the Calabi estimates in the differential
geometry literature Székelyhidi (2014); Wang et al. (2006). It turns out that the Calabi-type estimates in
Corollary 8 are insufficient to improve the mixing rate, which is why we develop the third-order /.-self-
concordance for our hybrid barrier to further exploit the randomness of the Hamiltonian curves.

1.4. Technical Overview

Mixing and Conductance. Our general approach to bounding the mixing rate is based on bounding the
conductance Lovasz and Simonovits (1993). The standard approach to bounding the conductance of geo-
metric walks of this type is to show an isoperimetric inequality for the underlying metric space and then
prove that steps of the random walk behave well with respect to the underlying metric. Formally, we show
two properties for the manifold M obtained by equipping the interior of the polytope P with the metric
g = V?¢:

« Isoperimetry. The target density e~“?(*) has a good isoperimetry constant on M.

* One-Step Coupling. The one-step distributions of the Markov chain given two close-by points xg, 21
on the manifold are close in TV-distance. Namely, for some parameter § > 0, after excluding a tiny
set S¢ C M, given any two points xg, z1 € S with d(zg, 1) < § we show

TV (Tao: Toy) < 0.01, (6)
where 7T, denotes the Markov kernel starting from .

Isoperimetry. The log barrier metric gives an isoperimetric coefficient of 1/1/m, which leads to a factor
of m in the conductance. In principle, this can be improved to O(n) by using a barrier with barrier parameter
V= O(n), as the general bound on the isoperimetry is 1/./v for any strongly self-concordant barrier with
barrier parameter v Laddha and Vempala (2021). The barrier parameter is an indicator of how well the
ellipsoids of the metric defined by the barrier approximate the symmetrized polytope P N 2x — P around
2. While the universal and entropic barriers have v = O(n), they are expensive to compute. The LS
barrier Lee and Sidford (2014) has v = O(n) while being efficient to compute. However, as we will see in
more detail, as far as we know, the derivatives of the metric of the LS barrier are not “smooth” enough in
most directions, which means we would have to take rather small steps while running RHMC.

We will prove that the hybrid barrier has significantly better isoperimetry (Thm. 6) than the log barrier

while maintaining sufficient smoothness.

Smoothness of Hamiltonian Curves and Comparison Geometry. The starting point of our analysis
is the fact that one can look at the ordinary differential equation of RHMC in Equation (1) as a second-
order ODE on the manifold M of the open set inside the polytope with metric g. We will introduce this
alternative form shortly. Looking at the Markov Kernel 7., of RHMC for a fixed point z, the randomness
to define this kernel comes from the initial velocity vy, which can be viewed as a vector on the tangent
space of zp on the manifold M distributed as a standard Gaussian with respect to the local metric, namely
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Figure 1: Family of Hamiltonian curves ~y,(t) all ending in y with starting point varying from zy = 70(0)
to z1 = 75 (0), where 75(0) is a geodesic in s.

N(0,g(x)~!) in the Euclidean chart. In order to show the one-step coupling (Lemma 6) for the Markov
kernel of RHMC, we bound the difference between the densities 7, (y) and 7, (y) at a given point y on the
manifold. These densities are the pushforwards of the Gaussian density in the tangent space of x( and x;
respectively, onto the manifold through the Hamiltonian map Ham? (x, Vg, ) for some fixed time &, which
maps the initial velocity v, to the solution of the ODE y = x(4) at time ¢. The key to bound the change of
density is to understand how the Hamiltonian curves vary as we change the initial point from zg to x; for a
fixed destination g, given the particular geometry imposed by our hybrid barrier inside a polytope. In fact,
understanding the extremal scenarios of the behavior of geometric quantities on a certain class of manifolds
is the topic of Comparison Geometry Cheeger et al. (1975) Petersen (2006) Ballmann (2000). In particular,
to argue that the Hamiltonian curve changes sufficiently slowly, we need the metric g of the manifold and
its derivatives to be “stable”. The simplest form of stability of the metric is the so-called self-concordance
property, namely, g is self-concordant if the derivative of g(x) in a unit direction in the tangent space is
controlled by g itself. This type of self-concordance for the first derivative of the metric is already known
for the Lewis weight barrier Lee and Sidford (2019). An important part of our contribution is to build an
abstract framework which shows that self-concordance of the metric up to third-order derivatives is sufficient
for characterizing the stability of Hamiltonian curves (see section D).

It turns out that we need to bound the rate of change of the density only for Hamiltonian curves with
typical values of the initial velocity and can ignore sets with small probability when bounding the conduc-
tance. However, the typical value of ||v||, for a Gaussian vector v ~ N (0, g~ ') in the tangent space is still
quite large to improve the mixing time, hence it is ideal to show self-concordance with respect to a better
norm. Taking a closer look into proving self-concordance for the Lewis weight barrier, we need to control
the change of the Lewis weights multiplicatively, which infinitesimally is equivalent to bounding the norm
of the Jacobian of the function that maps the location x € P to the logarithm of its Lewis weights. Our

norm of this Jacobian by con-
(z,00)—00

stant, which results in a stability argument for the Lewis weights with respect to |||z 0. Building upon this
estimate, we show that our hybrid barrier is first-order £,-self-concordant. This is favorable for us as the
typical value of ||v||5 0 for v ~ N(0, g(z)~!) is much smaller than ||v||,. In fact, we show that the||. ||z 00
norm of the tangent vector to the RHMC curve remains small for all small enough positive times with high
probability. Following this idea, to lift the ¢,-self-concordance of the barrier to second and third order

key observation here is that when p < 4, we can bound the H
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derivatives, we need to control the H norm of operators that arise from higher order derivatives

(z,00)—00
of Lewis weights, and use them to estimate the derivatives of the Lewis weights barrier by analysis on the

PSD cone. Our framework for obtaining these estimates is summarized in Section B.2 and elaborated upon
in Section F. We use these estimates to derive self-concordance estimates for g.

Lewis weights stability. Lewis weights of A, can be defined as the solution of the following optimization
problem (for more detail, see Section A.2):

wy = argmax,cgn — log det(AJWI=2/PA,) + (1 — 2/p)1 Tw.

In particular, in Section F we obtain the following infinity norm estimates on higher-order derivatives of the
Lewis weights:

1 1

. W, <DW,(z,u) < —
1

_(Ll/pl_l)g,HUHx,oonz”x,ooWaz <D2Wx(z,u) < m”u"x,oonznx,oowza
_(4/]?1— 1)7 ||U||x,oo”UHm,ooHZ”:Jc,ooW:p ﬁDSWm(U, Z,U) < (4/1?1— 1)7 HUH%OOH’U’
where we use < to show Lowner ordering up to universal constants. These estimates are indeed used to
drive infinity norm estimates on the derivatives of the Lewis weights barrier (see Section B and F.)
Isoperimetry vs Smoothness. We show stronger stability results for the derivatives of the metric of the
p-Lewis weights barrier with p < 4 based on the ||.||;,.0c norm. However, for small p the ellipsoid of the
p-Lewis weights barrier does not approximate the symmetrized polytope as well as larger p; in particular,
a large subset of the ellipsoid lies outside the symmetrized polytope. This necessitates a larger barrier
parameter and implies a smaller isoperimetric constant. To construct a barrier that is smooth enough along
typical directions whose ellipsoids also approximate the symmetrized polytope more accurately, we go back
to an idea of Vaidya from optimization and use a hybrid barrier by “regularizing” the Lewis weight barrier
for p < 4 with the standard log barrier; we observe that penalizing the p-Lewis weights barrier with the
log barrier improves its barrier parameter, while not affecting the smoothness of the barrier since the log
barrier is already third-order /,-self-concordant. Therefore, the particular choice of our barrier is essential
to simultaneously guaranteeing third-order /.,-self-concordance and good isoperimetry.

[ullz,00|2]lz,00 W,

x,ooHZHm,oo W_,

Hamiltonian Curves and Variations. To see the high-level idea of how we show the one-step coupling
of the Markov kernel, let the curve s parameterized by s € [0, s'] be a length-minimizing geodesic con-
necting zp = 7p to 1 = ¢ with distance d(z, z1); geodesics are generalization of straight lines in the
Euclidean space to arbitrary manifolds (see Section H for more background.) Suppose now that running the
Hamiltonian ODE with initial location xg € P and initial velocity v, up to time ¢ takes us to a point y on
the manifold. As we start moving toward z1 on the geodesic -y, parameterized by s € [0, s'|, we consider the
variation of the initial Hamiltonian curve; namely a family of Hamiltonian curves parameterized by s, where
the s-curve starts from point s, perhaps with a different initial velocity v, but ends up to the same desti-
nation y at time §. The geodesic 5 from xzq to 21 and the corresponding Hamiltonian curves are illustrated
in Figure 1. Looking at the the value of the density 7., (y) at point y after taking one step of the Markov
chain starting from =5, we see that it depends on two major components: (1) the Gaussian density of the

initial velocity v,, which is proportional to exp {—M} and (2) the determinant of the Jacobian or the
differential of the map from the initial velocity v., to the destination point y, denoted by J;ﬁs. Therefore,
to study how quickly the density 75, (y) changes from x( to z1, we need to study the rate of change of the
initial velocities v, and the Jacobians J;j“; the latter will depend on the rate of change of the Ricci tensor
on the manifold. This necessitates studying the variations of Hamiltonian curves, which we define next.

10
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As we mentioned earlier, one can identify the location variable = in the Hamiltonian ODE (1) as a point
on the manifold M with metric g, and the velocity variable v as a vector in the tangent space of =, T,,(M).
Then, the Hamiltonian ODE in Equation (1) can be written as a second-order ODE on the manifold M using
the covariant derivative, illustrated in Lemma 9. For background on Riemannian geometry and covariant
differentiation, we refer the reader to Appendix H.

Lemma 9 The Hamiltonian ODE in Equation 1 can be written using the covariant derivative of the mani-
fold in a simplified form:

VoY (t) = u(y(t)). (7

where V is the covariant derivative and () is the bias (drift) vector field of the Hamiltonian curve:
_ 1 _ _
p(x) & g7 Df(z) = g(2) " trg(x) "Dy ()], . ®)

In the above notation, tr[g(z) 'Dg(x)] is a vector whose ith entry is tr[g(z) 'D;g(z)]. See Appendix H
for a proof of Lemma 9. The above ODE (7) for Hamiltonian curves is similar to the second order ODE for
geodesics; for the latter the bias vector p is zero, i.e., the geodesic Equation is given by Do Carmo (2016)

ny’(t)'}/(t) =0. &)

In physics, the Hamiltonian ODE in Equation 7 models the motion of a particle on a manifold acting under
a force field devised by p. Next, we define the notion of a family of Hamiltonian curves and an operator
®(t) which plays an important role in the study of variations of Hamiltonian curves.

Definition 10 (Family of Hamiltonian curves) We say (’ys (t)) is a family of Hamiltonian curves ending at
some fixed y whose starting point varies from xo = vy(0) to x1 = s, (0) if for every fixed time 0 < s < sy,
vs(t) is a Hamiltonian curve in t, and ~s(0) as a function of s is a geodesic on M from xq to x1. Unless
specified otherwise, vs(t) refers to a curve in t for a fixed s, and . (t) = Opys(t) refers to its derivative.

Definition 11 (Operators ® and M,) At any point x € M, we define the operator M, as
Yu € Tp(M), My(u) £ Vyu(z),

where V is the covariant derivative on the manifold and p is the Hamiltonian bias. Given the Hamiltonian
curve 7(t), we define the operator ®(t) = ®((t),~'(t)) on the tangent space T, (M) as

®(t) £ B(y(t) = R(.~ ()Y (t) + My
where R is the Riemann tensor.

Similar to Jacobi fields for geodesics (see section H.5), for a given family of Hamiltonian curves (vs(t)),
one can write a second order ODE for the variational vector field J(t) = d%%(t) along the Hamiltonian
curve, which depends on operator ¢ (see Appendix H.4 for the proof ):

Lemma 12 (ODE for Hamiltonian fields) Given a family of Hamiltonian curves (fys(t)), the vector field
J(t) £ 047,(t) . is characterized by the following second order ODE:

S=

J'(t) = (1) (¢), (10)

where ®(t) is defined in Definition 11. We refer to J as a Hamiltonian field.

11
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For variation of Hamiltonian curves, the log determinant of the Jacobian of the Hamiltonian map J;”S
can be characterized by a weighted integral of the trace of ®(¢) Therefore, to study the rate of change
of det(.J,”*) as we move from z¢ to 21, we need to study the change of tr(®(¢)) along the variation of
Hamiltonian curves (75(¢)), which in turn depends on the rate of change of the Ricci tensor and the trace
of operator M,.These ideas are formalized as the (R;, Ra, R3)-normality of the Hamiltonian curve in the
definition below.

Definition 13 [Normal Hamiltonian curves] We say a Hamiltonian curve y(t) is (R1, Rz, R3)-normal up
to time 0 if for all 0 < t < § we have the following:

* Bound on the Frobenius norm of ® (with respect to the metric g): ||®(t)||r < R;.

* For any parameterized family of curves (ys(t)) such that ~y
for all such t, the derivative of tr(®(t)) with respect to z =

—~

|

t) = ~(t) for all times 0 < t < 6, then
vs(t) satisfies

U

I%tr(‘b(t))\ = D(tr(@(1)(2)] < Ra(ll2llg + 0lIVAs(0)]lg)-

* For ((t) defined as the parallel transport of v'(0) along v(t): || ®(t)¢(t)]g < Rs.

Parallel transport of a vector on the manifold is a generalization of shifting vectors in Euclidean space,
using the covariant derivative of the manifold (see Appendix H for the rigorous definition.)

In order to show the (R1, Ro, R3)-normal property for the family of Hamiltonian curves, we need to
define a more fundamental regularity condition for the Hamiltonian curves which states that both ||.||, and
||.||2,00 norms remain small for the tangent vector along the Hamiltonian curve.

Definition 14 (Nice Hamiltonian curve) We say a Hamiltonian curve ~y(t) is (¢, 0)-nice if for 0 < t < §:

17" ®)llg < ev/n,
19 )l 1) 00 < €

Our (¢, d)-niceness framework is a simpler and allows us to work with any third-order ¢, -self-concordant
barrier and avoids the technical machinery of auxiliary functions on curves used in Lee and Vempala (2018),
which needs additional parameters and only works for the specialized case of log barrier.

The second major part of our contribution in this paper is that we relate this abstract notion of (Ry, Ra, R3)-
normality to the notion of third-order ¢..-self-concordance. Our framework can potentially be reused on
other manifolds and distributions.

Theorem 15 (From third-order /.. -self-concordance to Hamiltonian normality) Given a Hessian man-
ifold defined by the metric g = V2¢ inside the polytope for a (ca, agn)-third-order {,-self-concordant
barrier ¢, define a Hamiltonian curve ~y(t) by the ODE in Equation (7) with target log density f = a¢. If v
is (¢, 0)-nice, then it is also (R, R, R3)-normal with parameters

Ry = e3(¢? + Vaga)vn, Ry = c3(c® + Vaga)n, Ry = c3(c*(v/n + ned) + ndca/ap),
where c3 = poly(cz).
Proof The proof follows from combining Lemmas 47, 53, and 61. |

In order to show the closeness of one step distributions between zy and z1, we need the (R1, Ra, R3)-
normality for the family of Hamiltonian curves (75(¢)) for all 0 < s < § as we defined in 13. Therefore,
we need to show that the (¢, §)-niceness property is stable for a third-order ¢ -self-concordant barrier. We
show this in Lemma 16, which we prove in a more technical form as Lemma 65.

12
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Lemma 16 (Stability of norms) In the same setting as Theorem 15, given a family of Hamiltonian curves
~s(t) for which ~vy(t) is (¢, d)-nice for

1

NEETNCR A

then (vs(t)) is a (O(c), 6)-nice family of Hamiltonian curves in the interval s € (0,0).

§<§ £
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Structure of the appendices. The appendices are organized as follows:
* In Appendix A we discuss the basic tools and notation that we use throughout the paper.

* In Appendix B, we prove that the hybrid barrier is third-order ¢,-self-concordant. This section relies
on higher-order derivative estimates. We give an overview of these in Section B.2 and defer their
proofs to Section F.

* In Appendix C, we prove one-step coupling and bound the mixing time by combining the Hamiltonian
smoothness bounds for our hybrid barrier, the isoperimetry of the stationary distribution with respect
to the chosen metric, and the stability of the Hamiltonian curves.

* In Appendix D, we develop our abstract framework on relating the third-order ¢.,-self-concordance
to control the smoothness of the Hamiltonian fields on the manifold.

* In Appendix E, we prove the stability of the smoothness properties of the Hamiltonian curves as we
start varying the initial location and velocity of the curve.

* In Appendix F, we prove the higher-order derivative bounds for Lewis weights and related objects
that we need for Section B.

* In Appendix G, we prove an isoperimetric inequality on the Riemannian manifold M equipped with
metric g, the Hessian of our hybrid barrier.

Appendix A. Preliminaries

A.1. Notation

We denote the target probability distribution inside the polytope by m(-) ~ e~?. Recall that for the LP
polytope description Az > b, we define the rescaling A by the slack variables, namely

A, = Diag(((a;ra: - bi)_l)gl)A.

For a vector v in the tangent space of x, we also work with the reparameterization of v defined as

A
Sp,x = AU,

Sz £ Diag(sgy). (11

which is the speed that v approaches the facets of the polytope normalized by the slacks. In our derivations
we treat hadamard product of matrices with higher priority than matrix multiplications, namely AB ® C
means A(B ® C). We refer to the p-Lewis weights vector of A, by w, and its diagonal matrix version by
W, & Diag(wz).
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Define the log barrier by ¢;:
m
do(z) £ = "log(a] x — b;).
i=1

We define the metric go as the Hessian of the n/m-rescaled log barrier, go(z) £ 2V2¢,(z). It is easy to
check that ga-norm of v is given by the £2 norm of s,

ollg, = v g2(2)v = 0T Az Agv = [Is0,13.

For a given point x inside polytope P, we define the symmetrized polytope P N 2z — P around z as the
following: we reflect P around x and intersect it with the P namely P N 2z — P, as illustrated in Figure 2.
The approximation of the symmetrized body by the ellipsoids corresponding to the Hessian of the barrier
function plays a key role in bounding the isoperimetry constant, as we describe in Section G.

Throughout the proof, we use the notation < to indicate an inequality that is true up to logarithmic
factors. We use D for Euclidean derivative and V and D; for covariant differentiation with respect to the
metric structure on the manifold. Moreover, we use < to show Lowner inequalities up to universal constants.

We use ||.|| with various subindices to refer to different vector norms, and ’

H and ||.|| to refer to the

infinity to infinity operator norm and the usual operator norm of a matrix, rggpectively. Throughout the
paper, by high probability we mean with probability 1 — 1/poly(m).

A.2. John Ellipsoid and Lewis Weights

Proving good isoperimetry for a specific barrier can be reduced to how well the ellipsoids corresponding
to the Hessian of the barrier at each point x inside the polytope approximate the symmetrized polytope
around z. A natural way to approximate a symmetric polytope is via its John Ellipsoid, i.e. the ellipsoid
of maximum volume contained in the polytope. Parametrizing the John ellipsoid as A WA, for a positive
diagonal matrix W, i.e., a weighted sum of the outer product of the rows of A, the weights are characterized
by the following optimization problem:

max log det(A] WA,) (12)

wERgo
st.1Tw=n.

where W = Diag(w) is the diagonal matrix corresponding to the vector w. The John ellipsoid approxi-
mates the symmetrized polytope in the sense that (1) it is inside the ellipsoid and (2) scaling it up by /n
will make it contains the symmetrized polytope.

On the other hand, in order to prove smoothness of the HMC curves, we need to pick a barrier whose
Hessian does not change too fast as a function of x. Unfortunately the John ellipsoid is not stable. In
particular, the weights W which maximize (12) are not even continuous with respect to x. An alternative
is to use the p-Lewis weights to define the ellipsoid, obtained as the solution to a relaxation of the program
in (12):

Wy éargmaxwemo —logdet(A]WI=2/PA ) + (1 — 2/p)1 T w, (13)

where W = Diag (w) Moreover, the optimal value of the program in (13) is denoted by the Lewis weight
barrier at x as defined next.

Definition 17 (Lewis weight barrier) The Lewis weight barrier can be defined as the solution of the fol-
lowing optimization problem:

dpx) & max —log det(AJWI=2/PA ) + (1 —2/p)1 " w, (14)
wER>o0
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Let g1 = V2¢p be the metric defined by the Hessian of the Lewis weight barrier which constitute the
first part of our hybrid barrier ¢. Hence, the metric with respect to our hybrid barrier can be written as

g =ao(g1 + g2).
g1 2 VZogdet(A] WL=2/PA ),
g2 LATA,.
™m
g2 aolgr + g2). (15)

Although ¢, is defined as the volume of the ellipsoid when the each aiaiT is reweighted by 1 — 2/p
power of the p-Lewis weights, it is not clear if the Hessian of this barrier can be estimated explicitly by
Lewis weights. It turns out that this is the case, the ellipsoid corresponding to g; is roughly the same as the
one defined by AIWIAw (Lemma 31 in Lee and Sidford (2019)).

vl < 1}

Figure 2: The unit ball of the local norm ||.||; o is the symmetrized polytope around z € P.

Lemma 18 (Restatement of Lemma 31 in Lee and Sidford (2019)) For the Lewis weight barrier ¢, we
can bound the local norm of its Hessian as

Y wil@)(sz0); < vlgi(x)o < (14p) D wilw)(s0,0)- (16)
i=1 =1
Equivalently
AL WA, < g1(2) < (14 p)A] WA, (17)

Moreover, we have the following formula for g; (),
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Lemma 19 (Equation (5.5) in Lee and Sidford (2019)) The Lewis weight metric
g1(x) = V2log det (AZ:W}C_Q/pr) can be written in the following form

gi(@) = A (W + 2A5)Ap +2(1 = 2/p)A; Ay Gy~ Ay, (18)
where we define
A, 2W, PP,
Gx £ W:v - (1 - 2/p)A:Jc- (19)

In the above Lemma, A, G, 73 4, and R, ,, are all functions of the location variable x. A useful fact about
A, and G, is that they can be estimated by W,. It is easy to see that A < W, and }%Ww <G, s W,

(see Lemma 108 for a proof). This enables us to estimate g1 (x) by the simpler form AIWmAm. On the
other hand, it is clear from Equation (18) that in order to estimate the first derivative of g; in direrction v,
we need to study the derivative DW(v). In Lemma 21 we illustrate the form of the Jacobian of the Lewis
weights as a function of z, by taking its directional derivative in direction v based on fundamental matrices

A, G, for any point z inside the polytope. Before that, we start by defining the projection matrix P, with

respect to A, when reweighted by Wiﬂ/ P,

Definition 20 (Projection matrix) we define the projection matrix P, implicitly depending on x, as
P, 4 P(Wi/Q’l/pr) £ W;/Qfl/pr(A;Wi*Q/PAx)*leTW;:/Qfl/p’

where W, is the p-Lewis weights calculated at x. Moreover, we denote the Hadamard square PS? of the
(2)

projection matrix by Py’ :
(PP & (P2 = (o).

Next, we state a formula for the derivative of the Lewis weights.

Lemma 21 (Derivative of the Lewis weights) For arbitrary direction v € R", the directional derivative
DW . (v) can be calculated as

DW,(v) = —2Diag(A;G; "Wys,,).

Due to the importance and repetition of the vector A, G W s, in our calculations later on, we give it a
separate notation

A -1
Tew = T W:L’Sm,v;

Ry = Diag(ryy). (20)
Then, the derivative of W, can be written as
DW,(v) = —2Diag(Ax7"m,).
Furthermore, when v is clear from the context, we denote DW ,(v) in short by W' z,0
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B, p<4
W4, p ~ log(m)
B, +de). p <4

Figure 3: The Lewis weight barrier with p ~ log(n), with p < 4, and our hybrid barrier ¢ which is
regularized with the log barrier.

A.3. Markov Chains

For a Markov chain with state space M, stationary distribution () and next step distribution p,,(-) for any
u € M, the conductance of the Markov chain is defined as

on o LM\ )0
07 scm min {Q(S5), QM \ S)}

The conductance of an ergodic Markov chain allows us to bound its mixing time, i.e., the rate of convergence
to its stationary distribution, e.g., via the following theorem of Lovasz and Simonovits. However, we will
need a more refined notion of s-conductance here, to be able to ignore small subsets of small measure in
bounding the conductance.

Definition 22 (s-conductance) Consider a Markov chain with a state space M, a transition distribution
T and stationary distribution 7. For any s € [0,1/2), the s-conductance of the Markov chain is defined by

inf .

7(S)e(s,1—s) min(mw(S) — s, 7(S¢) — s)

L

A lower bound on the s-conductance of a Markov chain leads to an upper bound on its mixing rate.

Lemma 23 Lovdsz and Simonovits (1993) Let 7y be the distribution of the points obtained after t steps of a
lazy reversible Markov chain with the stationary distribution 7. For 0 < s < 1/2 and Hs = sup{|mo(A4) —
w(A)|: AC M, n(A) < s}, it follows that

H d2\"
dry (m,m) < Hg + —> <1— ;) .
S

In order to bound the conductance or s-conductance of the Markov chain via the one-step closeness
framework as in Vempala (2005), we also require an isoperimetric inequality:
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Definition 24 The isoperimetry of a metric space M with target distribution T is

o f{$|ds$)<5} m(x)dx — w(S)
Y= B S min ((S), 7 (M 5)

where d is the distance function in M.

The following theorem (see Kook et al. (2022)) illustrates how one-step coupling with the isoperimetry
leads to a lower bound on the s-conductance. Its proof is similar to that of Lemma 13 in Lee and Vempala
(2018) and can be found in full detail in Appendix J.7.

Theorem 25 For a Riemannian manifold (M, g), let T be the stationary distribution of a reversible Markov
chain on M with a transition distribution T,. Let M" C M be a subset with w(M') > 1—p for some p < %
We assume the following one-step coupling: if dg(x,z') < A <1 forxz € M, then dry (T, Tw) < 0.9.
Then for any p/(Appm) < s < % and given Y (A < 1/2, the s-conductance is bounded below by

= Q(YpA).

Appendix B. /,-Self-Concordance of the Hybrid Barrier

In this section, we prove Theorem 7, which asserts that the hybrid barrier defined in Equation (4) is a
(poly(ﬁ), aon) -third-order /..-self-concordant barrier. We begin in Section B.1 by proving stabil-

ity bounds for Lewis weights in the ||.||; - norm. These are sufficient to prove the first-order /o, self-
concordance, but proving second and third-order ¢, self-concordance requires bounds on higher derivatives
of the Lewis weights. As these calculations are somewhat lengthy, we provide a high-level overview of
them in Section B.2 and defer their full proofs to Section F. We then show in Section B.3 how to use these
estimates to prove Theorem 7. As the second and third-order self-concordance proofs are similar, we derive
the second-order bounds in detail in Section B.3 and prove the analogous third-order bounds in Appendix 1.

B.1. Stability of Lewis Weights in the ||.||,; .o Norm

The fact that gy (x) is well-approximated by AIWxAx as stated in Lemma 18 makes it tempting to define
the metric g1 to be exactly equal to A] W, A,. Note that this results in a manifold which is not Hessian
anymore, i.e. its metric is not the Hessian of a convex function. Indeed, Hessian manifolds have the favorable
property that the second order derivatives of the metric simplifies in the definition of the Ricci tensor as
opposed to general manifolds. We use this property of Hessian manifolds in Section D.

Even though g1 = V2¢p is not exactly equal to A;WIAI, we still need to estimate AIDWm (v)A,
as it appears in the derivative of ¢; in direction v. To estimate DW[v], While estimates of the form
DW,(v) < O(||v| g, )W with respect to the ellipsoidal norm ||.||4, have been derived before (Lemma 34
in Lee and Sidford (2019)), the techniques in Lee and Sidford (2019) seem insufficient to recover estimates
with respect to the {oo-norm, ||.||;,oc. Note that as we mentioned in Section 1.4, it is crucial in our approach
to obtain estimates with respect to ||.||;,0 instead of ellipsoidal norms as for Gaussian random vectors
v ~ N(0, g;!) in the tangent space, the typical value of ||v|| o is ©(y/n) factor smaller than that of ||v]|, -
Unlike ellipsoidal norms, one cannot use Lowner inequalities to estimate the ||.||; o norm since it is not
defined by a quadratic form. A key observation that we make which enables an estimate based on ||.||; oo is

that one can estimate the H H norm of the operator Gflwx. We state this observation in Lemma 26

below. Note that condition p < 4 is vital for this norm bound.
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Lemma 26 (Operator H . H norm bound on the Jacobian) For p < 4, given y = G, "W r for any
o0—>00
vector r € R™, we have

1
[ylloe < WHTHOO

Proof Set ||7||coc = ¢. then

T

2 2
W,r = Guy = ~Wy + (1 - 2)PPy.
p p

Now suppose ||y]/co > Wl_lﬁ, which implies that for the maximizing index ¢ we have

lyil = 4/;_15-
But note that

y PP, | < willylleo = wivi,
where PC(CQ),-7: is the ith row of P:(CZ). Hence

2 2 4
¥ G > Swiyi — (1= Swiys = (= — Dwiy; > wil.
p p p

On the other hand
T _
Yy G = wiry < wl

The contradiction finishes the proof. |

Combining Lemma 26 with Lemma 21 allows us to control |74 4 ||z,00. and therefore to estimate DW ,(v)
by W, and ||v||4,00:
Lemma 27 We have

1
4/p—1

HU x,ooW:p < Wl:p,v < ”UHr,oon
1

1
4/p —
Proof Note that W', , = —2Diag(A,ry,) by Lemma 21. Using Lemma 26, we have [[750[loc <
4/p#il||3l,,v||oo. Hence, for every 1 < i < mu

[AgiTon] < wirg;] + ’chg)i,rfﬂ,v’ S wil|ra,v oo

where we used the fact that the sum of the entries of the ¢th row of P§;2) is equal to w; as it is the norm
squared of the ith row of the projection matrix P, which is equal to the ¢th diagonal entry of the P, i.e.
w;. This completes the proof.

|

Next, in order to estimate the derivative of g1, we need to estimate DA, (v) and DG (v) based on Equa-
tion (18), for which we require the derivative of the projection matrix P, since G, and A, are defined
based on W, and P,. We calculate the derivative of P, in the following Lemma, which we prove in
Appendix J.8.
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Lemma 28 (Derivative of the projection matrix) The derivative of the projection matrix P, = P(Win/ 2=1/p Ay)
in direction v is given by

DP,(v) = =P,R;, — Ry Py + 2P, R, Py, 21
where Ry ,, is defined in Equation (20).

Luckily, we see that the derivative of the projection matrix can be written by itself and the variable R, ,,
that we defined in Equation (20). This observation completes the circle in the calculus between variables
W,,P,,G;, Az, R, 0, and S; , i.e. the derivative of each one can be written based on others (Note that
D(Sz,)(%2) = =Sz ,454,2). Moreover, Lemma 28 enables us to use our infinity norm bound in Lemma 27 to
obtain estimates on DG, (v) and DA, (v). The following Lemma is proved in Section F.

Lemma 29 For the derivatives of G, and A, at some point x we have

1 1

—mllzllz,oowx < DGz (2) < p—1 12]|2,00 W,
1 1
—m\lzllmwx < DAL(2) < m!\z\lx,mwx-

When v is clear from the context, we refer to P, R, ,P; by f’xﬂ, for brevity.

B.2. Higher-Order Lewis Weight Estimates

The estimates that we built up so far are enough to show first-order £.,-self-concordance of g1, as we show
in Lemma 34. In this section, we give an overview of how we bound the higher-order derivatives, which we
prove in detail in Section F.

In order to go to higher derivatives, as can be observed in Lemmas 21 and 28, we need to estimate the
derivative of 7, ,, in the second direction z. In particular, note that DZPg) (v) = 2DP,(v)ODP,(2)+2P,®
D?P,, (v, z), where the second subterm subsumes the derivative of R, ,, in direction z (recall Equation (21).)
Luckily we can estimate the infinity norm of this derivative by the infinity norm of v and z.

Lemma 30 The derivative of r,.,, in direction z can be estimated as

1
ID(rz,2)(0)]loo S ﬁllvllz,oolldlx,oo-

~ (4/p—

Now using this estimate, we can derive estimates for the second derivatives of W, ng), G, and A, by
analysis on the PSD cone. We state these in the following lemma, which combines the results of Lemmas 79
and 83.

Lemma 31

1 1
_WHU||$,OO”ZH$,OOW:E < DQWx(U,Z) < WHUHLOOHzH%OOWx,

1 1
_W”Uum,muz”m,m“fz < Dsz(U;Z) < WHUH%OOHZHSE,OOWQE?
1 1
S Y I
- Tr—

In order to go to one higher derivative, we need to control the second derivative of r,, ,,. For this purpose, we

z,00l2]|2,00 Wa < D2AI(U, z) X

[[0]]2,00 [ 2l2,00 W

need to derive the following key operator—H . H norm estimates, which we prove in Lemmas 84 and 85:
o0—>00
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Lemma 32 For diagonal matrices S1,Ss we have

)

[wot(@.siPo o @aseP) | <|fs|[s2

o0—00

o wseseal <[5

00— 00

Building upon Lemma 32 and the previous estimates, we can then derive estimates on the second order
derivative of r, ,, and then third order derivatives of W, G, A,. The following estimates are proved in
Lemmas 88, 89, and 91 in Section F.

Lemma 33

1
D (ra0) (u, 2) oo < WHvllx,ooHUHx,ooIIZIIx,ooa

and
1
a1
1
a7l
1
17"

|
—||u
(4/p—1)7
c—
s —— |y}
4/p-1)7
1
7HuHx,oo”UHI,OOHZHJE,oon < D?’Ax(u,v,z) <

(4/p-1)

B.3. Proof of /.-Self-Concordance of the Hybrid Barrier

zocllvllzcoll2llaco Wa < D*Wa (v, 2,u) <

200 [[0l],00 |2l 2,00 W

x,ooHZHac,oon < DSGx(u,v,z) <

‘a:,oowxa

w,OOHUHI,OOHZ

x,ooHv

|2,00 W

z,ooHUHx,ooHZ

In this section, we show how to use the estimates above to prove Theorem 7. To show how the proof goes, in
this section we show the first and second-order /-self-concordance of ¢ and refer the reader to Appendix I
for the proof of third-order ¢.-self-concordance.

We start by the first-order /,-self-concordance.

Lemma 34 (First-order /..-self-concordance) For p < 4 for arbitrary direction v € R",
1
4/p —
Proof Taking derivative from g1 (z) as expanded in Lemma 19 and the fact that D(A,)(v) = A]S, .
Dgi1(z) = Al Sp0(Wa 4 2A,) A, + AL (W, +2A,)S, 0 Ar + A (DW,[v] + 2DA,[v])A,
+2(1—2/p)|A] (DAL[V]G, AL + ALG, DG, [v]G, 1A, + AL G, DA [W])A,|  (22)

1
1 [v][2,0091 < Dg1(v) < WHUHCC,OOQI-

Now we bound each of the terms separately. For arbitrary vector ¢ € R™ note that A,q = s, 4. For the first
term we can write

0TAT S0 0(Wo + 2A0) Aug = 57 Su0(Wo +2A4 )50,
< LS00 WS osr0)s] Waseg
12,/(5] S0 AaS0 05.)5]  Aring
< \/(squz,vasmsx,q)s;qwxsx,q

20 /(5] S0 WS u500)5] Wase g

S Hsz,vHohogl (:L')% (23)
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where in the last line we used the estimate 17 and the fact that W is diagonal. Applying the same bound
as Equation (23) for the second term A;(Wm +2A;)S; A, in Equation (22), we conclude

AL S20(Wa + 280)As + AL (W +2A0)S00A0 < (14 p)[[v]|z.001 (2). (24)
For the third term in Equation (23) applying the estimate in Lemmas (27) and (29) implies
1+ p)||vlz,
A} (DW,[v] + 2DA,[v) A, AJW A, DYt VICICE g 25

For the forth term in Equation (23) using Cauchy-Schwarz inequality and then the estimate for A, in
Lemma 29:

q"A, 'DAL[V]G; AL ALq
T ~1/2( (~—1/2 —1/2\2 ~1/2 T ~1/2( (~—1/2 ~1/2\2 ~1/2
<\/sI,Gh (Gx DA, []Gs )Gx s0q\/51,Gs (Gx A,G; )Gm Seq. (26)

Now using the fact that DA, [v] < Wlfl |V|2,00 Wz and qu; < G,, we get

G] 1/2DA G] 1/2< p W-— 1/2WW 1/2 p I,
o 4/p—1 "7 S 4/p-17
which implies
2
— - p
(Gx 12D A, [] G 1/2) < (m)zl. 27)
Similarly, using the fact that A, < W,
2
<G;1/2A$G;1/2> < 2L 28)
Plugging Equations (27) and (28) into Equation (26), we get
»? 2
qTAITDAx[U]GglAIqu < T 4GzSzq < P TAIWIA:CQ.
4/ 4/p — 17
Repeating this bound for the other symmetric quadratic form, A, ' A, G, DA [v]A,, implies
_ _ P’ (1+p)p°|Jvll
A, TDALWG AL A, + A, TALG, DAL [U]A, < 4/p — 1AWV A, < Uy 1 22 g1 ().
(29)
Finally for the remaining quadratic form in Equation (22) we have
1
A,G;'DG,[V]G'A, < ﬁHvmeAIG;leG;lAgE
p —_—
p -1
X — AWTA
= 7y g ltleocAeAS A < el o W,
which implies
1
ATALG:'DG, ]G ALA, < WA;WIAI. (30)
p—
Plugging Equations (24), (25), (29), and (30) into Equation (22) and noting the fact that p < 4 is constant
proves the right-hand side in Equation (31). The left-hand side follows similarly. |

Next, we move on to show the second-order £, -self-concordance.
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Lemma 35 (Second-order /,-self-concordance) For p < 4 for arbitrary direction v € R",

e (@) < Das(a)o 2] < g ol

Proof Again we consider the formula for ¢g; in Lemma 19. The first observation is that if the derivative
with respect to v hits the A, matrix (on either left or right), then we can upper bound this part of the
quadratic form ¢ Dg; (v, z)q by 4/p#_lﬂsxmsgc,q w(@) 152,qllw(z) DY just reusing our estimates in the proof
of Lemma 34 for showing first-order £.-self-concordance. But ||S. 45z ¢ w(z) @nd |5z ¢l () can further be
upper bounded by [|v||z,00(|9llg, () and ||q|lg, (z)> respectively, which results in the upper and lower bounds
in Equation (31). The same argument holds in the derivative with respect to z hits A,. Hence, we only have
to consider the case when both of the directional derivatives with respect to v and 2z do not hit any A . For
that part of the derivative D2g; (v, 2) consists of the following terms:

(z). (3D

D?g1(x)[v, 2] = Al (DW,[v, 2] + 2DA,[v, 2]) A,

+2(1 —2/p)A] (DAL[v, 2]G; A, + A, G DAL, 2])A,
+2(1 - 2/p)A; (DAL ]G, 1DA [2] + DAL [v]GZ ' DA, [2]) A,
2(1 = 2/p)A; (DAL [V]D(G1)[]As + DAL [2]D(G ) [v]As)As
2(1 - 2/p)A; (A:D(G; 1) [z]DAs[v ]+A D(G;")[v]DA;[2]) A,
2(1 —2/p)A; AsD* (G ) [v, 2] Aq
For the first line above, using Lemma 31,
Al (DW,[v, 2] + 2DA,[v, 2))A, < @ )2H’UHJ;00”2H$OOAT(W +2A,)A,.

The second line of Equation (36) follows similar to the third term in Equation (22) except that instead of
Lemma 29 we use Lemma 31. Regarding the third line, using the bound in Equation (27),

¢TAIDA[1G, DA, [v]A,q < /4T ATDA,[2|G- DA [2]A;q\/qTATDAL ]G~ 1DA, [2]A,q

< \/qTAIGl/Q(G_l/QDAI[z]G 1/2> GY/2A,q

2
x \/ qTATGY/2 (G—1/2DAI[U]G;1/ 2) Gl/2A,q

< (g7, 1 lal,

which implies

AJDA,[2]G; ' DA, [v]A; + AT DAL []G; DAL A, < (5 ; P -’01
p [R—

Before going to the fourth line, we show that the derivatives of G ! are controlled by G, ! the same way
the derivatives of G, are controlled by G,.

Lemma 36 (Control on G ') For arbitrary v, z
1
4/p—1

1 - —
_WHUHQOOHZH:E,oonl # Dngl[sz} 4

1
4/p—1

1 _
E [olla,00]l2llz,00 G-

(4/p—1

G, ' < DG, '[v] =

T

[v

||U||:B,00G;17

26



SAMPLING POLYTOPES WITH RIEMANNIAN HMC: FASTER MIXING VIA THE LEWIS WEIGHTS BARRIER

Using Lemma 36, we can bound the forth and fifth lines of Equation (36) as

2
¢ A:DAG[D(G ) [e]ArAng < \/qTAxAi/Q (A7 DALLIATY?) AP A g

2
x \/ gTATAL? (A;/QDG;I[Z]A;”) AV ALq

p

W)Qngl(fE)q,

< (1 +p)(
which implies

AL (DALID(G; Y [2]A, + DAL ID(G)e]AL)A, < (

xT

o1(@).

p
4/p—1
For the last line in Equation (36) we again use Lemma 36 to obtain

AIAmDQ(G;l)[w 2] A s < |00 HZHI,OOA;—ArGglAmAm

L
@p—12"
p T -1

p

< (1 +P)m91-

This completes the proof for the right-hand side of Equation (31). The left-hand side follows similarly. W

A

Finally, a straightforward calculation shows that the log barrier is also third-order /,-self-concordant.

Lemma 37 (Third-order /..-self-concordance of the log barrier) The log barrier ¢o(x) = — > 7, log(alz—
b;) is third-order {-self-concordant.

Proof [Proof of Lemma 37] To establish the third-order {.-self-concordance of ¢, we need to show that
the corresponding metrix go = V2¢y(x) = A] A, obeys the following inequalities:

—llvllz.0092 < Dg2(v) < [[0]l2,0092,
2,002 [|2,0092 < Dg2(v,2) < [Jv

~[vlla,sollllz,c0lltllzo0g2 < Dg2(v, 2,u) < v

—||v] |x,00||z||:r,00927

|00 |2 lv,00 ||, 00 92-
Its directional derivative is given by
Dgs(v) = —2A] Sy v Ay,
which can be bounded as
~llszwllocAs Az < Ag SzpAs < IlszollocAs Az

Similarly, the second and third directional derivatives of g, are given by

D292(U, z) = GA;—SLUS%ZA;E,

D?go(v, z,u) = —24A) Sy 4S5 -Szu Az,

which can be bounded as

_||3:v,vH<>OHS:B,Z||OOAIAr < A;—Sx,vsx,zAx < sz ollocllS2,z| ooA;crAzm
This completes the proof as for arbitrary vector v € R", [|v|z,00 = ||Sz,v]|co- [ |

The following lemma bounds the self-concordance parameter of the hybrid barrier.
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Lemma 38 (Self-concordance parameter of ¢) For our hybrid barrier ¢, the self-concordance parameter
is defined as

v = sup Dg(z) " (D*¢(x)) ' De(x),

zeP

as is bounded by agn.

Proof Note that for the Lewis weights and log barrier parts of the barrier ¢ = ag¢p + ap,-¢¢ we can
bound the self-concordance parameter separately as (different from the barrier parameter which is defined
in Section GJ)

VDo) T (D20(2))1Do(x) < a0y/Déy ()T (D26(2)) "Dy () + ag-—\/Der(x) T(D2(x)) ~ Do ()

< a3\ /Déy(z) T (D2,(x)) 1Dy W@m T(D26(x))~ Do (x).
Now for the log barrier part, we have
Doy(z) T (D%py(2)) " 'Depp(x) = 1T AL (A, TAL) TA1 <m, (32)
and for the Lewis weight barrier part, from Lemmas 117 and 18:
Dep(z) " (D*¢p()) ' Doy(e) < wy Ax(Ag Waha) ' Afws < [lws]|3 = n. (33)
Combining Equations (32) and (33) completes the proof. |

Our main technical theorems about the hybrid barrier follow from the lemmas above.
Proof [Proof of Theorem 7] The third-order /,-self-concordance follows from Lemmas 34, 35, 102, and 37.
The agn self-concordance parameter follows from Lemma 38. |

Appendix C. Bounding Conductance and Mixing Time

The goal of this section is to illustrate how we combine different pieces together to prove Theorem 4. To
this end, we first prove a general purpose mixing time on a manifold in Theorem 40.

We start by defining the concept of “Nice sets,” which links the initial velocity v,, to the (R1, Ra, R3)
normality.

Definition 39 (Nice set) Given xo € M, we say a set Qz, C T,,(M) is (R1, Ra, R3,0,c)-nice if for
Vzo ~ N (0, g(x0)7L), we have

1. P(vg, ¢ Quy) < 0.001.

2. For every x1 with d(x1,x9) < 0, the Hamiltonian family of curves between o and x1 ending at
Ham?(xg, vy, ), denoted by (vs(t)), is (R1, R2, R3)- VL) < 2¢ey/n and
HVi7 (t)'yé(t) < %forallo < s <d(x1,x0) and 0 <t < 6.

ds 'S

We can now state this section’s main theorem, which we prove at the end of the section.
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Theorem 40 Suppose we want to sample from some distribution ™ on the manifold M, starting from
distribution my with M = sup ¢ v ‘Z?((;)). Suppose there exists a set S C M with(S) > 1-0((edyp) /M),
such that for every xo € S there exists an (R1, Ra, R3, 9, ¢)-nice set Q, C Ty,(M). Moreover, let ) be
the isoperimetric constant of the pair (M, g). Then, for any § satisfying Ry < 1, 8?R3 < 1, 3Ry < 1,
the mixing time to reach a distribution within TV distance ¢ of 7 is bounded by

O(log(M + 1/€)(18) > (log(c) + log(m))?).

The technical core of this section is Lemma 46, which establishes the closeness of the one-step distri-
butions of the Markov chain. This will allow us to prove Theorem 40. We will then use Theorem 40 and
the bound on the isoperimetry of the target measure from Theorem 6 to prove our main mixing time result,
Theorem 4.

To prove Lemma 46, we start with some definitions. The overall plan is that we approximate the density
of a Hamiltonian step as written in Equation (34) as in Equation (35) and bound its change going from xg
to 1 for most of the vectors v, within a nice set in the tangent space of zg.

Definition 41 Consider a family of Hamiltonian curves ~ys(t) for time interval s,t € [0, d] all ending at y,
where (0) = x, and ' (0) = v,. Define the local push-forward density of v, ~ N (0,9~ ') onto y by

Pvg; = det JUQ; V ‘g(y)‘e—HvzHg/27 (34)
where J,* is the inverse Jacobian of the Hamiltonian after time 4, sending v, to y, which we denote by

Ham?. we consider the Jacobian as an operator between the tangent spaces. The push forward density at
y with respect to the manifold measure is given by

P(y) = > P (y).
vg: Hamd (z,vy)=y
Note that dg(y) refers to the manifold measure. Define the approximate local push-forward density of v, as

6 - 2
Pty = e (= [ LD (@) Vgl v e 11, (35)

t=0 2

Lemma 42 (Lemma 22 in Lee and Vempala (2018)) For an R-normal Hamiltonian curve, for 0 < §% <

1
& we have

(6%R1)?
10 -

Lemma 43 (Lemma 32 in Lee and Vempala (2018)) In the setting of Lemma 44, for an (R1, R3) normal
Yo, denoting %'ys (0) by z, we have

[log(P (y)) — log(P"* (y))| < (36)

1.d

f@”%(o)ﬂz < {0z, 2)| + 36° Rs]|z]|.

Lemma 44 (Change of the pushforward density) Consider the family of smooth Hamiltonian curves ~ys(t)
up to time 0 from xq to x1 pointing towards y, namely ~vy(0) = xq, v0(d) = y, and v.(0) = v, regarding a

point & = ~,(0) along the geodesic between xq to 1 whose tangent to the geodesic is z = %'ys (0). Then,

given that vs(t) is (R1, R2, R3) normal and ||V%,Ys(t)’yg(t)|| < 10/6 for 0 < s,t < 8, under 6> < R% we

have

d -
0 1og(P*(y)) < [(vz, 2)| + 26° Ry + 36*Rs.
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Proof Simply differentiating Equation (35):

g _
5[ S los(P ()| = | - (s;i(/t:0 0D @) -

O t(5—1t). d
(5 )!d tr(®(t))|dt + |(vg, 2)| + 36° R 2.
t=0 S

where we used Lemma 43 with v, = +.(0). Furthermore, using the Ry normality property and noting our
assumption ||z|| = H%%(O)H = 1, we have,

d
50 llvallg]

[ tr(@ ()] < Balll S0l + 819 g (D) < 1Ry,

where the last inequality follows from our assumption (which will be imposed by the definition of Nice sets
in Lemma 45). Therefore,

11
LHS < |{vg, 2)| + 35332 + 30°R3.

Lemma 45 (Change in probability of events under approximate density) Ler Q,, C T,,(M) be a
(R1, Ro, R3,0,c) nice set in the tangent space of xo with >Ry < 1. Let x be an arbitrary point in the
geodesic between o and x1. For vector v, in the tangent space of x with Ham?®(x, vy) = Y we can
consider the family of hamiltonian curves ~ys(t) between xo = ~y(0) and x1 = ~5(0) with v5(6) = y for all
0 < s < 0.Now let py, be the finite measure obtained by restricting the normal distribution in the tangent
space of « to vectors vy, for which the corresponding vy, = v,(0) € Qq,. For a pointy € M, let ]Bg(y) be
the approximate pushforward density of p, onto M, defined as

Pr(y) = P2(y) = ( > P (y) ) dg(y), (37)

ve: Hamd (z,vy)=v, Vo €EQu

where ]5;1 (y) is defined in (35). We define 15”() to be the corresponding finite measure. Now given a fixed
event Y C M with probability P"(Y') > 0.001, we have

5’7 log( P”(Y))) < 2¢1 + 363 Ry + 282 R, (38)
and for all Y :
d ~
5‘ — log(P"(Y))‘ < erv/n+ 283 Ry + 362 Rs, (39)

where cy is a polylogarithmic factor in m and c. Note that ng depends on x = 74(0), and we are fixing
the set ()5, in the tangent space of x.

Proof Let P” be the density of further restricting P" to vx ’s for which (v,, z) < ¢; for a factor c1 that we
pick polylogarithmically large in m, where recall z £ o 4 ~.(0), and P2 be such that P"(y) = P1 (y) +
P (y). Note that

EP(Y) | mPPY)\ (PIY)N | (EPEY)N (PR(Y)
vy |- (d?l(xj) )(Gog) * <~dP;<Y> )Go)
_ LHSl<PIZE§;) + LHSQ(]B{EQ). (40)
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But note that for the first term

EP () (P )\ ( Pl (w)
LHS; < /va: Hamé(m’vm):yz’;me@mo, 1 ‘ ( dpuz (y) ) ( ~1n(y) ) (PEL(Y)) ‘dg(y)
< /Y (1];15(%))> (‘ (vg, z)‘ + 03Ry + 52R3) 6 tdg(y)
< (1 4 26°Ry + 36°R3) /0.

To see why the second line holds, note that the Hamiltonian curve from z to y is (R, R2, R3) normal from

our assumption for time ¢t € (0,6). The second line follows from Lemma 44 and the fact that 2w <,

Pry) —
The third line follows simply by the choice (v,, z) < ¢1.

Similarly for the second term
LHS, < <|(vm, |+ 283 Ry + 35233) /5 < (2c\/ﬁ + 263 Ry + 352R3) /6,

where in the last inequality we are using the fact that | (v, z)| < 2¢/n. This is because P” is defined in
Equation (37) as a sum on only v,,’s that are in @,,, which means (¢) is a nice family of Hamiltonian
curves. Hence, from the definition of Nice sets, we have ||vgz]| = ||74(0)|| < 2¢y/n. Therefore, a simple
Cauchy Schwarz implies |(vz, 2)| < ||vz|l4/|2]lg < 2¢y/n.. Now first note that combining these and putting
back in (40) implies

n n
?ng;) (1 + 26° Ry + 362R3) + (i’ig;) (2ev/m + 26° Ry + 38°R3).  (41)

This immediately implies Equation (39) as P*(Y) = PMY) + PJ(Y). To show case (38), first we use the
fact that the densities regarding P™ and P™ are within factor two of one another from Equation (36) and the
assumption 5%2R; < 1, and combine it with the assumption P™(Y) > 0.001 to get:

5| S 1os(Pm (V)| < (

0.001 < P*(Y) < 2P™(Y), (42)
PR(Y) < 2PM(Y). (43)

Second, note that we can bound (v,, z) as

s

[(va; 2)| = [(75(0), 2)] < |<v6(0),2‘>|+/ [V .y (0)7r(0), 2)]

r=0 ar
s

< [z, 2)] +/_0 IV ., 07 Oz < [(6(0), 2)] + 10, (44)

where in the last inequality we used the property of the nice sets to bound ||V & N (0)7;(0) ||. Note that the
dr T

variable (vg,, z) is Gaussian with variance ||z[|> = 1. Therefore, using Gaussian tail bound (see 1), we
can pick ¢ > 20 large enough such that |(v,, z)| < ¢; happens with probability at least 1/(800cy/n), and
¢1 = O(log(m) + log(c)). Combining this with Equation (44) implies P3'(Y) < 1/(800c¢y/n) from the
definition of P;'. Combining this with Equation (43), we get

PY(Y) < 2/(800cy/n). (45)

Finally combining Equations (42) and (45) reveals Py(Y)/P™(Y) < 1/(2¢cy/n), and plugging this into
Equation (41) completes the proof of Equation (38).

31



GATMIRY KELNER VEMPALA

Using the bounds on smoothness, we will show that one-step distributions of RHMC from two nearby
points will have large overlap (and hence TV distance less than 1).

Lemma 46 (One-step coupling for RHMC) Consider two points xo and x1 and suppose @, is a
(R1, Ro, R3, 0, c)-nice set in the tangent space of xo. Now given step size & such that 6> < R%? 83 Ry <
1, 6°R3 < 1 and close by point 1 such that d(zo,z1) < & for 6 = (0.16)/(2¢1 + 5), where d is the

distance on the manifold and c; = O(log(m) + log9c)) is used in Lemma 45, then the total variation
distance between Py, and P, is upper bounded by 0.5.

Proof Similar to (37), we define

Ply) = ( > P (y))dg(y)-

ve: Ham® (z,02)=y, voq €EQuq
First, note that for any event Z C M, from the definition of Nice sets
|P2(Z) = Puy(2)] < P(v ¢ Q) < 0.001. (46)
Suppose Y C M be a set for which
P, (Y)— Py (Y)>0.5. 47)
This means P,,(Y") > 0.5, and moreover from (46)
P (Y) = PL(Y) 2 Poy(Y) = Py (V) = P(vgy ¢ Qay) > 0.499, (48)
which also implies
Py (Y) > 0.499. (49)

But now using the assumptions on Ry and R3 and plugging Equation (49) into Equation (38) in Lemma 45
we can state

5|4 log(PM(Y))| < 6(2¢1 +5)/6 <0.1,

which by integrating from s = 0to s = 6 implies at time s = 6 we have

log(P2 ) () — log(P22 | (V) < 0.5,
or in other words

Pl (Y)/Pl(Y) < 1.11. (50)

Now again applying the boundedness of the ratio between P™ and P" from Equation (36) and assumption
2Ry < 1, we obtain

Py (V)P (Y), Py (V) / Py (V) < 111, (51)
which combined with Equation (50) means

P (Y)/PL(Y) < 1.4
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This implies
Pr(Y) =Py (Y) <04
This further implies from (46):
Py (Y) = Py (Y) < P (Y) — P (Y) 4 0.001 < 0.401,
which contradicts Equation (47). This completes the proof. |

Theorem 40 now follows easily from Lemma 46, Lemma 23, and Theorem 25.
Proof [Proof of Theorem 40] With the given choice of §, Lemma 46 implies that, for every xg € S and
every 1 within distance d(zg, z1) < O(d/c1) for ¢; = O(log(m) + log(c)):

TV (Tag, Tay) < 0.01.

Using Theorem 25, for p = P(S¢) = O((ed))/M) we get a lower bound on the s-conductance for s =
O(e/M):

o2 > Q(cf (16)?).

Now using Lemma 23 with the same choice of s,

H, d2\"
dry (mg,m) < Hg + e <1 - 28> <,

where we used the fact that H; < Ms = O(e) (recall the definition of M) and the fact that we pick ¢ of the
order log(M + 1/¢€)(p3)2c? as Hy/s < M. The proof is complete.
|

Finally, Combining Theorems 40 and 15 and Lemma 16, we prove the main Theorem 4.

Proof [Proof of Theorem 4] Given a fixed parameter ¢ > 1, Lemma 72 implies that there exists a high
probability set S = S, C M, with

7(S) > 1 — poly(m)e=(), (52)

(Recall 7 is the distribution supported on the polytope with density e~“?) such that every zo € S has a
corresponding set 0, € T,(M) such that

* The initial velocity v, € T},(M) which is distributed according to NV'(0, g(z) 1) is in @, with prob-
ability at least 0.999,

* For every v, € @), the Hamiltonian curve with initial velocity v, is (¢, 1)-nice.

Now given that we pick parameter J so that it satisfies the condition in Lemma 16, i.e.,:

§ < = !

>~ ~ )
éeacsn/c? + an/agnt/

and given ¢ > 20, then we conclude that for any family of Hamiltonian curves ~,(t) for which 7{(0) = v,
vs is (O(c), d)-nice for every s € (0,9).
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Furthermore, Corollary 66 also guarantees ||V 4 (1) %( )| < X forall 0 < s,¢t < 6. Combining

these with Theorem 15 and since our hybrid barrler is agn-third- order—€ -self-concordant according to
Theorem 7, we conclude that @, is a (J, R1, Re, R3)-nice set with parameters:

Ry = ca(¢ + av/ag)v/n,
Ry = cy(c? +Oé\ﬁ+f5
R3 = c4(E(V/n + cnd) + ndcar/ag,

where ¢4 = O(c3) and c3 is the factor in Theorem 15 and recall ag = (%)P% As we see shortly, we
pick p = 4 — X for A = O(1/log(m)), in which case c3 and ¢4 become polylogarithmic in m. Now for
the same parameter ¢ we considered above, we wish to satisfy the conditions in Theorem 40 on 9, namely
62Ry(c) < 1, 6%2R3(c) < 1, 83Ra(c) < 1 (We have used this notation to emphasize that Ry, R, R3 are
functions of c).

Hence, the conditions on ¢ translate into

1

0= O(m)a
5= 0<M>,
5= O<W>,
1
0= O(ci/2n1/3cl/3(a¢50)1/3)’

1
((04 T 03625)1/2a1/2a01/4n1/4)'

Note that a sufficient condition on § which satisfies all of the above constraints is (note that ¢ > 1)

s_ L] 1 L

(53)

For a factor ¢5 = O(c}l/2 + cac3).
Now to satisfy the condition P(S) > 1 — O((edt))/M) in Theorem 40, noting Equation (52), we set

c= \/log (poly(m)M/(ev)) = O(y/log(Mm/e)).
On the other hand, from Theorem 6, we see that for the choice of p = 4 — A converging to 4 from below

(A is a parameter smaller than one), the square of the isoperimetry constant is

2 1
¥? = O(max{m ToiTp, 2/p11  poly( Ja}). Indeed, by picking A = O(1/log(m)) for small enough
constant, we can make sure

1
4/p—1

¢? = O(max{m3n"2/3 ¢sal)

for cg = poly(ﬁ). On the other hand, note that by this choice of A, we get 4/;)%1 = O(log(m)), hence
the factors cg, c3, ¢4, c5, and cg become polylogarithmic in m. Now plugging this % and  from (53) into
Theorem 40 and noting the choice of ¢ we get the following mixing bound:

min{a ", n?3m3} max{n??, n*3(a/ag) ¥, n'2a\/ag } log(M + 1/€) log(Mm/€)polylog(m) log(c)
=min{a~!, n?Pm!/3} max{n?/?, n?3(a\/ag)??, n' 2an/ag } log(M + 1/€) log(M /) log log(M /€)?polylog(m).
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But note that if a\/agn!/2 > n2/3 or n2/3(a,/a0)2/3 > n2/3 then a1 < n2/3m1/3. Hence, the mixing
time boils down to

min{a "' (n?3 + n?3(a/ag)?? + ay/agn'/?), n3m'/3} log(M) log(M /€) log log(M /€)?polylog(m),
<min{a 0?3 + a7 VB3pP OO 4 m/Onl/3 nA3m13Y 10g(M/€)? log log(M /€)*polylog(m).

Appendix D. Geometry and Stability of Self-concordant Hessian Manifolds

In this section, we prove the smoothness of the operator ®(¢), namely we show that a nice Hamiltonian
curve is (R, Ra, R3) normal. Importantly, we do not explicitly work with the expansion of the metric g
and its derivatives using our hybrid barrier. Instead we exploit the strong-self concordance property that we
show in Theorem 7 to prove the desired smoothness bounds, hence our framework potentially can be applied
more broadly. Interestingly, in order to bound the trace of certain operators that arise from bounding the
smoothness of the Hamiltonian curves on manifold, it turns out that writing them as the average of random
low rank tensors will enable us to apply our strong self-concordance estimates more efficiently and provide
sufficient bounds to improve the mixing time. In this section, for sake of clarity of the presentation of the
proofs, we use < to indicate an inequality by ignoring the polylogarithmic factors in m.

D.1. Bounding R,

Lemma 47 Given a agn-third-order-U-self-concordant barrier ¢, assuming (t) is (0, c)-nice, then for
the parameter Ry regarding the Frobenius norm bound of operator ®(t), we have

Ry < e3(c® + ay/ag)v/n,
where c3 = poly(wl_l).
Proof Directly follows from Lemmas 52 and 48. |

Throughout the proof of Lemmas 52 and 48 we assume (¢) is (, ¢)-nice and avoid repeating this condition.
For fixed time ¢, we refer to (t) and +/(¢) by = and v respectively. Furthermore, when referring to Riemann
and Ricci tensor, or operators ® or M,, we mean these operators on the tangent space on point . First,
recall the definition of the Frobenius norm:

H‘b(t)”% = Ev1,v2~N(0,g_1)E<vla <I>(t)1j2>2.
To bound Ry, i.e. the Frobenius norm of ®(t), note that
O(t) = R(.,v)v + My(.),

where R is the Riemann tensor and M, is obtained from the bias vector p. For brevity, sometimes we refer
to M, by M. In particular, for vector £ we have

R(¢,v)v = g~ 'Dg(v)g~'Dg(v)¢
+ 9 'Dg(£)g ' Dg(v)v, (54)

M(E) = V(V(a8) + 5 Vel ox(g D)),

where tr(g~'Dg) is a vector with its ith entry equal to tr(g~'D;g). We start from the Riemann tensor. The
proof of this bound follows directly from the second-order /,-self-concordance of g.
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Lemma 48 (Frobenius norm of random Riemann tensor) Assuming ||[v|lz00 < ¢, vy < ¢v/n, we
have

IR(,v)v][F < v/n.
Proof For the first term of R(.,v)v as written in (54):

Eyy vs~A(0g-1) (01 Dg(v)g™ ' Dg(v)v2)? = Ev, 0,01 Dg(v)g ™ Dy (v)v2v3 Dg(v)g~ ' Dg(v)vy
= Eqy 0,01 Dg(v)g~'Dyg(v)g~'Dg(v)g~'Dg(v)or
< [lsull&Eof gur = ||sullsn < ¢*n.

For the second term of the Riemann tensor:

Epy uyo(0g—) (0] Dg(t2)g Dg(v)0)? = By, ,0" Dg()g Dy (ua)oro] Dy(ua)g~ Dg(v)
= E.,v Dg(v)g~'Dyg(v2)g ™ 'Dg(v2)g ™ 'Dg(v)v
< Eu 0112 0 ll02]13 000 T 90
S loll v’ gv < ',

|

2/n as an upper bound on the

where we used Lemma 115 to bound E,, ||vz]|3 .. Lemma 48 states ¢
Frobenius norm of R(¢,v)v given that the curve is nice.

Next, we prove a lemma regarding the expansion of the operator M, applying the covariant derivative.

Lemma 49 (Subterms for operator VM,) We have the following expansion for the subterms of operator

M,:
(Vor (V(29)),v2) = vg Dg(V(ag))v1 + vy D*(ad)or,
(Vu, (g7 tr(g7'Dyg)), va) = v3 Dg(&)v1 + vy D(g€)vn, (55)
where
¢ £ g 'tr(g7'Dy).
Moreover,

vy D(g€)v1 = —tr(g 'Dg(v1)g 'Dyg(v2)) + tr(g~'D?g(vi.v2)). (56)
Proof By differentiating the first term:
(Vor (V(ag)),v2) = (—g~'Dg(v1)g~'D(ag) + g~ 'D*(ag)[v1] + g~ 'Dg(V(ag))v1, va).

But noting that V(a¢) = g !D(«a¢), the first and third terms are the same and we get the result. For the
second term:

(Vo (g7 tr (97" Dg)), v2) = vg Dg(£)v1 + vg D(g&)v1. (57)
Finally, for the second argument of the Lemma
v3 D(gé)v1 = vy D(g€)(v1)
= —v, tr(g 'Dg(v1)g ' Dg) + v; tr(g~'D3g(v1,.))
= —tr(g 'Dg(v1)g 'Dyg(v2)) + tr(g~ ' D*g(vi,v2)).
[ |

Before we proceed, we state some useful bounds for ¢ and its derivative that we use later in the proof.
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Lemma 50 (Bound on ||&||) We have

I€llg < v/n.

Proof We have

I€]2 = tx(g'Dg) g 'tr(g'Dyg)
=E,.n(0g-1)0  Dg(v)g~ 'Dg(v')0’
< Eyn0g-1)v Dg(v)g~'Dg(v)v
SEufv]l? v gv Sn, (58)

where the first inequality above is due to Cauchy-Schwarz, the second one we used the first-order /,-self-
concordance to pull out ||v||; 0. and the third one is due to Lemma 115. [ |

Next, we show the following bound on the derivative of &, i.e. ||D(§)(z) ||§:

Lemma 51 For the derivative of £ in direction z we have

IDE©)()I5 < nll=lly.

Proof Note that

_ T _ _ _ _
ID(€)(2)|2 = tr(g'Dg) g 'Dg(2)g 'Dg(z)g~'tr(g ' Dy) LHS;
+tr(g 'Dg(2)g 'Dg) g~ tr(g ' Dg(2)g ' Dyg) LHS,
+ tr(gleQQ(z, .))Tgfltr(g71D2g(z, J))- LHS;

For the first term above,

_ T _ _ _ _ _ T _ _ _ _ _
tr(g-'Dg) g7 'Dg(2)g ' Dg(2)g ' tr(g'Dg) < tr(g'Dg) g (g7 /*Dg(z)g~*)?g *tx (g7 Dg)
_ T _ _
< ||z[2tx(9"'Dg) g 'tr(g”'Dg).

following the argument in (58):

LHS; < |[ss,:[37 = [|2]3,00m

1

For the second term, we write the second g~ within the tracec as an expectation E,. (o, I)v’ AN

tr(g 'Dg(z)g 'Dg) = tr(Dgg~'Dyg(z)g~")
= Eytr(Dgg 'Dg(z)v'v'")

= E,Dyg(v')g~' Dg(2)v'.
Therefore, using independent normal vectors v, v’ ~ A(0, g~1), we can rewrite the second term as
LHS; = E, v Dg(2)g~'Dg(v)g~'Dg(v')g ™ Dg(2)v/
= Eywz' Dg(v)g~'Dg(v)g ' Dy(v)g ™ Dg(v')z
< Eyz'Dg(v)g~'Dg(v)g~'Dg(v)g™'Dy(v)z
S Bzl

12,00 S NI2115-
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where the first inequality follows from Cauchy-Schwarz and the second one follows from first-order self-
concordance, and the third one from Lemma 115. For the third term similarly

LHS; = Evyv/NN(Oyg—l)’UTDg(Z, v)g 1 Dg(z, v )V’
= Ev’v/zTDg(v, ’U)g_ng(v', v')z
< Eyz'Dg(v,v)g ' Dg(v,v)z

SEull2ll3 10112 0 < N12115-

T,00 ~J

Combining all three bounds similar to our argument for V(«¢) we conclude

IDE)(2)llg S 12lla,00vn < [I2]lgv/n (59)
|

Next, using Lemma 50 we bound the Frobenius norm of the M part in the following lemma, again only
using second-order £..-self-concordance of g to bound each of the four terms.

Lemma 52 (Frobenius norm of operator M) We have

HMQ;HF S Qn/Qn.

Proof To bound the Frobenius norm of the first part of the first term of operator M stated in Lemma 49:

Eoy v (091 (0] Dg(V())v2)* = Euy 1,0 Dg(V(a))vavs Dg(V(a))vr
= o’y 0] Dg(V)g ™' Dg(Vo)vy
= a’Ey, Vo' Dg(v1)g~ ' Dy(v1)V¢
< By, |01 IV 0; S naao,
where in the second line we are switching v; and V¢ as v] Dg(V) into V¢ Dg(vy), which is true due to
the symmetry of the derivatives of the metric on Hessian manifolds, i.e. 0rg;; = 0;9;x = 0;g:1- In the last
inequality, we used the fact that ¢ is has agn as its self-concordance parameter. For the second part of first
term of M, note that D¢ = ¢, so the Frobenius norm is at most n automatically. Next, for the first part of
the second term of M, again based on Lemma 49
Eoy womn(0.9-1) (V] Dg(€)v2)? = Evy Dg(&)v1v] Dg(€)ve
= B¢ Dy(v2)g~ ' Dy(v2)¢
< EHSzmzHgongf <n,
where in the last line we used Lemma 50. For the second part of the second term of M, from Lemma 49:
Euy,05 (01 D(9Q)v2)* S Etr?(g~'Dy(v1)g~ ' Dy(v2)) + Etr?(g~ ' D?g(v1.v2))
for the first part
Etr?(g~'Dg(v1)g~'Dg(v2)) = Euyug.0(Byan0,g-1y0 " Dg(v1)g™ ' Dy(va)v)?
< Evl,vz,v(UTDg(vl)g_ng(U2)U)2
= Euy 00 Dg(v1)g™ ' Dg(v)vavg Dg(v)g~ ' Dy(v1)v
= Ey, 00 Dg(v1)g™'Dg(v)g~'Dy(v)g~'Dy(v1)v

S B lIsz0l3ollseaZllvlg < -
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For the second part:
Eopuyt2?(g7 ' D?g(v1,v2)) < Buy (v DPg(v1,v2)0)°
=y, 1p.0(v D2g(v1,v)v9)?

= IEUI,vzﬂ,vTDZg(vl7 v)vgngDQQ(vl, v)v

= EULUUTDQQ(Ul, v)gilDQQ(vl, v)v

S Euy 82,0, HioHSz,ngoHv\@ Sn.

D.2. Bounding R,

Here we state the bound on Rs.

Lemma 53 Given a (c2, agn)-third-order-U-self-concordant ¢, for point x = ~s(t) on a (c,d)-nice
Hamiltonian curve ending at yo(9) with v = vs(t) = ~(t), namely that || v;(t)|,(),00 < ¢ and ||v5(t)|lg <
c\/n along the curve up to time t = 0, suppose we wish to bound the change of the trace of the operator
®(t) in parameter in direction z = ‘~(t). Then the curve is Ro-normal with

Cc

Ry = n03(c2 + /oo + \/ﬁ(g

),

according to Definition 13, where c3 = poly(ca). In particular,

d d
[t @O) < B (15960 g + 61V o k0.
Proof Directly from Lemmas 54 and 60. |

In the following, we show Lemmas 54 and 60. Again we assume that 7 is (¢, d)—nice in all of the
sections without repeating, and refer to 7,(¢) by . In sections D.2.1 and D.2.2, we bound the change in the
M, part and the Ricci part of @, respectively.

D.2.1. BOUNDING THE CHANGE IN M,

Given a distribution e~*?(*) that we want to sample from, we study the properties of the derivatives of the
corresponding operator M which is defined as

Mz(vlqu) - <Vmﬂ(95)av2>> (60)

where

p(z) = V(ag)(x) + %g_ltr(g_ng) = g7 'D(ag) + %g_ltr(g_ng),

Recall from Lemma 49:
1
LHS = (Vy, (V(ad)) + 5V, (g~ 'tr(g~'Dg)), va) = (A1 (1), v2) + (Az(v1), v2). (61)

where we defined matrices A (v1) and Az(v1). Here we introduce the main lemma of this section which
bounds the derivative of the trace of M:
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Lemma 54 (Bound on the change of operator M) For the operator M defined in (60) and for any direc-
tion z, we have

ID(erM,)(2)] < (1 + Vaga)nl|zlly.

Proof To prove Lemma 54, we bound the derivative of ¢r(A;) and tr(Az) in direction z separately in
Lemmas 55 and 57. As a result, the proof of Lemma 54 directly follows from Lemmas 55 and 57. |

We start from ¢7(A;) in the following Lemma.

Lemma 55 (Trace of A1) Regarding the operator Ay(v1) = V, (V(ad)), we have

D(tr(A1))(2) S avnaol 2|y

Proof Note that from Lemma 49:

D(sx(A1))(z) = (D(V(ag)) ] + 50~ Dg(V(06))ur, v2)

= U;Dg(V(O«JS))Ul + U;—D2¢U1. (62)
For the second part, note that D?(«¢) = ag. Hence
D(tr(g1D2))(2) = 0.

So we only need to handle the derivative of the first part. First, note that the g-norm of the gradient V¢
is bounded.

Lemma 56 For the gradient of the potential ¢ we have

ID(ag)|l;-1 < ay/nag.

Proof Directly from the fact that ¢ is a /cagn-third-order self-concordant barrier. |

Now we got back to bound the first term in (62), which we can expand as

D(tr(g 'Dg(V(ag))))[z] = tr(g~'D?g(z,V(ag))) + tr(g~ 'Dg(D(V(as))[z])) (63)
—tr(g 'Dy(2)g 'Dg(V(ap))). (64)

For the first term in (64), according to Lemma 56:

tr(g~'D%(z, V(ad)))

= EU/NN(O,g—l)U,TDQ'g(Z7 V(ozd)))v’

=Eyonog1)V D2g(z,0)V(ad)

< By 0.9 150 ool et oo V0 T g0y ¥ (00) Tg ¥ ()

< OZVOCO\/E\/EHSI,ZHOO
< ay/agnl|zlg, (65)
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where we used Lemma 115 to bound E,/ || s,/ || co V' T gv’ and used Lemma 95. For the second term in (64),
we follow a similar reasoning:

tr(g'Dg(D(V(a9))(2))) = Eypro,-1)v" Dg(D(V(ag))(2))v'
= Eynog-1)v Dg(v)D(V(ag)) (> >
< B[t/ [/ 90"/ D(V(0))(2) aD(V(a))().  (66)

Therefore, bounding tr(g~'Dg(D(V(a¢))(2))) boils down to bounding HD( (ag))(2)|lg- Now using the
fact that V2¢ = g, we can write

V/D(V(09))(2) gD (V(a))(2) = o/ (~(DP) Tg~*Dy(2)g~" + = T)g(~g~'Dg(2)g~ D¢ + 2)
< a/(D6) g1 Dyg(=)g~1Dyg(2)g~1Dé + ay/z gz

agnl z

(67)

Plugging Equation (67) back into Equation (66) and using the fact that || z||; - < ||z||, implies the following
bound on the second term in Equation (64):

tr(g”'Dg(D(V(a9))(2))) < nvagallz|l,. (68)

For the third term in (64), we reduce it to the first group of terms. Note that
_ _ T _
tr(g~'Dg(2)g~ ' Dg(V(a9))) = Eyopog-1)v" Dg(2)g™ ' Dg(v')V(ag)
= Eyy//"Dy(2)g~ ' Dyg(2)v'\/ V(a6) TDyg(v")g 1 Dyg(v/)V (ag)
S B[Vl 00| 2]l ,00 10 Hg\/V(acb) g9~ 'V(ag)

S a/aon| 2| g, (69)

which is the same upper bound obtained in Equation (65) and (68). Note that we used Lemma 115 to bound
Ey ||v'||¢,00||t']|g- Hence, combining Equations (65), (68), and (69) we conclude

D(tr(A1))(2) S avnaolz|-

Next, we focus on the second term in (61) and bound the derivative of the trace of the operator Ag(v1) =
Vo, (g7 tr (97 Dy)).

Lemma 57 (Trace of Ay) For operator As(v1) = Vo, (¢ tr(¢g ' Dyg)) as defined in Equation (61) we
have

ID(tr(A42))(2)| < nllzlg-
Proof Recall the definition of &:
£ =g 'tr(g~'Dy).

From Lemma 49, we have

(Vu, (97 tr(97"Dg)), v2) = vy Dg(€)v1 + vy D(g€)ur, (70)
We bound the derivatives of the two terms in Equation (70) separately in Lemmas 58 and 59. Hence, the
proof of Lemma 57 directly follows from these Lemmas. |

We start from bounding the derivative of the first term in Equation (70), i.e. we wish to bound |D(tr(g~'Dg(€)))(2)|.
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Lemma 58 Regarding the first quadratic form in Equation (70), we can bound its trace as

ID(tx(g~'Dg()))(2)| < nllzly-

Proof
According to Lemma 51, by substituting w with D{(z) in Lemma 112, we get

[tr(g'Dg(DE(2)))| < VnllDE(2)llg < Nl2llgn- (71

Moreover, according to Lemma 113 and Lemma 50:

[tr(97'Dy(&, 2))| < ValiElglizlly < nllzly. (72)
Further, using Lemma 112 combined with Lemma 50:
[tx(g”'Dg(2)g~ Dg(€))] < Valzllyllélly < nllz]g. (73)

Finally, combining Equations (71), (72), and (73),

ID(tr(g~'Dg(¢)))(2)| < ltr(g'Dg(DE(2)))| + [tx(9 ' Dy(&, 2))| + [tx (9~ ' Dg(z)g~ ' Dy(€))|
S nllzlg,

completes the bound for the trace of the first part Dg(&) of the operator in Equation (70) and the proof of
Lemma 58 is complete. |

Finally, we move on to bound the derivative of the trace of the second operator in Equation (70), namely

D(tr(g~'D(g¢)))(2).
Lemma 59 We can bound the derivative of the trace of the second operator in Equation (70) as
ID(tz(9™'D(9€)))(2)| < nll=l-

Proof Recall from Lemma 49:
vy D(g€)v1 = —tr(g ' Dg(v1)g~ ' Dy(v2)) + tr(g~ ' Dg(v1.v2)) (74)
= —’UIBﬂ]Q + UE—BQ’UQ. (75)
Now we wish to calculate the derivative of the trace of this operator, namely

D(tr(g~'D(g€)))(2). (76)

1

We separate the case when the derivative hits the outer g~ in (76). First, we calculate the derivative with

respect to the outer g~ ! regarding the term tr(g~' By):
[tx(D(g~")(2)B1)| = [tx(g ' Dy(2)g~ ' Bi)|- (77)
Note that
v{ Biva = tr(g~'Dg(v1)g~'Dg(v2)).
Note that this 2-form is symmetric and PSD since

tr(g ' Dg(v1)g ' Dg(v1)) = tr((g~/*Dg(v1)g~ /%)) > 0.
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Moreover, note that
9 'Dg(2)g7" < |l2llacog™"
Hence, Equation (77) can further be upper bounded as

|2llz.00tr(9™ ' B1) = ||2

2,00 B (0,6~ 1y tT (g7 ' Dg(v) g~ Dg(v')).

But we have already bounded the operator norm of tr(g~'Dg(v')g~'Dg(v')) in Lemma 111 by O(||52.01%)s
which implies its trace can be at most nO(||s, . ||*). Taking expectation, we have

Eyn(og-1tr(9g  Dy(v')g 'Dg(v")) < n.

Hence, we conclude
[tr(D(g~ ) (2)B1)| S nllsa,z |l oo- (78)

On the other hand, note that for the second term in Equation (75), there is a symmetry between the inner and

outer g~

tr(g~'By) = tr(g~'Dg[g']).

Hence, it is sufficient to bound when taking derivative with respect z hit one of them, for example the inner
-1

g .

Therefore, we move on to taking derivative with respect to the D(g¢) part of tr(g~'D(g€)). For this, we

can again use the trick of writing ¢! as EUNN(Ujg—l)UUTI

tr(g~'D(g¢)) = Eyv ' D(gé)v.

But from Equation (75), we have
tr(g~'D(g€)) = —tr(g~ 'Dg(v)g~'Dy(v)) + tr(g~'D’g(v, ).
Now taking derivative with respect to z:

ID(tx(g7"D(9€)))(2)| < [EuD(tx(g™ Dg(v)g~ Dg(v)))(2)| + [E;D(tr (9™ 'Dg(v,0)))(2)]  (79)
= LHS; + LHS,. (80)
But for the first term in (80), we can write:
LHS; < 2E,[tx(g~ ' Dg(2)g~ Dg(v)g~'Dg(v))| + 2E,[tr(g~ D?g(v, 2)g~ Dy(v))|
S Eollzllzcotr((9*Dg(v)g/%)?) + Eullg™/*Dg(v, 2)g~*|1llg™"*Dg(v)g™"/*[lop
S Eo|vll3 soll2 ]l 00m
< Eof|v]200ll2llgn
S lzllgn. (81)
For the second term in (80):
LSH; < [tz(g™'Dy(2)g™ Dy(v,v))| + [tx(g” ' Dy(v, v, 2))|
< llg™"*Dg(2)g*|lllg™"*Dg(v,v)g/* |1 + [|sull 5= o tr (9" 9)
S nllzllecollv

[
,00

< Eonllzgllv]lZ

T,00

S nHzHg (82)
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where we used the third order self-concordance property of g with respect to the infinity norm, as shown in
section I, and also Lemma 95. Combining Equations (78), (81), and (82) completes the proof of Lemma 59.
|

D.2.2. BOUNDING THE CHANGE IN THE RicCI TENSOR

First, we state the main result of this section, which is a bound on the change of the Ricci tensor.
Lemma 60 (Bound on the change of Ricci tensor) Given the assumptions of Lemma 53, we have
d_. . 2
}—RlCCl(vS(t), vs(t))’ < ne’,
ds
where v4(t) = ~.(t). Note that we drop the indices s, ¢ from v(t) for brevity.

Proof According to Lemma 101 Ricci has two terms. We start analyzing the first term:

Ay = —ttr(g7'Dg(v1)g~'Dg(v2)) term  Taking derivative of this subterm of Ricci tensor in direction
z:

1 _ _ 1 _ _ _
DAy (2) = —;tr(9 ' Dg(v, 2)g” 'Dg(v)) + ;tr(g”'Dg(v)g~'Dy(2)g ' Dy(v)).
Now we use Lemmas 35 and 34 to bound these terms:

tr(g~/*Dg(v, 2)g7 297 /*Dg(v)g~/?) < |lg7/*Dg(v, 2)g~ " /*|| pllg~/*Dg(v)g~/*||
S0l o ll2lleoollg ™ 299213
< |12 soll2llz,00
< |2 sollzllg < ne?|zlg-
Similarly

tr(g~/?Dg(2)g~/2g/*Dg(v)g~/2g~/*Dg(v)g~/?)

< [lg~*Dg(v)g?(||lg~/*Dg(2)g~?||F|lg~/*Dg(v)g 2|

S nlvll2 llzllg < ne?zlg-

Terms in the derivative of A; that involves the derivative of v Note that v = v4(¢) is a function of s so
we can take its derivative in direction z = %ys (t). Differentiating v with respect to z,

tr(g~'Dg(Duv(2))g~ ' Dg(v)) = Eyonog-1y0" Dg(Do(2))g~ Dg(v)v/
= Eyn0g-1Evmnrog-1Do(2)  TDg(v')g ' Dg(v')v
<Ey \/ Dv(Z)TDg(v’)gleg(v’)Dv(Z)\/ v Dg(v')g~'Dg(v')v
S Ep[[v']12 00 IDo(2) lgllv]g
S (llzecllzllg + 1V20]lg)evn

C\/ 1T
< Vally + 6 V-0,

where we used Lemma 107 to bound ||Du(z)l|4 by ||2||4 and ||V v||4, and also the fact that E|v/||z 00 =
O(4/log(m)) from Lemma 115. [ |
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Second part of the Ricci Tensor. We should take derivative of v Dg(g~'tr(g~'Dg))v in direction z,
which is the second term in the Ricci tensor according to Lemma 101. As a warm up, we first bound the
value of this term before taking derivative:

Taking derivative in direction z. First, we differentiate the inner g~ ! term in v " Dg(v)g~'tr(g ' Dg):

D(v' Dg(v)g~"tr(97'Dg))(2) = v' Dg(v)g~'tr(9~'Dg(z)g~'Dy)
= Eyv ' Dg(v)g ttr (v Dgg ' Dg(2)v))
= Ev/vTDg(v)g_lDg(v')g_ng(v’)z

S Ev[[VlI3 collvlla00l0llgll2lly S c*v/nll2]lg-

For the remaining derivatives we can substitute the inner g~' by E,/ (g g-1)0'0" . Specifically, for the
ones which do not involve derivative with respect to v:

E,/|D(v" Dg(v)g ' Dg(v')v')(2)| < Ey|v Dg(v)g *Dg(v', 2)v'| + Ey|v Dg(v)g *Dg(z)g ' Dg(v')v'|
S Evllvlle,ccllvllg o llgll2]e,00

< cnllzll-
Finally we have to check when z hits v. Again for Gaussian variable v/ ~ N(0, g~ 1).

D(v"Dg(v)g"tr(9”'Dg))(z) — Dv(z) 'Dg(v)g~'tr(g~'Dy)
= EvDu(z) Dg(v)g~ ' Dg(v')o’
< E,\/Du(2) TDg(v)g~1Dg(v)Du(2)/v' Dg(v/)g~ (v’
< Ev’HD”(Z)”gHSvHOOHSU’”00””/||g

c/n
S eval|olla,osllzllg + V20llg) < vnll2llg + 0= Vaully,

where we used Lemma 107 to bound ||Dv(z)||4 in terms of ||z||4 and ||V v||4.

D.3. Bounding R3

Here we bound the parameter R3 which is defined as the maximum possible value of the norm of ®(¢)((t),
where ((t) is the parallel transport of the initial velocity. The idea is to bound the infinity norm of ((t)
along the Hamiltonian curve, then show a more efficient bound compared to the naive operator norm of
®(t) which works with both of the norms ||s¢ () [|oc and [|¢(2)]]-

Recall the definition of the parameter R3:

[@(#)C(B)llg < Rs
where ((t) is the parallel transport of 7/ (0) along the Hamiltonian curve ~(t).

Lemma 61 (Bound on R3) For a agn-third-order-self-concordant barrier and given that the curve ~y(t) is
(¢, 0)-nice, we have

R3 = c3(c*(v/n + cnéd) + ndca/ap),

up to time §, where cs = poly(cz).
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Proof From the definition of niceness, we have a c upper bound on the infinity norm ||s./||. Using that,
we can apply Lemma 64 to obtain

Is¢lloc < dev/n.

Finally combining this with Lemmas 62 and 63:

10()¢ ||y < ¢y + 1€l (2 + av/ap)vn < 2n'/? + ey/nd( + av/ao)vn = (Vi + end) + ndcay/agp.
|

Here we show a norm bound for ®(¢) which we used to bound R3. To this end, we show bounds on the
Riemann tensor R(, v)v and operator M separately in Lemmas 62 and 63.

Lemma 62 (Operator norm of random Riemann tensor) Assuming ||s,|s < ¢, ||v|g < cy/n, we have

IR(C, v)vllg < ¢[lellg + *Vallselloo < cv/nllllg.
Proof Similar to Lemma 48, using the form of Riemann expansion in Equation (54):
IR(¢,v)v]lg < (€T Dg(v)g Dg(v)g™ Dg(v)g ™' Dg(v)6)"/
+ (v Dg(v)g ™' Dg(¢)g ™ Dg(¢)g~ ' Dg(v)v)"/?
< 0)13 00 (€7 902 + [[0]lz.00]|llz, 0001l
< g + vl iz oo

Next, we state a similar mix norm bound for operator M.
Lemma 63 (Operator norm of M) we have
1M ()ellg < 1]l + (1 + av/ao)v/nllselloo-

Proof Recall from Lemma (49):

(M()or,v5) = (Vu, (V9) + 3 Voo (g7 x(9 7D v2).
Starting from the first part of the term (V,, (V¢), v2):
lg™*Dg(Ve)t|lg = tx'/2(¢TDg(Ve)g ' Dg(Ve)l)
= tr'/2((V¢) 'Dg(¢)g~'Dg()V¢)
< [[selloclIVOllg < ay/naol|sel|oo-

Note that for the second part, D?¢) = g, hence the corresponding operator is the identity and has operator
norm one.
Next, we move on to the second term of M in (55). For the first part of it from Equation (70), we have:

lg~'Dg(&)elly = \/ {TDg(£)g—'Dg(&)¢
= \/ETDg(f)g‘ng(f)ﬁ
< [IsellooVET € = [Iselloo/n.
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where we used Lemma 51. For the second part, note that from Equation (56):

vy D(g€)v1 = tr(g 'Dg(vi)g~'Dg(v2)) + tr(g ' Dg(v1, va)). (83)

Starting from the first part, now we rewrite this term in a better way as

tr(g~'Dg(v1)g ' Dg(v2)) = Eytr(vv' Dg(vi)g 'Dg(v2)) = Eyv' Dg(v1)g™~ 'Dg(v2)v = Eyv] Dg(v)g ' Dg(v)vs.

Now due to Lemma 111 the norm of the corresponding operator is one:

2

T,00

Ellg~'Dg(v)g ' Dg(v)l||y < Ey|jv

llg < 11€lg- (84)
For the second part in (83), we write it as
tr(g 'Dg(vi,v2)) = Eytr(vv ! Dg(v1, v2)) = Eyv1Dg(v, v)vs.
Hence, the operator norm is bounded as
Eollg™" Dy (v, v)llg < EllvZs0ll€llg < 11€]lg-
|

Next, we show a bound on the derivative of the infinity norm of the parallel transported vector ¢ given
that we know the infinity norm of 4/ is constant (randomness + stability).

Lemma 64 (Infinity-norm of parallel transport) Given § < % and a (¢, §)-nice Hamiltonian curve vy, we
have fort < §:

Is¢(t)lloe < dev/n,
where ( is the parallel transport of v'(0) along the curve.

Proof As ( is the parallel transport vector, from opening up the covariant derivative being zero:

%(Ac) = AC' — (AQ) © (49)
= 5 Ag T Dg(+')C ~ (AQ) @ (4),

which implies using Lemma 95:

d _
H%(AC)HOO S Ag 'Dg(v)Cloo + 187 lsols¢]loo
S llg Dg(v)Cllg + llsylloollscllo
SellClly + cllsclloe < ev/n+ clls¢lloo,

where we used ||s/||cc < ¢ from the definition of niceness and the fact that parallel transport preserves

the norm of ¢ and [|¢(0)ly = [17/(0)||lg < y/n. This ODE implies to avoid blow up we should pick § < .
Under this condition, we further get

I¢lloe < dev/n,

which completes the proof. |

In the next section, we show the stability of the infinity norm and the metric norm of 4/ along the curve,
ct(s) where ¢;(s) = vs(t) is defined for a fixed time t.
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Appendix E. Regularity and Stability of Hamiltonian curves

In this section, we show that the niceness property holds for Hamiltonian curves with high probability, and
its stability gives rise to a family of nice Hamiltonian curves.

E.1. Stability of the Niceness Property

Here, we show that niceness property of Hamiltonian curves is stable in Lemma 65. This Lemma combined
with Lemma 72 shows that with high probability, all of the curves in the Hamiltonian family are nice. This
result can then be used by Theorem 15 (proved in Section D) and the fact that we constructed a suitable
barrier in Section F to show the existence of nice sets, which we then use in Theorem 40 along with the
isoperimetry result to prove the mixing time bound.

Lemma 65 (Restatement of Lemma 16) In the same setting as Theorem 15 for a (¢, agn)-third-order
Uoo-self-concordant barrier, suppose we are given a family of Hamiltonian curves vs(t) with s,t € (0,9)
with

5 < !
= eeges(? + av/og)yn’
where cs is the factor defined in the argument of Lemma 47 (will be polylog(m) in our setting) and ¢ is a
universal constant. Now given that ~ is (c,d)-nice for ¢ > 20, then v5(t) is also (O(c), d)-nice for all
0 < s < 0. In particular, given that for all 0 < t <6, [|Sy,(1)4s (1) lloo < cand ||75(t)llg < /1, then for all
0<t<dand0<s <6,

Vs (Bl (8),00 < 126,
175 ®)llg < 2ev/n.

Proof Suppose we denote the time until which we run the Hamiltonian curve by 4, i.e. 0 < ¢t < 4.
Suppose the argument is not true, and consider the set S to be the times 0 < s < ¢ for which f(s) =
supo<t<s||s(t,s)lloo < 12c. Since f(s) is continuous, the set S is open. Hence, if we consider the infimum
s of times s for which f(s) > 1, then the infimum is attained, i.e. f(sg) = 12¢, while f(s) < 12¢ for every
time s < so. Exactly the same way we can define the function f2(s) = supg<;<s [|74(t)||y and the first time
s1 (if it exists) for which fo(s1) = 2¢y/n while fo(s) < 2cy/n fors < s;.

First assume the case where sy < s1. Now again from the continuity of f and the fact that [0, §] is a compact
set, its supremum is attained in some time ¢y. This means

152 10 lloo < 12, (85)
Ire(to)ly < 2¢v/m, (86)

for all s < sg, while ||s%0 (to)loc = 12c. But now using this infinity norm bound for times s < sq (for the
fixed time t), we can obtain a Frobenius norm bound for ® (v (o), v4(to)) from Lemma 47 as

19 (75(t0), 74 (to)) Il < Ri = R1(12¢) = O(cs((12¢)* + av/an)v/n),

Let o(s) be the curve (o) in parameter s. Now we pick the constant ¢ small enough to satisfy the condition
82Ry < 1, so can apply Lemma 23 in Lee and Vempala (2018), which implies

va'(s)’Yé(tO)Hg < 10/67
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for every s < sg, where we are using the fact that || ¢’(s)||; = 1. But note that for s < sy we can write

d _
15 (A7) e < 1AV = Ag Dg(c)Y lloo + Iy, lloo 5,1l
< IVoY llg + l97 Dg (@) lg + 15,0 ool 54,47l

= ||VQ/’)/||9 + ||9_1D9('Y/)Ql”g + ||5’Y,Q/||OOHS’Y,’Y’||OO

< IVey'llg + c2llV lsolle'llg + € gl lly,00 (87)
10 10
< F—i—ch—i-c: ?4—(02—%1)0,

where the first line follows from opening the definition of covariant derivative and in line (87) we have used
the first-order £.-self-concordance of g. Finally, this ODE implies that ||y (o)l (t0),00 < s(X¥ + (e2 +
1)e) < 12¢ for all times s < sg (with the choice of ¢ constant large enough), which from continuity holds
also for time sq. But this contradicts ’S’Yéo(to) loo = 12¢, which completes the proof for the case sp < sj.

Next, we consider the latter case s; < sg. Similar to the above argument, until time s < s; we have
the Frobenius bound on ®(¢) from Lemma 47, and again as we have 0%°R; < 1, from Lemma 23 in Lee and
Vempala (2018),

IV g (s)Y (o) | < 10/6,

for s < s1. Now we write an ODE to control the norm of ||, (to)||4 Where tg is defined in the same way as
the previous case, and get a contradiction:

d 2 __ A / / 20 /
ZIVIE = 2V 00,975 7) S 2AV MY s 10,071 < S 1l

which implies

Dy < 2
ds’yg_é'

Therefore, at time s = ¢ the change in ||7/||, from its initial value is less than 20 < ¢y/n, which means the
value of ||7/||4 should have remained less than 2¢,/n. The contradiction completes the proof for the second
case. |

Corollary 66 In the same setting as Lemma 16, we have for all 0 < s,t < 9,

) 10
19 4 e < =

Proof Since from Lemma 16 we have R; normality for all s,t < ¢ with 5%2R; < 1, then from Lemma 23
in Lee and Vempala (2018) we have the desired result. |

Next, we show a helper lemma regarding the derivative of () in direction %73 (t):

Lemma 67 On a (¢, d)-nice Hamiltonian curve with 6 < ﬁ We have:

Ly @)@l < 1/
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Proof Note that from Lemma 16 we have ||s,:(,)llc < c. Hence, from Lemma 47, we can apply Lemma
23 in Lee and Vempala (2018) to obtain

1
IVa v ®Olly S 5 (88)

But now from Lemma 107, setting v = /(t, s) and z = L~(t, s):

d / / d /
1727 @ )y < 1V llocll 7 llg + 1V a7 (0)]l-

From Lemma 16, we have ||7/||« < ¢ and note that from our assumption on the s parameterization,
I %’YH ¢ = 1, which combined with Equation (88) finishes the proof. [ |

E.2. Niceness of Hamiltonian Curves with High Probability

The goal of this section is to prove Lemma 72. This lemma shows the niceness of the Hamiltonian curve at

parameter s = 0, which then implies the niceness of all the curves in the family by Lemma 16. To prove

Lemma 72, first we show a bound on the g-norm along the Hamiltonian curve given a bound at time zero.
Recall the ODE related to RHMC for curve +y is

Diy(t) = u(y),

where D, refers to covariant differentiation along the curve +(¢). Opening it up implies

1
V(6 + 59 'Dg(v' )y = p.

First, we show a non-random bound on the norm ||+/||4 given a bound at time zero.

Lemma 68 (Boundedness of ||.||, along the Hamiltonian curve) Suppose at time zero,
Then for all times t < 2, we have

7' 0)llg < evn.

17 )l < ¢+ t(1 + ay/ag)v/n.

Proof Note that

19~ Dg(¥' ()Y ®)llg < IV ()ll).00 17 )l g

hence, taking covariant derivative

d
I Ollg = 20V 07 (1),7'())
< 2[Y' O E)I < 20 + av/ag)Valy @),
where we used Lemma 104 to bound ||||. This implies
d
=IOl < 1+ avao)vn.
Solving this ODE,
IO < (e + (1 + ay/ao))v/n. (89)
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Lemma 69 (Stability bound on ||. ||, - along the curve) In the same setting as Theorem 15 for a (cz, cyn)-
third-order { . -self-concordant barrier, for a Hamiltonian curve with ||7'(0)|y < ¢\/n, suppose for a fixed

: . 1
time t1 < 1 we know HS’YI(tl)HOO < cfor c > 1. Then for all times t € (t; — 10c2c(1+a\/50)\/ﬁ’t1 +

1
10020(1-{-04\/%)\/7;) we have

17" (@)l 2),00 < 2¢-

Proof Consider the Hamiltonian ODE below:

1 _
V(6 + 59 "Dg('(1))7'(t) = pu((t)).
which implies
d / 1 —1 NS ®2
%(Aw)= —5A9 Dg(v)Y + Ayp — (S )77

Hence, using Lemma 95

d

%(A"W,)”oo < ||g_1D9('7,)7,Hg + ”S%’Y/Hgo + ”A'y:u”oo

< [V lly.0ll'llg + 1Y/

300+ llullg,

where we used the co-first-order /. -self-concordance of the barrier and the fact that || A 1t]|oc = ||ft]]4,00 <
|p]lg from Lemma 95. But using Lemma 68, having upper bound c¢y/n on the g-norm of ~/ at time zero
implies a bound 2¢y/n on the tangent norm of the curve until ¢ < 2, and in particular for all ¢t € (t; —

1 1 .. . . .
Toese(iFavasym i1 T m). Combining this with Lemma 104:
d
15 (A7 )loo < 2e2ev/nl7 00 + [17113,00 + (1 + av/ag) V.
This ODE implies that if at time ¢; the infinity norm bound ||y/(¢1)||,0c < ¢ for ¢ > 1, then for times within
t1 £ Toese(d +L N have an 2c bound on the infinity norm, which completes the proof. |

Lemma 70 (Stability bound on ||.||, along the curve) For a Hamiltonian curve with ||7'(0)||, < +/n,

suppose for a fixed time t; we know |7/ (t1)|lg < c¢. Then for all times t € (t; — m,tl +
m) we have

IV ®)llg < 2e.
Proof This follows directly from Lemma 68. |

Now combining Lemmas 69 and 70, we uniformly control the norms ||.||; and ||.|| s along the Hamilto-
nian curve.

Lemma 71 (Uniform control on the ||.||; and ||.||; o along the curve) Suppose we pick x random from
e=*%®) then run a Hamiltonian curve starting from x with initial vector v'(0) as N'(0,g~"'). Then, with
probability at least 1 — poly(m)ce*@(cz), for any time t; € (0, 1), we have

sy (t)lleo <,

IV (t)lly < ev/n.
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Proof From the property of the Hamiltonian curve, we know the joint density of (y(t),~'(t)) is e=®¢(*) x
N (0, g~ (x))dxdv. Focusing on the probability of the vector field v; = +/(t), we see that for each 1, alivt
is a Gaussian distributed variable with variance

T -1
a"/,ig a’Y»i S ]"

for a,; the ith row of A, ), where the inequality follows from Lemma 94. Hence, from Gaussian tail
bound 1 and a union bound on top, for a fixed time ¢ we have:

P([[s0lloc > ©) < 2me/2,

where note that ||s,, || is just the maximum of Gaussian random variables and we applied a union bound
over the entries of s,,. Moreover, note that ||v;||4 is a sub-Gaussian random variable with mean O(y/n) and
sub-Gaussian parameter O(1). Hence

B([jorlly > ev'n) < ™.
Next, consider a cover C = {tl}f(:l;r RV (of equally distant times of the Hamiltonian curve from
t = 0tot = 1. Apply the above argument for all the times in this cover with a union bound on top.
This implies with probability at least 1 — poly(m)ce=©(*), we have |[sy, [lso < ¢ and |vellg < ey/n for all

times ¢ € C, where we used the fact that o,/ = poly(m). Now combining this with Lemmas 69 and 70
completes the proof. |

Next, we prove a lemma that shows the existence of nice sets, which we use in the proof of Theorem 4.

Lemma 72 (Niceness of Hamiltonian Curves) There is a high probability region S C M such that
7(S) > 1 — O(poly(m)e=®) (where recall w(.) is the probability distribution of density e~ inside
the polytope) and for every x € S, there is a high probability region Q). in the tangent space of x, namely
P(v, € Qu) > 0.999 such that for all v, € Q, the Hamiltonian curve starting from x with initial vector v,
is (¢, 1)-nice, namely for all 0 < t < 1:

IV ®)llg < evn,

I8y llee <.

Proof For every point x € M, define (), to be the set of vectors in its tangent space such that the resulting
curve is c-nice up to time 1. Define region S to be the the set of points = on M such that p, (Q.) >
1 — 0.0005, where p,,, denotes the density of A'(0, g~!) in the tangent space of  (The constant 1 — 0.0005
is motivated by the definition of nice sets). Now if it was the case that P(5¢) > poly(m)ce©(¢"), then
under the joint distribution on (z,v), there is a region with probability at least poly(m)ce_@(CQ) such that
the Hamiltonian curve starting from = with initial vector v is not c-nice. But this contradicts Lemma 71. W

Appendix F. Derivation of Higher-order Estimates for Lewis Weights

In this section we prove the estimates stated in Section B.2 for the derivatives of the Lewis weights and the
matrices P,,G,, and A, defined in Section A.2. Just for this section, the notation < only hides universal
constants. Namely, we drop factors of p, as it is constant for p < 4, and only collect factors of 4/10%1 because
it goes to infinity as p — 4.

Our estimates build on Lemma 26, which we restate here for convenience:
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Lemma 73 (Operator H . H norm bound on the Jacobian) For p < 4, given y = G;'W_r for any
o0—>00
vector r € R™, we have

1
ylloo < WHTHOO

In particular, Lemma 26 allows us to estimate the first derivative of the Lewis weights based on the
||| 2,00 nOrm, as stated in Lemma 21. Next, we make an important observation in Lemma 74 which enables
us to drive estimate the first derivative of (=, and A, in Lemma 29.

Lemma 74 We have

~ 1
HUHLE,OOW:E <P, 0O Pz,v < 4/]7 1

Proof For the matrix f’x,v using Schur product theorem and the fact that

Pa:,v = PwRJ:,UPJ: < HU

x,ooPa:Pa: - -||UHQU,OOPJ:7
we have

P, Px,v < ||rx,vHoon oP,

1

< m!\szm!lmP&?)
1

’\< m”sx,vuoowma

and similarly
1

~ =gl Wa < Pa 0 Poy

Now using on Lemma 74, we can prove our estimates for the first derivatives of G, and A .

Lemma 75 For the derivatives of G, and A, at some point x we have
1

1
*4/]97_1||Z||x,oowx < DGa(2) < p—1 12]|2,00 W,
1 1
Tip—1 [[2]lz,00 Wz < DAz(2) < m!\z\lx,wwx-

Proof Note that from Lemma 28 we have
DP( = 2P, © DP,
=2P, © (_P:L‘Rx,v - Rx,va + 2PxRx,va)
= 2P R,, — 2R, , PP +4P, O P,,.

But we have already estimated P, ® f’gw in Lemma 74. It remains to deal with the first two terms. But for
arbitrary vector r € R™,

rTPf(f)RI’UT < \/rTPf)r\/(Rmr)Tng)Rx,vr

</ rTWIT\/(RI,vr)TWIRm,T.
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Now using Pg(ﬁz) < W, (Lemma 108),
r PRy < 17wy IRew? lw)
< Hrﬂc,vHOOHTHQw(x)

<

p—1 [olla,00 1715z

where the last line follows from the definition of 7, ,, and Lemma 29. Since r was arbitrary, we get

1 1
C4/p—1 [0]l2.00We < PP Ray + Ro o P < WHUHJJ,OOWJ:-
This implies
o @)
~ T ]| 2,00 We < DP;Y < p—1 10]] 2,00 W (90)

Finally noting the fact that G, and A, are a linear combination of ng) and W, and we have the same
estimates as Equation (90) for W, in Lemma 27, the proof is complete. |

Next, we move on to bound the second order derivatives of W . To this end, we first estimate the first
order derivative of r, ,, but before that, first we need to generalize our result in Lemma 26. We start by
making the following observation.

Lemma 76 For arbitrary r € R™,

_ ~ 1
W, P, O Py 7o < WHTHmHZHm,w

Proof For the ith entry of W, 'P, ® P,_.7 we can write

led (Py © PuRy . Po)ran| = (1o © Py ) T Pou(r © Py )|
< re: © Py [l2flr © Pay |2

< e zlloo 7]l cotwi

1
< W||Z||x,oo”7“||oowi~

Now based on Lemma 76, we generalize Lemma 26 below.

Lemma 77 For arbitrary z € R",

1
< -
o0 ™ (4/p _ 1)2 ||Z||337007
1

-1 <« __+

G:'DG )| S gyl
1

00—00 ( /p— 1)

—1 !
G, W,

,00"

G;lDAx(z)“
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Proof
From Lemma 76, we know

[w. e, o (PR, .P.)|

< .
Moreover,

Wl Pe o (RucPo))| < fisislloc| | W2 P

| S oo,
00—00 o0—00

where the inequality follows as the sum of the rows of the ith row of P(f) is equal to w(z);. Similarly we
have

nggl(Pz © (PzRgg,z))Hoﬁm < 12l 00-

Therefore, according to the expansion of DP:(L?) (z) as in Lemma 28, we get

P
co—s00 7 4/p—1

HZH%OO‘ 1)

|w.toP® @)
On the other hand, note that

1
<
50300 ~ 4/p_ 1 HZHI7007

—1 /
wa A

92)

by Lemma 27, since W, and W’/ «,~ are diagonal. Now since G is a linear combination of matrices W
and Pg), by combining Equations (91) and (92):

1

w- DG H < . 93
[Wotnea)| 5 g el ©3)
Now we can write
HG;lDGx(z)H - HG;1W$W;1DG$(2)H
00— 00 o0O— 00
<|esw.| |lwiipe.)|
o0O— 00 00—
1

< -

The argument for W, and A, follows similarly. |

Next, we proceed to bound the derivative of 7 .

Lemma 78 The derivative of 1, in direction z can be estimated as

1
ID(r2,2)(0) oo S mllvllx,oolldlx,oo-

Proof We can write

D(r;.)(v) = —G;' DG (2)G, " Was, o + G "Wy 500 — G " WS, 5040 (94)
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Now from Lemmas 77 and 26:

1

» DG (2)G; ' W, Syt
G DG(2)C, somsoe ¥ (4)p — 1P’

<Jezve.c_ Jozw

cO—r00

<1

co—oo (4/]3 - 1)2
<1

co—o0 7 (4/p— 1)27

c0—r00

—1 /
G, Wi,

G,'W,

which completes the proof. |
Now we built upon Lemma 30 to bound the second derivative of W, in arbitrary directions v, z.

Lemma 79 We have

1 1
—Wllzllx,wllvllx,mwx < DW'pu(2) <

Proof Note that

wp— 1) FlleccllVllecc W

DW/W,(Z) = —2Diag(DAz(z)rx7v) + —2Diag(AzD(rx7v)(z)).

But for the first term by Lemmas 77 and 26,

||DAx(Z)7"x,vHoo < ||W;1G:EG;1DAx(Z)Tx,Z||oo
<|wite| |erpac)| el

00—r00
1

S WHUHI@Ov

o0—00

and for the second term, using Lemma 30

W A:D(re) ()| < WA,

1
S WHU”x,mHZ’

IPEa) @) e

,00

which completes the proof.
Next, we hope to develop estimates for the second derivative of G, and A, as well. In order to do so,
we need to build some additional analytical tools. In this regard, we state two important Lemmas 80 and 81.

Lemma 80 For a symmetric matrix S with —W, < S < W, and diagonal matrices S1, So, we have

— WzHSlH < 818 + SSl < Wstln,
— W, |IS1]|[|S2]] < S1SS2 + S25S1 < W, ||S1][[|Sz]l.

Proof Using the inequality q; Sqz < \/ a; Weai \/ a9 Wqs for vectors q1, qo setas q; = Syqand gz = q:

q"S15q < VqTS1W,S1qvqTWoq < [|S1]lq" Waq.
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and similarly

1

T T

5199 S S W.q,

a4 Si qN4/p_1H 1lla’ Waq

which completes the proof. The second estimate follows in a similar mannner. |

The next lemma bounds the terms that are created by differentiating Hadamard combinations of the
projection matrix.

Lemma 81 For diagonal matrices S1, Sa, Ss(not necessarily positive),

— [IS1]l[[S2]|P? < P2SiP, © PySoP, < [|S1][|S2][ P,
— [IS1ll1S2[[[IS3]P{? < P (SaP4Ss + S3P,S2)P, © PuSi P, < [|S1]|[|S2 (S5 PP

Proof Consider the Cholesky decomposition of P:

n

T

PI - § uiui )
=1

Then for the first inequality, note that we can write PSP, as

P.SiP, =) (u Syui)usu; . (95)
i=1

Hence, for arbitrary vector ¢:

n

0" (P,S1P, O PuSoP,)a| < 3 fu] Suuill(£© i) T (P2 S2Py) (a © wi)
i=1

< f: IS1][1(£ ® ) T (P2SaP2)(q © )]
i=1
< > lISullIS2ll(a ® uwi) "Pa(a © wi)
i

= [IS1lllIS2lla"PPq.

For the second inequality, note that
a' (S2P2S3 + S3PuS2)a < 2(S2a) "Pa(S3a) < 2/IS2all2lSsallz < 2[1S2lllISs|lllall3,
which implies
—[IS2[[l[SslIT < S2P2S3 + S3P2Sy < [|S2ll[[Ss L.

Therefore

—[[S2l[ISs]| Pz < Px(S2P .Sz + S3P:S2)P, < [|S2]|[|Ss]|Pa-
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Now again using Equation (95):

(a7 (PL(S2P,S; + S5PuS2)P,) @ (PuS1Py)a

< Jul S1ui[(q © i) T (PoS2PySsP, + PoSsPLSaP,) (a4 © uy))|
=1

< [ISulIS2[1S3ll(a © us) "Pa(q © us)

= [IS1llIS2llISslla PP q.

Next, we move on to bound the second derivative of the Hadamard square of the projection matrix.

Lemma 82 For arbitrary v, 2.

1

1
“agp il

jp 1y "

|z,00 |2 ]l2,00 W < D?PP (v, 2) <

z,00[[2]]2,00 W

Proof Expanding the derivative of Pg(gz) based on Lemma 28:

D?P?) (v, 2) = 2P, © D*P,(v, z) + 2DP,(v) ©® DP,(=).
For the second term, by Lemma 81

DP,(v) © DP,(2) = Ry .PP Ry + Re o PP Rs. + RowRe PP + P
- 4Rm,z(Pme,vPr O] Px) - 4(P1Rm,vPr O] Pr)Rx,z
- 4Rm,v(P:pRm,sz @ Px) - 4(PxRx,sz @ Px)Rx,v

+ 8PacR:Jc,vP:Jc © P:JcRac,zP:v-

R, Rz

T

For the first line, using Lemma 80, the fact that PQ(CQ) < W, and Lemma 26:

R..PPRuy + ReoPPR, . + ReoRe PP + PR, JRuz < [1720llool722 loo W
@/p—12"

<

For the second line, Note that
Psz,va < ||Tz,v||oon-
Hence, by Schur product theorem

(2)

1

Therefore, by Lemma 80

1
Rx,z(Pme,va @ Px) + (P:L‘Rm,va @ Px)Rx,z < WHU

The third line is symmetric to the second line. For the forth line, using Lemma 81:

1
-1

2,001 2]]2,00 W

PacR:v,vPac © PxRx,sz <

:moouZHm,ooW%
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Combining Equations (99), (100), and (101) completes the proof for RHS of Equation (96). The left hand
side follows similarly. Next, we have on to bound the first term in Equation (97):
P, ©D’P,(v,2) =+ P, ® (RewRe 2Py + PoRo Rz + RayoPoRa z + Ra - PoRay)
~ 2P, ® (4P, Ry Ra - Py
+ PRz oPoRa: + Re 2PoRe o Py + PRy s PoRey + Re PRy 2 Py)
+ 8P, © (PR v PaRa Py + PaRy . PuRe o Py)
+ 2P, @ P,DR, ,(2)P,. (102)

The first line in Equation (102) is similar to the first line in Equation (98). The second and third lines in
Equation (102) are similar to the second line in Equation (98). For the forth line, note that by Lemma 80

Rx,szRz,v + Rx,vaRx,z < er,UHooHTx,zHooL

which implies
1
PxRx,szRx,va + PxRx,vaRx,sz < WHUHZ‘,OOHZHI,OOPCca
and by Schur product theorem
1
(4/p—1)

1
5 1[0]]z,00 |2

% J—
(4/p—1)
Finally for the last line in Equation (102). combining Lemma 30 with Schur product theorem

o
(4/p—1)°

Px © (Psz,szRx,va + PxRx,vaRx,sz) < ‘x,ooPg)

[V]]z,00l=

|,00 W

P,o PxDRz,v(z)Px =< Hv”z,oo ||Z||a:,ooPg(p2)7

which completes the proof.

Lemma 83 For matrices G, and A, we have

1 1
BTV W, < D?G,(v,2) x ———— W,
(4/])7 1)5”””90700”2”1:,00 x x(v Z) (4/;071)5“1)”%00”2“%00 -

i 1
g = leeellZlleco W < DAc(v,2) < 1 yg vllecc 2l W

Proof It directly follows from Lemmas 82 and 79 and the fact that G, and A, are linear combinations of
W, and PQ(UQ). ]

Next, we move on to bound the third order derivative of W . Similar to the second derivative case, we
need to start by estimating the second derivative of r,,. To control the infinity norms, we need to build
new tools for operators that result from the higher derivatives. We start by two important observations in
Lemmas 84 and 85.

Lemma 84 For diagonal matrices Sy, So,

HWQZI((stlpx) © (PmSQPx))Sx,v -

< [IS1loolIS2loo-
—00
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Proof Observe that the 2-norm of the ith row of the matrix PSP, is at most ||S; ||/w;. This is because

[PoS1Peel” < [[S1Psei]| = /Z 13, Pei; < 181V

Now for arbitrary vector r,

e (P2S1P,) © (P,SaPy))r = (6] (PuSaPy) © ¢] (PuS1P,)) 'r
= (¢ (P4S2P, )) (PyS1Pye;) O 1)
= (SoP4; )P.((P2S1Pe;) O 1
< [|S2Py; 2| (P2S1Pe;) © 72
< 1S2l[lI7lloo [P I (P2 S1Pes) |
= [[Sallll7lloo [P 1P (S1Pus)
< 1Sl oo 1P, v, |
< 1182 lloolI7[lo0 1Pz, IS 1P, |

= wil[S2[[[ISt ][l oo-

[ |
Lemma 85 For diagonal matrices S1,So
HW;l(Px © (PwslPxS?Pm))Hoo%oo < HSIHHS?H
Proof Note that by Cauchy Schwarz
e] (Py ® (PuSiPySoP,))r < ||PuS1PuSaPoe;||2]| Py © 72
< |1S1P2S2P el 2v/wi | 7] o
< VwillSil[PzS1Peill2]7 oo
< VwillSi[[[[SePaeill2I7]oo
< VwillStl[[IPzesl[2]1S2] 7] oo
= w;|Sa[[[[S2ll[r{loo-
[ |

Building upon Lemmas 83 and 84, we generalize Lemma 77 to handle second order derivatives in
Lemmas 86 and 87.

Lemma 86 For arbitrary u, z,

1
oo ™ m”zummuuﬂxm-

HW 1p2(P@)y(z, u)H

Proof Based on Equations (98) and (102), we collect the terms that appear in the second derivative of Pg)

(ignoring the constant behind.) To summarize our presentation here, we use the > notation below to include
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all other permutations within u, v, and z for a particular term.

DX(PP)(z,u) Y Py ® (PyRy:PoRouPo)

— Reu PP Ro
=Y ReaRe PP + POR,uRe -

U,z
U,z
— Pw O] Pme,uRm,sz (103)

To upper bound HW;l(Px ® (P;R; PR, . P.)) H regarding the first line in Equation (103), we
—
use Lemma 85. For the second line we use Lemma 8%?. l%(())r the third and forth lines we use the fact that
W, 1P5(52) < 1. For the fifth and sixth lines we use Lemma 76, which completes the proof.

00—00

Lemma 87 For arbitrary u, z,

1

oson ™~ an”xoof‘unxoo’
1

oo ™~ m\llemllullm

HW;1D2Gx(z,u)H

HW;IDZAQC(Z, u)H

Proof The proof follows from Lemma 86, noting the fact that both G and A are linear combinations of W
and P, |

Finally, building upon Lemma 87 we estimate the second derivative of r, ,,.

Lemma 88 For arbitrary v, z, u,

1
||D2(rx,v)(z,u)|] < m”“’ 2,00 [|V[|,00 /| 2|20
Proof Recall the first derivative of 7, . in direction v is
D(r20)(2) = =G, ' DG (2)G, ' Wassy + G 'Wo 500 — G ' WS, 5040 (104)

The derivative of the first term with respect to v is

D(G,;'DG,(2)G,; ' Wys,.)(u) = — G, 'DG,(u)G, ' DG, (2)G, ' W5,
+ G;lDQGx(Z, u)GI_IWxsx,U
— G, 'DG,(2)G; ' DG, (u)G, ' W5,
+ G, 'DG,(2)G ' DW, ()54,
— G, 'DG,(2)G;'W,S, w8z (105)
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Now from Lemmas 26 and 77, for the first line in Equation (105)
IG; ' DG (1)G; ' DG (2) Gy Wasiollso

< ;lDGx(U)H HGngszc( ’ HG [s2,0llo0
00—+00 00—+00 00—+00
1
S -mHU”z,ooHuHm,ooHZHz,oo'
For the second line, using Lemma 87,
IGT DG (2, 1)G 5 Wasa ]| < HW*D?Gx(z,u H HG 52.0]lo0
00— 00
(4/ )3”U||x00||uHxOOH 2| z,00-

The third term is similar to the first line. For the forth line by Lemmas 27,77, and 26

||G;1DGx(z)G;1DWm(u)sx,v||oogHG—IDGI( H HG

—1 /
wa W
o0—r

||3m72”oo
oo

o0—00 00—00

< @l

The fifth term is handled similarly noting the fact that ||S; Sz 2|lco < [|Sz.ulloc||Sz,2||co. The derivatives of

the two other terms in Equation (104) are handled similarly; the only new term is G IDW’ zu(%)8z0 When
taking derivative from the second term in Equation (104), which is handled by Lemma 79,

1

[EEawEl e ¥ (Ufp = 1)

<Je:

[w:pWeuto)]

oc0—r00 o0—00

The proof is complete. n
Now based on Lemma 88 we are ready to estimate the third order derivative of the Lewis weights.
Lemma 89 We have

1
_W”ZHLOOHUHJJOOHUHQCOOWa: < DQ(W/aJ v)(z,u) <

Proof Calculating the derivative of W', ,;:

1
)7 [12]]2,00 [l 2,00 V][ 2,00 Wz

(4/p—1

DQW/IU(U z) = Dlag( Apra ) (u, z))
=Dia ( u z rx v)
+Diag(DA rwv)( )) + Diag(DA,(2)D(rs)(u))
+D1ag( rm, z u))

For the first line, using Lemma 77

1
W, 'D?A <
|| x CU(U’ Z)TIE,UHOO — (4/p_1)
For the second line, using Lemma 30
W2 DAL (WD (r20)(2) oo < |G |WoDA@)|| D)l
00—+00 00—+00
1
< ____ -
S o
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Finally for the forth line, we use Lemma 88

W2 AaD2 (1) (20 oo < |[W3 A
1
S WHUHx,mHU

”DQ(T%U)(%U)HOO
oc0O— 00

‘$,OO||Z||CC7007

. This

where we used the fact that A, is a linear combination of W, and PS;Q) to bound HW; TA,
o0—00

completes the proof.

Finally, building upon all of the tools we developed, we drive estimates for the third derivatives of A,
and G,. The key is Lemma 89 combined with the following key Lemma in which we control the third

derivative of Pg,?).

Lemma 90 For arbitrary v, u, z,

1 1
_m\\ullmllvllmllzuoowx < DPP(u,v,2) < muunmuvuwuzuwwx.

Proof Similar to the proof of Lemma 86 in Equation (103), we collect all possible terms when differentiating
(2)

three times from P, ignoring the constants.
D3P;2) (u, v, 2)
=P, 0 ( > P.ReuRe:PeReoPo+ Y PoReuPaReoRa Po
+ ) RewPrRewPoRo
+ ) RewReoPrRaeoPo+ Y PoRePrRouRan
+ ) RewPoReoRe:Po+ Y PrRouReoPaRa
+ > PoReuReoRe: + > ReuReoRe, P
+ 3 (PoReuPo + ReuPo + PoRow) © PoRyoRo Py
+Y (PoReuPs + ReuPo + PoRaow) © PRy o PRy P
+> (PaReuPy + Re Py + PoRow) © (RpoPoRe 2Py + PuRy o PaRy o). (106)
(2)

The first four line can be upper bounded by m 10| 2,00 ||| 2,001 2]| 2,00 P2/ using Lemma 81, and the
fifth line has the same upper bound from Lemma 80. The rest of the lines are handled similarly by Lemma 81.

The point is, all the terms in Equation (106) are of the form
S1(PzS2P;) © (P3S3P,)S4,
for diagonal matrices S; and Sy, such that
[SvITIS2[IS3HISall < M7z vlloollz.ullcoll7z.2 llo-
Hence, combining Lemmas 80 and 81, we get

oWy =% DSPgZ)(UWa z) X ||7“m,U||00||7":E,v|

=7z ulloo 72w |l |72 2| oo |72,z ]| 00 W,

which completes the proof by the fact that ||74 y||oc < m |v]|2,00 by Lemma 26. [ |

Finally based on Lemmas 90 and 89, the estimates on the third derivatives of G, and A, follows.
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Lemma 91 We have

1
_mHUHJE,OOH”Hm,ooHZHz,ooWz < D3Gz(u,v,z) <
1

-

1
mHuHm,ooHUHm,OOHZHz,oonv

1
)7HUHa:,ooIIUHx,ooHZIIx,oon-

(4/p—1

002|200 Wa < D3AL (u, v, 2) <

z,ooHv

Proof The proof follows from the fact that G, and A, are a linear combination of W, and Pg(f) and third

order estimates on W, and P;(EQ) in Lemmas 89 and 90, respectively. |
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Appendix G. Isoperimetry of the Hybrid Barrier

In this section, we prove the bound on the isoperimetry constant for our hybrid barrier stated in Theorem 6.
We prove this isoperimetry by efficiently bounding the barrier parameter for our Hybrid Barrier. In a high
level, we exploit the fact that while the log barrier and the Lewis weight barrier for p < 4 are both smooth,
the unit ellipsoids of their local norms are complementary to each other in approximating the symmetrized
polytope, in a way that adding them up improves the overall quality of this approximation. In Figure 3 we
have visualized our hybrid barrier and the Lewis weights barrier in approximating the symmetrized polytope.
We start from the definition of barrier parameter borrowed from Laddha and Vempala (2021).

Definition 92 (Barrier parameter) A convex barrier function ¢ for polytope P has symmetric self-concordance
parameter (barrier parameter) v if at each point x € P inside the polytope the Dikin ellipsoid of ¢ at z,
namely E, = {v € R*| v"V2¢(x)v < 1} satisfies E, C PN 2x —P C \V/VE,.

As we mentioned in Section 1.3, it is easy to check that the symmetrized polytope P N 2z — P is the set
of points within radius one in the ||.|| ;o norm around z, i.e.

PN2z—P={x+v||v)]re <1}

Therefore, £, C P N 2x — P is equivalent to having ||v||z0c < |lv||g for all v. Next, we provide some
intuition on how we show this inequality.

For a,, ; the ith row of A, note that if we have a bound on the quantity Hazﬂ-HE_l = ali g !

a ; for our
metric ¢ = V2¢ and all i, it enables us to control the infinity norm of s, ,, which is equal to ||v|| 0, via the
following simple Cauchy Schwarz on the ith entry of s, ,:

-
|s2.0;] = lag o] < vllgllazillg-1-

Recalling the definition of g = g1 + g2 as the sum of the Lewis Weights metric g; and the log barrier metric
g2, one might hope to upper bound ||a, ; H;_l as

T -1 T -1 T AT -1
Ay iG Qui < Ay g7 i < Gy (Ay WeAy) ™ ag, (107)

where the last inequality use the fact that g; can approximated by Al W, A, as AJW_ A, < ¢1 <
pA] W_A,, (Lemma 18.) On the other hand, according to the fixed point property of Lewis weights (see
Lemma 116), we have

ag (AL WP A ay ;= w, P < 1, (108)

Comparing the left-hand side of Equation (108) and the right-hand side in Equation (107), one might hope

to estimate A] W_A, by AIW;Q/ PA, up to log factors in order to upper bound alig_l

tunately such estimates are possible Lee and Sidford (2019) between AIWmAm and A;—W}D_w PA, for
poly-logarithmically large p’s, but here we cannot pick p > 4 as our infinity-norm estimates break. As a
result, if we only consider the Hessian of the Lewis weights barrier g;, the quantity a;i gl_lax,i might be

az ;. Unfor-

orders of magnitude larger than its counterpart a;i (AxWi_Q/ P )A;) ta,; in Equation (108).
Nonetheless, we show that adding the log barrier to the Lewis weight barrier and appropriately rescaling
the metric g indeed enables us to bound a;’i g_lam.

Ya,.i, we start by comparing ATWL /P A, with the matrix § 2

To prove the desired bound on aL- g~
AJTWQCA:E + %AIA% which is proportional to the Hessian of the hybrid barrier before scaling by .
This estimate enables us to analyze the quantity a;ig_lam via Equation (108). We state this estimate in

Lemma 93
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Lemma 93 (Léwner comparison with different weighted matrices) For the PSD matrix § = A;FWxAx—i-
%AIA% we have

o

AJWI=2rA, < (n /g,

Proof First, note that that for having the inequality A;—W;Q/ PA, < B (AIWIAI + %AIAI) for a
positive real (3, it is enough to guarantee

WL 2P < B(W, +1).

which is equivalent to picking S such that for all indices 1 < ¢ < m,

— n
wei' P < Blwa; + ). (109)
m
The first thing we notice is that if wglcl.—2/ P <p =, then the inequality is already satisfied. Hence, without
loss of generality we assume
n,_1_
Wy > (B—)1-2/p. (110)
m

in this regime of w; to pick a § which satisfies Equation (109), we need to have
Buwg2/P > 1.
But using Equation (110), it is sufficient to have
()52 1,

which is satisfied if we pick /3 as large as

8= (@)2/73'

n

This completes the proof. n
Now based on Lemma 93 we upper bound aL g 1a,; for the hybrid barrier.

Lemma 94 (Taming the hybrid metric) For the metric of our hybrid barrier g = V¢, we have for every

T —1
Ay 9 agi < 1.

Proof Note that using Lemma 18, we have

- n n 1
g = A;—er:cA:c + 7A;3rAcc S0+ 7A;A$ =9,
m m a0
2
where recall that ag = () 2F» is the normalizing factor of the hybrid barrier (Equation (4).) Hence, using
Lemma 93:

m

_ - m _ _
aoa;rg Lo, < a;rg La; < (E)Wpa;r(A;—Wi 2/7’A) Lo, < ( )2/pwxi2/p. (111)

n
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On the other hand, by the definition of g and the fact that the leverage scores of any matrix are less than one:
aoa g la; < a G a; < q (ATW A7ty = wy” Lwgi Y %a T(ATW AL)” Yawg;'/? < w; =t (112)

Balancing Equations (111) and (112) implies

2/p
aoa) g a; < ()T (113)
n
hich completes the proof as ap = (™) T¢%/7 m
which completes the proof as g = () .

Finally, using the result of Lemma 94 we estimate ||. || 3,00 by ||.|4-

Lemma 95 (Bounding infinity norm by the ellipsoidal norm) Given an arbitrary vector z € R",

[0]]2,00 < [|v]lg (114)

[ollg < Veaon(p + Do)z, (115)

Proof First, we show Equation (114). For arbitrary 1 < ¢ < m, we have using Lemma 94 and Cauchy
Schwarz:

jal vl < y/al g~taiv/vTgu < [lvllg,
which means

< [lvllg-

lv

To show Equation (115), note that using Lemma 18, we have

UTglv < pzwzisx,v? < pzwzist,v”Zo = np”””?:,om
% %

and

n
VT = 3 5002 < nllsaalZ = nllo) o
7

Noting the definition of g = (g1 + g2) in Equation (15), the proof is completes. |

Finally using the estimates in Lemma 95 we prove Theorem 6. To this end
Proof [Proof of Theorem 6.] From the estimate ||v||; < \/aon (14 p)||v|lz,00 in Lemma 95 we see that

if we scale the ellipsoid {v| v'g(z)v < 1} by \/pn(2 )2/P+1 then it includes the symmetrized polytope
around x, whose unit ball is exactly {v| ||v||z 00 < 1}, ie.

{vl [v)la,00 <1} C {\/pn( )2/p+1v\ vlg(z)v <1}, (116)
On the other hand, from Lemma 95 we have

[¥]lz,00 < llv]lg,
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which implies that the unit ball of the norm, or the Dikin ellipsoid, is contained in the symmetrized polytope
around z, i.e.

{v| v g(x)v <1} € {v] [|v]|lz,00 < 1} (117)

Combining Equations (116) and (117) implies that the symmetric self-concordance parameter v defined

2/p
in Laddha and Vempala (2021) is at most 7 < pn(**)2/»+1, which in turn implies that the distribution e~
has isoperimetry with constant at least
1 1 n

72 mw T (118)

with respect to metric g as desired.
1

Furthermore, from the normal co-self-concordance of ¢ by Theorem 8 (recall c; = poly( 4/177_1)) and the

fact that ag is a-relatively strongly convex with respect to ¢, then Lemma 8 in Gopi et al. (2023) implies an
isoperimetric inequality with constant poly( ; /;_1 )y/a for the measure e ~*?dz on the manifold with metric
of the Hessian of ¢. Combining this with the first isoperimetric constant in Equation (118) completes the

proof. |
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Appendix H. Riemannian Geometry
H.1. Basic Manifold Definitions

In this section, we go through some basic definitions in differential geometry that are essential to know in
our proofs. A manifold is defined abstractly as a topological space which locally resembles R™.

Definition 96 A manifold M is a topological space such that for each point p € M, there exists an open
set U around p such that U is a homeomorphism to an open set of R".

Tangent Space. For any point p € M, one can define the notion of tangent space for p, T,(M), as the
equivalence class of the set of curves v starting from p (~(0) = p), where we define two such curves ~yy and
1 to be equivalent if for any function f on the manifold:

%f(%(t))‘tzo - %f(%(t))‘tzo'

On can define a linear structure on 7},(M), hence it is a vector space. Now given a positive definite quadratic
form g(p) on the vector space 1),(M), one can equip the manifold M with metric g. While the definition
of a general manifold is abstract, putting a metric on it allows us to measure length, areas, volumes, etc.
on the manifold, and do calculus similar to Euclidean space. Next, we define some basic notions regarding
manifolds.

Differential. For a map f : M — N between two manifolds, the differential df), at some point p € M is
a linear map from 7;,(M) to T,y (N') with the property that for any curve v(t) on M with (0) = p, we
have

& (5(0) = 5 FR)0). (19)

. As a special case, for a function f over the manifold, the differential df at some point p € M is a linear
functional over T},(M), i.e. an element of 7);(M). Writing (119) for curve ; with %%(0) = Oux;, testing
property (119), we see

of

t=0  Oz;

& (0rs) = - FO(1) (3 (0))

We can write df =), a%d:ci.

Vector field. A vector field V' is a smooth choice of a vector V' (p) € T},(M) in the tangent space for all
pE M.

Metric and inner product. A metric is a tensor on the manifold M which is simply a smooth choice of
a symmetric bilinear map over M. Alternatively, the metric or dot product (,) can be seen as a bilinear
map over the space of vector fields with the tensorization property, i.e. for vector fields V, W, Z and scalar
functions «, 8 over M:

(V+W,2)=(V,2)+ (W, 2), (120)
(aV, W) = aB(V, W). (121)
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H.2. Manifold Derivatives, Geodesics, Parallel Transport
H.2.1. COVARIANT DERIVATIVE

Given two vector fields V' and W, the covariant derivative, also called the Levi-Civita connection Vy W is
a bilinear operator with the following properties:

valvlJraQVQW = Oélv‘/iVV + OZQVV2W,
Vv(W1 + Wg) = Vv(Wl) + Vv(WQ),
Vv (aWy) = aVy (W1) + V(a)Wy

where V() is the action of vector field V' on scalar function «. Importantly, the property that differentiates
the covariant derivative from other kinds of derivaties over manifold is that the covariant derivative of the
metric is zero, i.e., Vi g = 0 for any vector field V. In other words, we have the following intuitive rule:

Vv (Wi, Wa) = (Vy Wi, Wa) + (W7, Vi Wa).

Moreover, the covariant derivative has the property of being torsion free, meaning that for vector fields
Wl, WQZ

Vw, Wa — Vi, Wi = [Wq, Wal,
where [, W] is the Lie bracket of W7, W5 defined as the unique vector field that satisfies

(W1, Wal f = Wi(Wa(f)) — Wa(W1(f))

for every smooth function f.
In a local chart with variable z, if one represent V' = ) V'Ox;, where Ox; are the basis vector fields,
and W = Y W'dx;, the covariant derivative is given by

VyW = Z ViV, = Z Vi ZV- (WIdx;)

= ZVZ23 (W9)d;) +ZVZZW Vidz;)

= ZV Wﬂ )0;) +ZZV1WJ Zr Dxg) =

- Z V(W) + ZZV’WJFk )Ozy,.

k
The Christoffel symbols F are the representations of the Levi-Cevita derivatives of the basis {Ox; }:
Vou,;0x; = Z F c%sk

and are given by the following formula:

F?j = % Z 90 gmi + DiGm; — Omij)-

Above, g/ refers to the (i,7) entry of the inverse of the metric. In the following Lemma, we calculate the
Christoffel symbols on a Hessian manifold and g = D?¢ is the Hessian of a convex function.
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Lemma 97 On a Hessian manifold with metric g we have
1
k k
Fij = 529 ngij
m
Proof Since the manifold is Hessian, we have

0i9mi = 0i9jm = Om9i; = Dijm,

where Dgi; i, is just the notation that we use for Hessian manifolds.

H.2.2. PARALLEL TRANSPORT

The notion of parallel transport of a vector V' along a curve «y can be generalized from Euclidean space to a
manifold. On a manifold, parallel transport is a vector field restricted to « such that V.,/(V') = 0. By this
definition, for two parallel transport vector fields V' (¢), W (¢) we have that their dot product (V (), W (¢)) is
preserved, i.e., &(V(t), W (t)) = 0.

H.2.3. GEODESIC

A geodesic is a curve v on M is a “locally shortest path”, i.e., the tangent to the curve is parallel transported
along the curve: V4 = 0 (7 denotes the time derivative of the curve y.) Writing this in a chart, one can see
it is a second order nonlinear ODE which locally has a unique solution given initial location and speed.

2
M (t)

di d
— i Chipk gy (122)

o dt dt W
17-]

H.2.4. RIEMANN TENSOR

The Riemann tensor is a particular tensor on the manifold which arise from the covariant derivative. Namely,
it is a linear mapping from 7),(M) x T,,(M) x T,(M) — T, (M) defined as

R(X,Y)Z =VxVyZ -VyVxZ —VxyZ.
The Riemann tensor can be calculated in a chart given the following formula:

8F ri
al‘ k 8:61

7
Ry =

—Tj,I%,)- (123)

In the following Lemma, we calculate the Riemann tensor on a Hessian manifold:

Lemma 98 The Riemann tensor is given by

1 .
~4""Dgr1p9"* Dyt k.-

. 1 .
Rjjy = =59" Do kpg" "Dz 15 +

4
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Proof We consider the terms in Equation (123) one by one. For the first term

ori. 1 .
J il .
ka = 8’%(5 ;9 QDgleJ)
2
1 0 1 0
=3 > 00,(9"*)Dguyi; + 3 > 9204, (Dgeis)
32 52
1 < 1 ,
=-3 > 9"“Dgurpg"*Dyeyi; + 3 > 9" D2 granij.
52 62
Similarly
ori . 1 . 1 .
L= =2 " Dgupg”*Dgeski + 5 > 9" D gieai;-
oxy 2 - 2 =
Hence
or:. ori. 1 . 1 .
J kj 14 ¢ 14 ¢
— Y —_ D D 2D . — D D 2D .
o " om = 3 ;9 9ekp9"* Dot + 5 ;g 9e1pg”* Dy,
2 2

For the third and forth terms

) 1 )
> Tipll; = 1 2 9" Daapg”*Daesij,
p 12

. 1 )
> _Tilh, =12 9" Dgupg”* Dgssij-
p Lo

Combining Equations (124) and (126) and plugging into (123) completes the proof.

H.2.5. Ricci TENSOR

(124)

(125)

(126)

The Ricci tensor is just the trace of the Riemann tensor with respect to the second and third components or

first and forth components, i.e. the trace of the operator R(., X)Y:
Ricci(X,Y) =tr(R(.,X)Y).
Equivalently, if {e;} is an orthogonal basis in the tangent space, we have

Ricci(X,Y) = Z(Y,R(X, eies).

1

(127)

Lemma 99 (Form of the Ricci tensor on Hessian manifolds) On a Hessian manifold, the Ricci tensor is

given by

1 B _ 1 _ _
Ricci(vy,va) = —Ztr(g ng(vl)g 1Dg(vg)) + fvlTDg(g 1't:r(g ng))vg.

4
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Proof Using the form of Riemann tensor in (123) and the definition of Ricci tensor in (127)

N O TS
Ricci(9;,0k) = Z (le— 83:1] +Z( kpffj— lpFZj>)
P

i=l=1

n

1, L

= > —9"Daekpd”*Does1j + 79" Dge1pg" *Does
i=l=1

_ _ 1 _ _
= —tr(g” ' Dgrg™'Dy;) + Je; Dglg™ tr(g™ Dy))ex.

Therefore, for arbitrary vector v; and v
o 1 -1 -1 1 -1 -1
Ricci(vy,v2) = ) vijuar( = ;Tr(9”'Dorg ™' Dg;) + Dylg'tx(g'Dy)))
gk

1 - 1 L
= —tr(g 'Dg(v1)g 1D9(v2))+1v1TDg(g tr(g ' Dg))vs.

H.2.6. EXPONENTIAL MAP

The exponential exp,,(v) at point p is a map from 7},(M) to M, defined as the point obtained on a geodesic
starting from p with initial speed v, after time 1. We use 7;(z) to denote the point after going on a geodesic
starting from z with initial velocity V F', after time ¢.

Lemma 100 (Commuting derivatives) Given a family of curves v4(t) for s € 0,5’ and t € [0,t'], we
have

Ds&ﬁs (t) = Dtas’)/s (t)
Proof Let 9, and 9; be the standard vector fields in the two dimensional R? space (¢, s). Then, we know

D;0iys(t) — Di0svs(t) = [0s7s(t), Orys(t)]
= [0, 0] = 0.

where [., .] is the Lie bracket. [

H.3. Hessian manifolds

In this work we are working with a specific class of manifold whose metric is impoesd by the Hessian of our
hybrid barrier. A nice property of Hessian manifolds is that the terms in the Riemann tensor which depends
on the second derivative of the metric cancels out, and we end up just with the first derivative and the metric
itself. Specifically, for a Hessian manifold recall from Lemmas 97, 98, and 101 we have the following
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equations for Cristoffel symbols, the Riemann tensor, and the Ricci tensor:
1, _
Iy = 5(9 'Drg)ij,
. ory.  ori. 4 .
R:, = —Y _ J i TP _T¢ TP
IR By, 0x; + Zp:( kp™ 1 lp kj)

1, 1,
= 59" Dorkpd”*Dor, 1 + 79" Dgespg” Dot
£,6o

. . 1 ]
Ricci(Ok,0;) = Z _Zgl,eDgf,k,pgp’é2Dgfg,i,j +
0,02

1

W4 V2
492’ Dgeipg”*Dge, k.-

As we mentioned, the change of the determinant of the Jacobian matrices .J, ™ regarding the Hamiltonian
family (s(t)) between x( and x; is related to the rate of change of the Ricci tensor on the manifold. In
Lemma 101 below, we concretely record the Ricci tensor for a Hessian manifold in the Euclidean chart,
based on the metric g and its derivatives.

Lemma 101 (Form of Ricci tensor on Hessian manifolds) On a Hessian manifold, the Ricci tensor is
given by

1. _ 1 _ _
Ricci(vy,vg) = —Ztr(g 'Dg(v1)g™ ' Dg(vs)) + ZUIDg(g Yr(g7'Dg))vs. (128)

We use the formula of Ricci tensor on manifold in section D.2 and bound its derivative to bound the
rate of change of the pushforward density of RHMC going from z( to x; in section D.2.2. Note that we
only need to have a multiplicative control over the change of density of a sampled Gaussian vector on the
destination point on the manifold, as we move from xg to ;.

H.4. Hamiltonian Curves and Fields on Manifold
Proof [Proof of Lemma 12] We start from the ODE of HMC:
Ve (1) = p(ys(t))-

Taking covariant derivative in direction s:

Dspu(vs(t)) = DSVQI(t) = DsDt'X/s,(t)

= vas'?’s (t) vat'ys (t)’x’? (t) .

Now we apply the definition of Riemann tensor. Namely for arbitrary vector fields X, Y, Z, we have

VxVyvZ —-VyVxZ = R(X, Y)Z + V[X7y}Z.

Setting X = 0s7s(t) and Y = 0;,(t), we first observe that [057s(t), O1ys(t)] because they are just the
application of the differential of ~y to the standard vectors ds and 0 in R2. Applying this above

Dpt(7s(t)) = Vo) Voo (1) 7s () — R(Dsys(t), Orys(t))va(t). (129)

But note that because 0;7;(t) and 0s7ys(t) are the image of the differential of ~,(¢) applied to J; and 9y, we
have

Vors(t)Vs(t) = Vo, 10s7s(t) = J'(2). (130)
Applying Equation (130) to Equation (129):

Dapu(ys(t)) = J"(t) = R(J(t), ()74 (t)-
Noting the definition of the operator M completes the proof. |
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H.5. Variations of Geodesics and One-Step Closeness of the Markov Kernel

To bound the one-step closeness of the Markov operator for our algorithm, the object of study in this paper
is variations of Hamiltonian curves. However, to give some intuition and provide some more background
about the discussion in Section 1.4, we first overview the variations of geodesics on the manifold; suppose
7s(t) is a variation of geodesics, i.e. vs(t) is a geodesic in ¢ for every fixed s € [0, '], and ~,(0) is also a
geodesic in parameter s from z( to x;. For brevity, we sometimes refer to the curve ~(¢) by (¢). To see
how fast the geodesics 75(t) changes as a function of s at time s = 0, for a fixed ¢ we take the derivative of
vs(t) with respect to s at time s = 0 this gives us a vector field J(t) along v (¢):

J(t) = 9s70(t) = Oss(t) o’
s=
This vector field, called a Jacobi field, is a fundamental object in studying the variations of geodesics.
Importantly, one can write a second-order ODE to describe how J(t) evolves along the geodesic given
initial conditions J(0), J'(0)

D7 J(t) = R(J(t),y ()7 (t). (131)

where the second derivative J” (t) is the covariant derivative on the manifold with respect to 7} (t), i.e., D; =
V”/{)(t)’ and R is the Riemann tensor. We will provide some intuition on how the Riemann tensor effects in
the behavior of geodesics presently. The point is we can study the Jacobi field ODE to estimate how fast the
initial velocity is changing along the geodesic from xq to z1, for this family of Hamiltonian curves with the
same destination y. Now consider a direction e perpendicular to the velocity +/(¢) = ~((t) of the geodesic
at time ¢, i.e., (7/(t),e)q = 0. Looking at the dot product of the vector R(e,~'(t))7'(t) on the right hand
side of the Jacobi field ODE in (131) to e itself, the quantity (e, R(e,~'(¢))7/(t)) is intuitively measuring
how much the Jacobi field is growing or shrinking in direction e, meaning whether the geodesics vs(t)
parameterized by s are converging or diverging in direction e at time s = 0. This quantity is known as the
sectional curvature of the plane spanned by e and +/(¢). Now consider a unit orthonormal parallelepiped at
time ¢ = 0, denoted by a set of orthonormal vectors {e;}I" ; in the tangent space of y(0), where e; = +/(0),
and look at the evolution of its volume along the geodesic when each e; evolves according to the Jacobi
Equation; in each directions e;, the parallelepiped is either expanding or squeezing, depending on if the
geodesics are converging or diverging in that direction, which in turn depends on the sign of the sectional
curvature (e;, R(e;,~7'(0))7(0)). Indeed, one can characterize the rate of change of this parallelepiped
along the geodesic by summing the sectional curvatures for all {e;}?" ,, which gives the Ricci curvature of
the manifold at y(0) in the direction 7/(0): Ricci(v/(0),7/(0)) = > i {ei, R(es, 7' (0))7/(0)).

On the other hand, the determinant of the Jacobian J;j”s of the Hamiltonian map, a quantity of our
interest to bound the change of density from xq to x1, can be characterized by the ratio of the volume of this
parallelepiped at the beginning and the ending time ¢. which can be written as a time-weighted integral of
the Ricci curvature along the geodesic.

Fortunately, one can extend these arguments to variations of Hamiltonian curves instead of geodesics.
As a result, instead of the Riemann tensor in the Jacobi fields Equation (131), we end up with a slightly
different operator ®(¢) (defined in 11) which can be decomposed into a “geometric part,” the Riemann
tensor, and a “bias part,” M, which comes from the derivative of the Hamiltonian bias p(z), defined in
Equation (8).
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Appendix I. Third-Order /. -Self-Concordance for the Lewis Weight Barrier

Here we show the third-order ¢..-self-concordance of the hybrid barrier.

Lemma 102 (Third-order /..-self-concordance for the Lewis weights barrier) For p < 4 for arbitrary
direction v € R™

1 1

—m”UHx,oo||Z”x,ooHUH:c7oogl < D3gl(v,z,u) < m”””xm”z

Proof Here we first carry the same argument as in the proof of second-order ¢,-self-concordance. Namely,
if the derivative with respect to one of the variables contains A, then we can similarly reduce the problem to
our estimate for the second-order /..-self-concordance, in the proof of Lemma 35. Therefore, here we only
bound the terms in which all of the derivative with respect to v, z, and v do not contain A,. Based on the
formula of g; in Equation (19):

D3¢ [v, z,u] = Al (D3W,[v, z,u] + 2D3A . [v, 2, u]) A,
+2(1=2/p) Y A (DAs[v,u,2]Gy " Ay + AyGy ' DAL, 2, u)) A,

x,OOHUH:aoogL

+2(1-2/p) > Al (DAL[v, ulDG, ' [2]As + AuDG, ' [2]D AL [v, u]) Ay
+2(1-2/p) Y A (DAL DG, [z, u]A; + AzDG, ' [z, u]DAL[v]) Ay
+2(1 —2/p)A} (A.DG, v, 2, u]A,)A,. (132)

In the above, the sums mean all possible ways to distribute derivative directions in that particular way; as an
example,

> A DAL, ulDG, 2] Az A, = A] DA, [v, ulDG, ' [2]A, A, + A D

U,z
+ A, [v, 2]DG; Hu]ALA,
+ AJDAu, 2]DG, [u] ALA,.
It is clear that we only need to deal with one of these terms per sum. We start from the first line in Equa-
tion (132). Using the estimates in Lemma 33 we can write
1
(4/p—1)3
For the second line, it is enough to bound the quadratic form qTA;rDAm [v, u, z]Gm_lAwAwq as the other
term is symmetric.

A (D3W,[v, z,u] + 2D3A ) A, < AW A,

TAIDA[0,u, 21G; AyArg < \/aTATGY2(GS/* DA, u, 21G2Y22GY 2 A 01 /aT AT ALGE AL A,

(133)
Now similar to the trick that we used in Equation (27),
_ - ) ) _
(Gx1/2DAx[v,u,z]Gx S m”“”imllu 33700HZ||§:,00(G$ I/QW:val/Q)Q
1 - —
S WHUH%W”“ 2 sollz2 PP (W AW, W 1/2)2
1
< Ga7p Ty I ellull ccll 21 e s
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Plugging back Equation (134) into Equation (133):

qTAIDAx [v,u, Z}Gglequ S 3 HU||JJ,0<>HUH%OOHZHI,OOP\/QTA;GxAzQ\/Z;\/QTAIAxAglAzAwq

b
(4/p—1)
S

T
< Wp- 1)3”U||:c700||UHLOOHZ||1,OOQ 91(x)q.

Therefore

1

ADAL[v,u, 2]G 1A A, + AT ALG DAL, u, 2]A, < W||v||x7oo||u|]x,oo\|z\|z7oog1.
p_

For the third line, using Lemmas 36 and 31
¢"DAL[v, uDG; 2]ArALqg < VqTATALALq

2
X \/qTAIDQAx [v, u]W;1/2 (ngcﬂDG;l[z]W}vm) W;1/2D2A$ [v,u]A,q

<VqTATAAq

_ _ 2
X 74/;_ . | 2]] 2,00 \/qTA;WQIE/2 (Wm 12p2p, [v, u|W 1/2) WéﬂAzq
< V4 TATALALq
P lzllecollollsellull oo/ T AT WA g

X —||Z
(4/p—1)3 |
200 ||V ||z00 1,00 " 91(2) 4

p

= @p-1

The terms in the forth line in Equation (132) can be bounded exactly similar to the third line, except that we
should use Lemmas 36 and ?? instead. To deal with the term on the fifth line Equation (132) we prove the
following estimate on the third order derivative of G !:

Iz

Lemma 103 We have

1

- - 1
a7y =y lesllullecc 2l et < D26 0, u,2) <

-1 I

-1
200Gy -

|z,00 |2 /| 2,00 |2
Proof Note that

DG, [v,u, 2] = D*(G,'DG,[u]G, v, 2]
= DG, '[v, 2]DG4[u]G;
+ Y DG, ' [v]DG,[u]DG; (2]
+ ) DG, '[v]DG,[u, z]DG, "

+ Z G, 'DG,[u,v,2]G, .

U, 2
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As before, we use the trick of building squares in Equation (27) to bound these terms. The first line is
handled by Lemmas 36 and ??. The second line is handled by Lemmas ?? and 36. The third line is handled
by Lemmas 31 and 36. Finally the forth line is handled by Lemma 33. |

Now using Lemma 109 the final line in Equation (132) is upper bounded as
1

(4/p—1)7
p

S -1

A;—AID?’G;1 [u,v, 2] AgAy < 2,001V 2,00 Hz\|mmA;—A;pDSGr;1 [u, v, z] AgAy

[l

[l 00 llv]l,00l|2[|z,0091 (),

which completes the proof.

Appendix J. Remaining Proofs
J.1. Proof of Lemma 36

Proof Note that from Lemma 29

1
D -1 — —lD - -1 < —1
and similarly
1
- G ! < DG (v).

For the second derivative
D2G;(v,u) = =G, DG, (u,v)G; ' 4+ G, DG, (v)G; ' DG, (v)G; ! + G;'DG, ()G, ' DG, (v)G; L.

For the first term using Lemma 31

_ _ 1 _ _ 1 _
G, 1DGZ(u,v)Gx1 = WHU |2,00 [V :v,oonlGxGa: b= WHUHLw”UHLme g
(135)
For the second term using Cauchy Schwarz for the quadratic form ¢' G;'DG,(v)G;'DG,(u)G; q it
1

is enough to upper bound q' G;'DG,(v)G, ' DG, (v)G; qand q' G;'DG,(u)G; ' DG, (u)G; 'q by
G, !. But by Lemma ??
G;'DG,(v)G;'DG,(v)G; "' = G;*(G,*DG,(v)G; /*)?G,1/?
1 2
S e vl
OrEE
Writing the same bound for G, 'DG.(u)G, 'DG,(u)G ! we conclude
1
-1

G,

G, 'DG,(v)G; ' DG, (1)G, " + G, ' DG, (u)G; ' DG, (v)G; ' < W”“Hx@o”“’ 200Gy
(136)
Combining Equations (135) and (136) implies
_ 1 _
D*G; ' (v,u) < WHU’ 200l [t ,00G5
The proof of the left side —m 0]|z,00 |l 2,00G5 L < D2GL 1 (v, u) follows similarly. [
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J.2. Norm of the Bias
Lemma 104 We have
liellg < (1 + av/ag)v/n.
Proof For the first part
IVollg = [[D@lg-1 < ay/nag
from Lemma 56. For the second part, writing tr(g~'Dg) as an expectation
tr(g_ng) = vaN(O,gfl)Dg(U)va
we have for independent v, v ~ N(0,g71):
lg~"tx (g~ Dg)|l; = Evprv Dg(v)g~ Dy (v )’
< E,v ' Dg(v)g~'Dg(v)v
< EUHSUHEOUTQU sn,

where we used Lemma 115. This completes the proof. |

J.3. Comparison Between Leverage Scores
Lemma 105 Let
5 = (Wi2A,97 ' AW/,
Then
iwi < (0P,

which implies
2/
51'/’11)2‘ < (T)l“';;?.
n
Proof Simply note that g > (%)2/ pAIWiQ/ P A, which implies

(WY2AL(ATWLI2/PA ) TTATWY?), 0 < w??

J.4. Norm Comparison Between Covariant and Normal Derivatives

Lemma 106 Given a family of Hamiltonian curves ~y, for t € (0,8) where 7y is (0, c)—nice and Ry normal,

defining v = vy(t) = +.(t), then under the assumption that 6> < 1/Ry and H%%(O) o”g = 1 we have
5=

forallt € (0,9)

d
—ol(t <5
|50l <5

10
||Vd%70(t)vo(t)”g < 5

1 Log@)] fp<er 2
ds s s=0 9= (5
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Proof Since we have 2 < 1/R; along the curve, Lemma 23 in Lee and Vempala (2018) implies for all
t € (0,0):

d d
- < 5Bl —
575 @)llg < 5l -7s(0)llg = 5,

10
IV 4 %(t)vs(t)Hg < S

ds

But now from Lemma 107
d d
||£vo(t)\lg < ”S'yo(t),vHOO”£’YO(t)Hg IV vo®llg,

As always, our parameterization in s is always unit norm, so || %Wo(t) |¢ = 1. From niceness of the curve
we have |5, ()v/lco < ¢, which completes the proof. [

Lemma 107 For a vector field v and arbitrary vector z at point © € M, denoting Dv(z) by v/, we have
[V'llg < [[0]la,00l12llg + V2 (0)llg-

Proof We have

1
V.(0) = + 597" Dg(0)2,

SO

1W'llg < IV=()llg + lg~ Dg(v)zlly < [V=(0)llg + lIsz,0llol2]ls-
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J.5. Iteration complexity of Gaussian Cooling

Proof [Proof of Corollary 5] First, note that from Lemma 38, ¢ is self-concordant with self-concordant
parameter ¥ = agn. The Gaussian cooling schedule introduced by authors in Lee and Vempala (2018) can
be used to relax the requirement of having a warm start for our sampling algorithm, resulting in an efficient
algorithm for computing the volume as well. The idea is that sampling from Gibbs distributions e (%)
with smaller variance or larger « is easier, so one can start from sampling in a large temperature « and
gradually decrease it. Lemma 45 of Lee and Vempala (2018) shows that the Gaussian Cooling algorithm
accurately estimates the volume with any self-concordant barrier function. We now proceed to bound the
running time, as this depends on the sampling time in each phase of the GC algorithm.

The Gaussian cooling of Lee and Vempala (2018) evolves in phases where in the ith phase it generates
k; approximate samples from the density proportional to e~ ¢(#)/ o7 inside the polytope, where

b= 0V 10g(V1) if o? <

v
€2 € n’

ki = @((\f +1)e2 1og(%)7 O.W.

1 v
Oit1 _O—z(l—i_ﬁ) if o < -
2 . o 1
o;f = (1 4+ min{—, = }). O.W.

V2

starting from 03 = ©(e>n~3log™*(n/e)) until o goes above O(%log(2)). Note that the temperature
parameter is given by a = 1/02. Now at each phase i going from temperature 02-2 to 01-2+1 we have an
approximate sample from e~?®)/77 which can be used as a warm start for sampling from e *@)/ Ui2+1,
specially as k;+1 < k;. Therefore, our main Theorem 4 implies that the mixing time of sampling at each
phase is of order

O(min{a’1n2/3 Fa3RB9 4 p1/3p,1/6 m1/3n4/3})

_ O(a_1n2/3 1 L/35/9,,1/9 _{_n1/3m1/6)‘

Now in the first case when o—? < % = o, we have o > aio. On the other hand, due to the update rule of o;
in this case, it takes y/n phase to double o and in each phase we take k; = (:)(g) samples. Hence, the total
number of RHMC steps to double ¢ in this case is bounded by

O((a‘an/?’ 4 a3l g3 /6) \/727; x /)
€
= O((agn®? + aé/3n5/9m1/9 + nl/3ml/6)€%)
nA/31/3
€2 )

O(
In the other case when Uf > % = o, we have a < aio Then, the total RHMC steps to double o in this case
can be upper bounded after substituting v = nag as

nA/3m1/3

O((a‘1n2/3 + /389 1/9 +n1/3m1/6) « 612(\2’; +1) x (\é; + 1)) = O(T)
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This means we can calculate the integral of e~“%(*) for any « using O(M) steps of RHMC up to
1 £ e. Moreover, if we just want to sample from e —a6(2) jp the polytope, we do not have to take k; number
of samples at phase i but only need one sample. As a result, the €? in the complexity is omitted and we end
up with the complexity O(n4/ 31/ 3) for sampling without a warm start. |

J.6. Other helper Lemmas

Lemma 108 We have the following relations between Pg(cz), A, and W .

(2)

Proof For the first inequality, note that the sum of entries of the ith row of the matrix P is equal to W ;.

Hence, the matrix W, — Pf) is a Laplacian so it is positive semi-definite. The second inequality follows
from the fact that A, = W, — Pg), and that Pg) is PSD. For the third inequality, using the fact that
P;S;Q) < W, we can write

Lemma 109 We have
1
C(d/p-1)

Proof Note that

_ 3 e 1 _
3”“”:6 oo llt]lz,00 |2 lz,00 G '< D‘;le[v,u, 2] < 3HUHJJ,OOHUHI,OOHZH:v,oon1-

S 4/p-1)

D3G v, u, 2] = D*(G,'DG,[u|G,)[v, 2]
= DG, '[v,2]DG.[u|G,"

u,v,2

+ Z DG '[v]DG,[u)DG, ! []
+ ZDG VDG, [u, 2] DG
+ Z G 'DG,[u,v,2]G, .

U, 2

Lemma 110 For any positive integer n, vector v, and matrix g < g we have

91/2(9—1/299—1/2)n91/2 <9

Proof Directly from the fact that if A < B, then for any matrix C we have CT AC < C" BC. |
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Lemma 111 For operator g~ Dg(v)g~*Dg(v), we have ||g~1Dg(v)g *Dg(v)l|y < |18z.0l/2|1]4-

Proof We have
lg~' Dg(v)g~'Dy(v)e]y < \/ETDg(v)g*Dg(v)gleg(v)gleg(v)f (137)
< lswol3eVET 98 S Mlswoli3ll€lg- (138)
|

Lemma 112 For vector field w on manifold M, we have
tr(g~'Dg(w)) S |lwlly-
Proof We have

— T
tr(g” ' Dg(w)) = Eyopiog-1)v" Dg(w)v’

= ]EU/NN(O’Q—I)’U/TDQ(’U,)’U)

< By [0/ loo\/v' T g0/ T g

S Vnlwllg,
where in the last line we used Lemma 115. |
Lemma 113 For arbitrary vector field w on M we have
|tx(9™ Dy(z,w))| < valwllgllz]g-

Proof We can write

|tr(9™ ' Dy(z, w))]

= EU/NN(O’g—l)U/TDg(Z, w)v'

= IEU/NN(()’g_l)U’TDg(z, v )w

< Eyn(0.g-1) 12 lloo 10 [loo /0" T g0 Vo T gw

< [lwllgv/nllz]loo

< wllgvnllzllg.

|

Lemma 114 For vector field w we have
[tx(97'Dy(2)g~ 'Dg(w))| < va|2lgllwl-
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Proof

tr(9~'Dg(2)g~ 'Dg(w))| = [Eyrr0g-1)0" Dg(2)g~ ' Dg(w)v'|
= Ey/|v""Dg(2)g~'Dg(v")w|

< Ey \/v’TDg(z)g‘1Dg(v’)g‘ng(v’)g‘ng(Z)v’Hng

= B,/ Dg(2)gV/2(g~1/2Dg(")g~1/2)2g1/2Dg(2)0/ ]l

But note that

g7 P Dg(v) g2 < V|| ool

Hence
tr(97 ' Dg(2)g~ ' Dg(w))| < Eury/v'Tg1/2(g7/2Dg(2)g=1/2)2g1 /20" | wl|g
< Evlls:llcollv'llgllwllg
< Eulzllgllv'llgllwll
< Vnlzlgllwllg-
where we used Lemma 115 and Lemma 95. |

Lemma 115 For normal vector v ~ N'(0, g(z)~1), we have

EHSLvHooUTQU = O(n\/ log(m)),
EHS:E,vHoo = O(y/log(m)),

EHSw,ngo = O(log(m)),
E|lsz0ll5 = O(log(m)?).
Proof These follow directly from standard Gaussian moment bounds. |

Fact 1 (Gaussian tail bound) For Gaussian random variable X ~ N(0,02), we have the following tail
bound

P(|X| > t) < 2e7°/2”,

J.7. Proof of Theorem 25

Proof Consider a subset S C S with 0.5 > 7(S) = s’ > s > 2p. Then, to show a lower bound for
s-conductance, we need to lower bound

P(S,5%/P(S),

where P(.,.) = [, cg T2(S¢)m(x)dx is the probability that we are in set S and the next step of the Markov
chain we escape S and P is the probability measure corresponding to 7. Recall that 7,(.) is the Markov
kernel, specifying the distribution of the next step given we are at point z. Now assume that the conductance

bound does not hold, i.e. there exists such S with

P(S,5°/P(S) = O(A¢nr).
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Note that because the chain is reversible, we have

P(S,8° = P(S¢,5S),
and because 7(,S) < 0.5, we have

P(S°,9)/P(S°) < P(S, 5)/P(S) = O(Atny). (139)

Next, define the set S C S to be the points 2 from which our chance of escaping S is at least 0.01. Now
if m(S) > AyYamm(S)/2, then given that we are in S, we have at least A chance of escaping S which
contradicts (139). This means

7(S) < A /2.7(9). (140)
On the other hand, note that for point zy with d(z1,z¢) < Aforzg € S — S, we have

TV (Pyy, Ps,) < 0.9, (141)

which means x1 cannot bein S — S , hence it should Qe in S€¢. Therefore, defining the set S +4 ag the set of
points outside S which are A close to a pointin S — S — M, we have

StT& C seuMe. (142)
On the other hand, from isoperimetry (because 7(S) < %) and the fact that A < 1/2 we have
m(ST2) = A (n(S = ) — (M) = App(n(S)/2 = p) = Appa(m(S)/4).
Therefore, from the assumption s > p/(8 Ay ):
w(STH = M) > A (n(S) /4 = m(8)/8) = Apun(S)/8,
which implies from Equations (141) and (142):
P(S,5%) > P(S, ST — M) = P(ST2 — M, 8) > App((S)/8) x 0.99 > Aehrgip(S)/16,

which proves that the conducance is lower bounded by Q(Aw ). |

J.8. Some Properties of the Lewis Weights

In this section, we recall some properties of Lewis weights which we use in the proof.

Lemma 116 (Fixed point property of Lewis weights) The Lewis weights of the matrix A, is the unique
vector wy in RT, with W, = Diag(wx) such that

o(WY2TUPA ) = W,
where o(.) denotes the leverage scores of the matrix.
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Proof Recall the definition of Lewis weights as the optimum of the objective in Equation (14). Taking
derivative with respect to W, we get

—(1=2/p)o/w+(1-2/p)1Tw=0,
where recall ¢ £ (W1/2-1/P A,) is the vector of leverage scores defined as
o(W2 VP ALY 2 diag(WY2VPA (AT WI=2/PA ) 7A, TW/271P),
|

Proof [Proof of Lemma 21] We reuse Lemma 24 in Lee and Sidford (2019) with variable V set as S,.. Then,
noting the fact that D.S;[v] = —S;S, ,, we obtain the following formula for the derivative of W, with
respect to z in direction v:

DW,[1] = ~2D1ag(W, (W, - (1 - 2/p)Am>_1Arsz7v) = —2Diag(W,G ' Aus,).
But simple algebra reveals,
oW, — (1 —2/p)DW,[v] = 2W,G,'W,,
which further implies
2W, — (1 —2/p)DW,[v] — 2(1 — 2/p)Diag(A,G, ' Wys,,) = 2W,.
Therefore

DW,[v] = —2Diag(AxG;1Wms$’v).

|
Proof Proof of Lemma 28 Recall the definition of P:
P, = W2 1/PA (ATW!I2/PA 1A, TWL/21/p,
Using the chain rule
DP,[v] = Diag(W, /2 VP(—G, — 2(1/2 — 1/p)Ay)re) AL WL2/PA W27 1P
+ WY2PATWI2PA Diag(W, /2P (~Gy — 2(1/2 — 1/p)Ay)raw)
—aWL/ZUPA (ATWI=2/PA ) TIA T W =2/p
Diag((—2Gy — 2(1 — 2/p)A)ry) Ap(A] WL2PA ) TIATWL/2=1/p
Noting the fact that -G, — 2(1/2 — 1/p)A, = W, finishes the proof. [

Lemma 117 (Gradient of the Lewis weights barrier) The gradient of the Lewis weight barrier ¢, is
given by

Doy(z) = A} w,.
Proof Taking directional derivative in direction v, using the chain rule
Doy ()[0] = 2ex (AT WL2/PA,) 1 (A]S, WL 2/7A,)
- 0( — logdet(ATW, 2P A,) + (1 — 2/p)17w)

)

But because w, is the maximizer of ( — logdet(ATWL 2PA,) + (1 -2/ p)1Tw), the second term is zero
and the proof is complete. |
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