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Abstract

We propose a generalization of the synthetic controls and synthetic interventions methodol-
ogy to incorporate network interference. We consider the estimation of unit-specific potential
outcomes from panel data in the presence of spillover across units and unobserved confounding.
Key to our approach is a novel latent factor model that takes into account network interference
and generalizes the factor models typically used in panel data settings. We propose an estima-
tor, Network Synthetic Interventions (NSI), and show that it consistently estimates the mean
outcomes for a unit under an arbitrary set of counterfactual treatments for the network. We
further establish that the estimator is asymptotically normal. We furnish two validity tests for
whether the NSI estimator reliably generalizes to produce accurate counterfactual estimates. We
provide a novel graph-based experiment design that guarantees the NSI estimator produces ac-
curate counterfactual estimates, and also analyze the sample complexity of the proposed design.
We conclude with simulations that corroborate our theoretical findings.

1 Introduction

There is growing interest in the identification and estimation of causal effects in the context of
spillover on networks, in which the outcomes of a unit are affected by the treatments assigned to
other units, known as the unit’s “neighbors.” Here, a unit could be an individual, customer cohort,
or region, and correspondingly, treatments could be recommendations, discounts, or legislation.
For example, whether an individual gets COVID-19 is a function of not only the individual’s
vaccination status but also the vaccination status of that individual’s social network. In the setting
of e-commerce, the number of goods sold of a particular product is a function of not only whether
that product gets a discount, but the discount level of other products that are substitutes or
complements of it. That is, there is network interference.

In this work, we focus on network inference with panel data, a ubiquitous manner in which
data is structured, where we collect multiple measurements of different units, and each unit can
undergo a different sequence of treatments. See Figure 1 for an example of panel data and the
type of causal question we are interested in. Causal inference with panel data has recently received
significant attention, and a popular class of estimators in such settings are known as matching
estimators, where one represents the outcomes of one unit as some combination of other units to
answer counterfactual questions. Such estimators have been very popular in practice due to their
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discounts applied to products across time

Example question of interest: Given each product’s sales numbers under the discounts above,
how would Product #2 have sold across t = T — 2, ..., T if different discounts had been applied instead?

Figure 1: Panel data setting illustrated via an online retail example. Each row corresponds to
a product (or unit). Each column corresponds to a week (or measurement). A discount (the
treatment) is applied to each product each week. In this work, we ask questions of the form:
Given every product’s sales numbers across time and under various discounts, what would the sales
numbers (i.e., potential outcomes) have been for a specific unit, like Product #2, under a different
set of end-of-year discounts?

flexibility and simplicity in addition to the fact that they provide valid causal estimates under
unobserved confounding with appropriate assumptions. Some examples of matching estimators
with panel data include Difference-in-Differences (DiD) (Bertrand et al. 2004), Synthetic Controls
(SC) (Abadie 2021), and variants thereof. However, such matching estimators rely on the Stable
Unit Treatment Value Assumption (SUTVA), which implies that there is no spillover across units,
i.e., the treatment applied to one unit does not affect the outcomes of other units. Failing to
account for spillovers can lead to biased estimates.

We propose a novel latent factor model—which is a generalization of models studied in the
panel data literature—that accounts for network interference. Given this model, we establish an
identification result where the counterfactual potential outcome for a given unit and its neighbors
can be written as a linear combination of the observed outcomes of a carefully selected set of
other units. This identification result leads to a natural estimator, which we call Network Synthetic
Interventions (NSI), a simple two-step procedure, that estimates the mean counterfactual potential
outcome for a given unit. We then show that, given our latent factor model, the NSI estimator is
finite-sample consistent and asymptotically normal under suitable conditions. NSI and our analysis
of it can be viewed as a generalization of the Synthetic Interventions (Agarwal et al. 2020b) and,
in turn, Synthetic Controls frameworks to account for network interference.

We furnish two validity tests that verify whether the treatment assignment pattern and the
observed data have enough variation such that valid counterfactual estimates can be produced.
Motivated by these tests, we provide a novel graph-based experiment design.

To explain the efficacy of the experiment design and the NSI estimator, we consider the setting
of a regular network graph with degree d > 2. We show that the proposed experiment design
requires only O(d?®) training samples in order to guarantee that the training data has enough



variation such that it is possible to generalize to a given target counterfactual treatment. Further,
NSI obtains an estimate within error € with high probability under the proposed experiment design
when O(poly(d) / 54) training samples per unit are available. This is a significant improvement over
the O(exp(d)/e?) training samples that a naive procedure would require.

We conclude with simulations showing that NSI is robust to spillovers under which existing
estimators are biased.

1.1 Related work

The literature on causal inference with network interference or spillover effect has mostly considered
the setting of a single measurement per unit, whether in the setting of a randomized experiment or
an observational study. Under fully arbitrary interference, it has been shown that it is impossible
to estimate any desired causal estimands as the model is not identifiable (Manski 2013, Aronow
et al. 2017, Basse and Airoldi 2018a, Karwa and Airoldi 2018). Subsequently, various models
have been proposed in the literature that impose restrictions on the exposure functions (Manski
2013, Aronow et al. 2017, Viviano 2020, Auerbach and Tabord-Meehan 2021, Li et al. 2021),
interference neighborhoods (Ugander et al. 2013, Bargagli-Stoffi et al. 2020, Sussman and Airoldi
2017a, Bhattacharya et al. 2020), parametric structure (Toulis and Kao 2013, Basse and Airoldi
2018b, Cai et al. 2015, Gui et al. 2015, Eckles et al. 2017), two-sided platforms (Johari et al.
2022, Bajari et al. 2021) or a combination of these, each leading to a different solution concept. A
comprehensive review on network interference models is given by De Paula (2017). In this work,
we focus on network interference that is additive across the neighbors, referred to in the literature
as the joint assumptions of neighborhood interference, additivity of main effects, or additivity of
interference effects (Sussman and Airoldi 2017a, Yu et al. 2022, Cortez et al. 2022a,b).

Distinct to our work is that we consider a panel data setting in which there are multiple mea-
surements (e.g., a time series) for each unit. The potential outcomes function is thus also dependent
on both the unit and the measurement. Additionally, we allow for the estimation of unit-specific
counterfactuals under multiple treatments, whereas the existing literature has largely focused on
binary treatments. Key to our approach is a novel latent factor model that takes into account net-
work interference and is a generalization of the factor models typically used in panel data settings.
Previous work has focused on causal estimands that capture population-level effects, such as the
average direct treatment effect (the average difference in outcomes if only one unit and none of its
neighbors get treated (Basse and Airoldi 2018b, Jagadeesan et al. 2020, Savje et al. 2021, Sussman
and Airoldi 2017a, Leung 2019, Ma and Tresp 2021)) and the average total treatment effect (the
average difference in outcomes if all units get treated versus if they do not (Ugander et al. 2013,
Eckles et al. 2017, Chin 2019, Yu et al. 2022, Cortez et al. 2022a,b)). Alternately there has been
some literature that focuses on hypothesis testing for the presence of network interference (Aronow
2012, Bowers et al. 2013, Athey et al. 2018, Pouget-Abadie et al. 2017, Saveski et al. 2017); these
results do not immediately extend to estimation as they are based on randomization inference with
a fixed network size, and focus on testing the sharp null hypotheses.

While a majority of the literature focuses on randomized experiments, there is a growing in-
terest in the literature to account for network interference when analyzing observational studies.
The existing literature generally assumes partial interference, where the network consists of many
disconnected sub-communities (Tchetgen and VanderWeele 2012, Perez-Heydrich et al. 2014, Liu
et al. 2016, DiTraglia et al. 2020, Vazquez-Bare 2022). Without this strong clustering condition,
other works impose strong parametric assumptions on the potential outcomes function, assuming
that the potential outcomes only depend on a known statistic of the neighborhood treatment, e.g.
the number or fraction of treated (Verbitsky-Savitz and Raudenbush 2012, Chin 2019, Ogburn et al.
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Spillover: How do the discounts (treatments) applied to Spillover: Discounts (treatment) of n's neighbors
similar products (units) affect the sale of W@? N (n) can affect sales (potential outcome) of n.

Figure 2: Example of spillover effects and how they can be captured via a graph network. On the
left, suppose that an online retailer presents similar products alongside one another. Then, the sale
of one product (e.g., orange sunglasses) is affected by the discounts applied to similar products; in
this case, other sunglasses. On the right, spillover is often modeled via a network graph G, in which
the treatments applied to the neighbors N'(n) of a unit n may affect the potential outcomes of n.

2017). This reduces estimation to a regression task under requirements of sufficient diversity in the
treatments. Belloni et al. (2022) also consider a setting in which the exposure mapping is known
but allow the “radius” of interference to vary across units, then learn this radius from data to de-
vise a doubly robust estimator. Forastiere et al. (2021) consider a general exposure mapping model
alongside an inverse propensity weighted estimator, but the estimator has high variance when the
exposure mapping is complex. De Paula et al. (2018) and De Paula et al. (2019) derive identifi-
cation conditions when the observational panel data contains no information about the social ties
(i.e., network). Further, building on recent works in panel data (Agarwal et al. 2020b, 2021a), we
allow for unobserved confounding in treatment assignment as long as there exist low-rank latent
factors that mediate the unobserved confounding, i.e., there is “selection on latent factors”.

2 Setup & Model

We begin with some notation. Let [X] := {1,..., X} for any positive integer X. For vector
a € [D]N and set S C [N], let ag € [D]¥ denote the vector containing the elements of a indexed
by S and a; € [D] denote the i-th element of a. Let I, denote the x x x identity matrix and
® denote the Kronecker product. Let Ind(-) denote the indicator function. Let ||-|[,, denote the
Orlicz norm. Let O, denote a probabilistic version of big-O notation and Q denote the variation
on big-Q) notation that ignores logarithmic terms (see Appendix A for precise definitions). For sets
of indices S1 C [m4] and Sy C [mg] and a matrix IT € R"™1*™2 let II[S, Sa] € RIS1IXI%2] denote the
submatrix corresponding to the rows indexed by S; and columns index by S;. We use “:” as a
shorthand for all indices such that II[:, Sp] € R™*%2l and T[Sy, :] € RI%1*™2 Let X* denote the
x-product space, where its length is not pre-determined. Let II™ denote the pseudo-inverse of II.

2.1 Setup

Consider N > 1 units, D > 1 treatments, and 1" > 1 measurements of interest. We denote the

)

potential outcome for a given unit n and measurement t by the real-valued random variable Yt(z ,
where a € [D]Y denotes the vector of treatments over all N units. This definition allows for spillover



effects because the potential outcome for a given unit is a function of the treatment assignment of
all units. To model spillover across units, we use a network graph. Let G = ([N], ) denote a graph
over the N units, where £ C [N] x [N] denotes the edges of the graph. Throughout, we assume that
G is fized and known. Let N(n) denote the neighbors of unit n € [N] with respect to G such that
j€N(n) < (j,n) € €. For simplicity of notation, let self-edges be included, i.e., (n,n) € & for
all n € [N]. We assume that the network graph G captures spillover effects in the following way.

Assumption 1 (Stable Neighborhood Treatment Value Assumption (SNTVA)). The potential
outcome of measurement t € [T for unit n € [N] under treatments a € [D]N is given by

}/;(a) _ Y(aN(7L))

=X )

where ayr(n) € [D] W denotes the treatments assigned to the units in n’s neighborhood N (n) for

measurement t. That is, the potential outcome of unit n depends on its neighbors’ treatments but
does not depend the treatment of any other unit j € [N]\ N(n).

See Figure 2 for an example of spillover and its network representation. Several prior works
on network interference also assume SNTVA, e.g., as the Neighborhood Interference Assumption
(NIA) (Sussman and Airoldi 2017b). It can be viewed as a particular instantiation of exposure
mappings, as defined by Aronow and Samii (2017), and effective treatment functions (e.g., under
the constant treatment response assumption) (Manski 2013).

Remark 1. SNTVA only captures first-order spillover effects, i.e., assumes that the potential
outcome of unit n is only affected by the treatments of its immediate neighbors. One could capture
higher-order spillover effects by adding edges to G. The trade-off is that, as the number of edges in
G increases, the estimation bounds for the NSI estimator in Section 4 get correspondingly weaker.

Remark 2. Although we assume G is an undirected graph, our results can be adapted for directed
graphs by changing the definition of N'(i). When G is directed, j € N (i) if and only if (j,1) € £.

2.2 Network latent-factor model

In this section, we introduce the model that we use to develop our estimator and formal results.

Assumption 2. Let the potential outcome of measurement t € [T] for unit n € [N] under graph G
and treatments a € [D]N be given by:

Y;if:N(n)) = (W, Wia,) + Z <uj,na Wt,aj> + ng’;f\/(n))’ (1)

JEN (n)\n
where u.. € R" and w.. € R" represent latent (unobserved) factors; EEZN(M) represents addi-
tive, idiosyncratic shocks, and r is the “rank” or model complexity. Further, we assume that

E[eV®) | LF] = 0, where LF := {u;;,wq:i,j € [N], t € [T], and a € [D]}.

We make several remarks. First, we note that Assumption 2 automatically satisfies Assumption

1. Second, the latent factor u;, captures the effect in the potential outcome thzmn)) due to the
interaction between node n and its neighbour j; analogously wy ., captures the effect due to the

treatment that neighbor j receives (i.e., a;) for measurement ¢. Specifically, their effect is captured



through the inner product <uj7n, wt7aj>. In this sense, the spillover effect of different neighbors in
(1) is additive. Lastly, (1) can be equivalently written as

(&) _ yrlawem) _ /o 3 )
thm - Y;f,n = \UnN(n)> Wtan(n) T en ’ )
where
N T T T
Unp N (n) = [u./\/'l(n)m’ o uMNM)I(n)’i] ’
- T T T
Wtan () = [Wtawm T wt’C‘Nwm)\(”)

Here, N;(n) refers to i-th neighbor of n. (2) is reminiscent of classical interactive fixed effects
models studied in the literature. Indeed, we can think of @, r(n) € RNV and Wianm € RV ()
as the network-adjusted latent factors and r|N'(n)| € N5 as denoting the network-adjusted “rank”
(note that r|NV(n)| is actually an upper bound on the model’s rank, but we will refer to it as the
network-adjusted rank for convenience).

2.3 Examples of latent-factor model

We discuss how examples of latent factor models previously studied in the literature are captured
by the model we propose in Assumption 2. Further, we discuss how additive non-linear latent factor
models can be approximated by the linear additive model we propose.

Example 1. Consider a setting with no spillover effects, i.e., N'(n) = {n} for all n € [N]. Then,
the latent factor model in (1) reduces to

1/152) = Y(an) = <un,na Wt,an> + 61(5?,?), (3)

- *tn

This recovers the model considered in (Agarwal et al. 2020b). As explained in (Agarwal et al.
20200b), this also captures the models considered in (Abadie 2021) and (Arkhangelsky et al. 2019).

Example 2. There are several prior works that assume that network interference is additive. For
instance, consider the model proposed by Yu et al. (2022) in which D = 2, i.e., the treatments are
binary, denoted by {0,1}, and

Yn(a) _ YTEaN(n)) = Ug.n + Un i + Z U + eg’ba,l\f(n)), (4)
JEN (n)\n
where uo,n,un,n,Uj,n,eglaN(")) € R. One can verify that (4) can be recovered from (1) by taking

r=1,T =1 (ie., no indexr t); wy, = a; and there is an auxiliary node 0 for which ay = 1 and
0 € N(n) for all n € [N].

That is, both our model (1) and (4) assume that spillover is additive, and in order to exploit the
structure across measurements t that exists in panel data, we extend (4) by: (i) allowing for multiple
measurements t, and (ii) assuming that u;na; in (4) has the measurement-dependent latent-factor
representation <uj’n, Wt’aj>. These repeated measurements are exactly what lets us create personal-
1zed counterfactual trajectories per units and implicitly correct for unobserved confounding.



Example 3. Consider a setting where network interference is additive but the effect of the latent
factors is non-linear. Precisely, consider the following variation of (1):

Yt(z) — Y;f:/\/'(n)) = h(Wpn, Wta, ) + Z 9(Wjn, Wia,) + GEZN(M), )
JEN (n)\n

where h,g : R™ x R" — R are potentially non-linear functions. If the latent factors take value in a
bounded domain, say C C R", and h,g are Lipschitz continuous (or more generally smooth), then
it can be arqued that (see Theorem 1 by Shah et al. (2020) for example) for any given 6 > 0, there
is some r’ = 1'(0) large enough and choice of functions {¢y, r, ¢}, ¥, : RT = R, k < '} such that

[, w) - i¢k<u>wk<w>\ <5
k=1

lg(u,w) - i¢;<u>¢;<w>\ <5,
k=1

for allu,w € C. Then, by setting & = [¢p(u) : k <r'], W = [¢g(u) : k < ¢'], @' = [¢}.(u) : k < 1],
w = ¢ (u) : k < 1'], it follows that (5) is pointwise d-approzimated as a linear latent factor model
as given in (1), with u,w appropriately replaced by u, w, @', and w'.

2.4 Target causal estimand

Recall that we consider the panel data setting in which we observe T' measurements (e.g., a time
series) for every unit. Let al, € [D] denote the treatment assignment for unit n at measurement ¢;
a' € [D]" denote the vector of treatment assignments for all N units at ¢; and A := [a',a?,...,a’] €
[D]V*T denote the sequence of treatment assignments across all N units and 7' measurements. Note
(a’)

' 1s observed for
every unit n € [N] and measurement ¢t € [T]. We denote the observed outcomes for unit n at

measurement ¢ by Z; , = thzt) for all t € [T] and the matrix of observations by Z € RT*V,

To define the target causal estimand of interest, let T, C [T'] refer to a subset of measurements
for which we would like to make counterfactual predictions; let T,y = |Tpe| < T. To simplify
notation, we assume without loss of generality that the treatment assignments are fixed across the
measurements in Ty, i.e., A[;, ] = aP* € [D]V for all t € Ty, (see Remark 3).

For any given unit n and target treatment assignment a € [D]V, our goal is to estimate the
individual potential outcome averaged over the prediction period:

that the treatment assignments A are observed, and the potential outcome Y,

~ 1 (Bar(n))
IPO(n, Axn) = 7— > B[V | LF], (6)
Pr e T

using observations Z, where we condition on the latent factors, LF. Under Assumption 1, the
outcome of unit n depends only on the treatments applied to N (n), i.e., on axr(,) rather than the
entire a. See Figure 3 for an illustration of our target causal estimand and observation pattern.

Note that our results are given for any 7}, > 1. That is, we show identifiability and finite-sample
consistency even for point estimates (i.e., for Tp, = 1).

Remark 3. Our assumption A[:,t] = aP” € D]V for all t € T, is without loss of generality. First,
(a)

our work does not allow for spillover across measurements, i.e., Y;,’ does not depend on treatments
b



prediction prediction

measurements T, measurements T,
0% | 0% | 0% .o | 10% | 10% | 10% 7 11 46 33 23 36
0% | 25% | 25% | ... | 50% | 50% | 50% 20 46 19 49 47 44
0% | 10% | 0% o | 25% | 25% | 25% 19 26 50 36 9 42
treatment matrix A € RV*T observation matrix Z € RVXT
0% | 0% | 0% ? ? ?
g ) b : : g
50% | 50% | 50% < ? ? ?
target T Target causal estimand
treatment a Potential outcomes of target

unit, averaged across Ty,

Example question of interest: Given observations Z and treatments 4,
how would Product #2 have sold on average during T, if discounts @ had been used instead?

Figure 3: Illustration of our setup and target causal estimand. On the top-left is an example N x T
treatment matrix A, split into the training and prediction measurements 7;, and 7T,,. On the top-
right is the corresponding observation matrix Z, i.e., the (n,t)-th element of Z is the outcome of
unit n at measurement ¢ under treatments a’. The bottom-left gives the counterfactual treatment
matrix, i.e., the treatments during 7¢; remain intact and the counterfactual prediction treatment is
given by a. Lastly, on the bottom-right are the potential outcomes of interest under a. The target
causal estimand is the average of potential outcomes of a specific unit under a across 7.

other than those assigned at t. We can therefore extract measurements in Tp, that share the same
treatment aP”, i.e., we can redefine the prediction set as 7;fr so that a' = aP" for allt € 7;fr. We can
repeat this for all unique prediction treatments and apply NSI separately to each. Further, we note
that our consistency and normality results allow for Ty, =1, and so our results go through even if
we have a different target prediction treatment for every measurement in Tpy.

3 Network Synthetic Interventions (NSI) Estimator

We now describe our estimator for the estimand of interest (6), which we term Network Synthetic
Intervention (NSI). It can be seen as a natural extension of the Synthetic Interventions (SI) esti-
mator (Agarwal et al. 2020b), which is itself a generalization of Synthetic Controls (SC) (Abadie
2021) estimator, to settings in which there is network interference. For the remainder of this work,
we fix the unit n and counterfactual treatment assignment a of interest.



3.1 Donor set

To define the NSI estimator, we introduce some necessary concepts. First, let T, C [T] denote a
subset of the measurements known as training measurements. Without loss of generality, let Ty, =
{1,2,...,Tu}, Tor ={Ttxr +1,..., T}, Ttr := |Te|, and Ty := |Tpr|. We note that T¢r does not need
to be [T]\Tpr but we keep it as such to simplify the exposition. Recall that A € [D]¥*T denotes the
treatment assignments to the various units over time. Let AY := A[:, T;,] and A := AN (n), Te:]-
Next, we introduce the notion of a “donor set.”

Definition 1 (Donors). For a given unit n € [N] and counterfactual treatment assignment ar(,) €
DIV we consider i € [N]\ {n} a “donor unit” if the following conditions hold:

1. IN(@)| = |N(n)], i.e., donor unit i has the same number of neighbors as unit n.
2. There exists a permutation 7; : [N (2)] — [N(2)] such that:
(a) Almi(N (i), Tir] = AN (n), Tay], i-e., the training treatment assignment of donor unit i
and its neighbors match that of unit n and its neighbors, once permuted by ;.
(b) afr:(N(i)) = ap(y), i-¢., the prediction treatment assignment of donor unit i and its neigh-

bors matches the target counterfactual treatment assignment ar(,), once permuted by ;.

For the remainder of this work, we fix the unit n and counterfactual treatments ay(,) of interest

and let Z" C [N]\ {n} denote the corresponding set of donors. One can think of the donor set
Z(") as units whose observed outcomes can be used to estimate the unobserved potential outcome
of unit n under the counterfactual treatments of interest.

3.2 NSI Estimation procedure

Recall that Z € RT*N denotes the matrix of observations. We define Ziry = Z[Te,n] € RTr
Ztr,I(") = Z['Rr,I(")] c RTtrX|I(">‘7 and anI(n) = Z[%rvz(n)] c RTer|I(n)|' NST takes in one
hyperparameter « € [min(T}., |Z(])] and proceeds in two steps, as follows.

min(Tir,|Z())

1. Point estimate. Let {(3¢, fty, V) },_; denote the set of singular values, left singu-
lar vectors, and right singular vectors for the observed matrix Z, 7(»), where §; > 8 > ... >
Smin(Ti,jzem)) = 0. The NSI estimator produced a point estimate as follows:
. 1 7 .
IPO(nvaN(n)> = T 1 Zpr,I(") E[Ztr,I(")|LF7 A]+Ztr,n~ (7)
pr

For the given hyperparameter x, IAE[ZmI(n) |LF, A" =377, éf/@ﬂz, can be viewed as an estimate
of E[Z, 7t |LF, A] that is obtained via hard singular value thresholding, where only the top &
components are preserved. This estimator, which begins with singular value thresholding, has
been shown to be equivalent to principal component regression (Agarwal et al. 2021b, 2020a).

2. Confidence interval. Let & = IAE[ZH’Z(”) |LF, A]*z;,,. Then, the Cl-percent confidence interval
can be constructed as:

®~1(C1/100)5 || &/,

VT ’

IPO(n, &) € |TPO(n, pr(n) £




Target treatment Without network interference: With network interference:
over neighborhood 7 units have prediction treatments 4 neighborhoods’ prediction treatments
treatments that match n's target treatment match NV (n)’s target treatment
unit n
neighborhood NV (n)
n’s target treatment: 2 7 unit Ve 2 as thei diction treat . 4 neighborhoods receive, under permutation,
N (n)'s target treatment: (1, 2, 1) units receive £ as their prediction treatmen (1, 2, 1) as their prediction treatments.

Figure 4: One of the main differences between the NSI estimator and previous estimators (such
as SC and SI) is the choice of donors. To illustrate this point, consider a unit n whose target
treatment is 2, as given in the left panel. Suppose that G is a ring graph and the prediction
treatments are assigned as given in the middle and right panels. Then, under SC and SI, there are
7 units (with green borders) whose prediction treatments match unit n’s target treatment (middle
panel). Under NSI, however, the donor requirements are stricter. Specifically, NSI looks at the
target treatment (1,2,1) across all neighbors N (n), as given in the left panel. The only units j
that could be considered as potential donors must have neighborhood N (j) that receive prediction
treatments (1,2, 1) subject to permutation (recall Definition 1). As shown on the right, only 4 units
(with green borders) meet this requirement.

where ® denotes the cumulative distribution function (CDF) of the standard normal distribution,
&~ is the inverse CDF, and

1
2
o = —
Ty

which can be interpreted as the in-sample prediction error of the NSI estimator.

2
Ztrm — Ztrl(n)aHQ s

3.3 Discussion of NSI

We briefly provide intuition for the NSI estimator, then compare it to the traditional Synthetic
Control (Abadie 2021) and Synthetic Interventions (Agarwal et al. 2020b) estimators.

NSI linearly combines donor outcomes. NSI begins by finding units, called “donors,” whose
outcomes can be used to estimate the potential outcomes of unit n. In Section 4, under suitable
assumptions, we establish that the expected potential outcome of unit n can be expressed as a
linear combination of the expected outcomes of the donor units, i.e.,

Z Q- t] ’ (8)

jET(™M)

where o; € R (note that a; can be negative). NSI can be viewed as a method for estimating the
coefficients {c;}. More precisely, recall that & = E[Z;, 7(n)|LF), A]*z4y . Then, the NSI estimator
(7) can be rewritten as

IPO(n anm)) = T Z Z &; 71, gl

Pr e Tor jez(m

which is precisely what would follow from expressing the target causal estimand (6) using (8).
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Comparing NSI to SI & SC: Choosing donors appropriately. NSI is a generalization of
SI and SC. The key difference between SC/SI and NSI is the choice of donor units. In SC/SI, a
valid donor unit only needs to undergo the same training and prediction treatments as the training
and target prediction treatments of n. In NSI, there are more stringent requirements on donors,
as given by Definition 1 and illustrated in Figure 4. These more stringent requirements on how
donors are chosen are how NSI removes the bias that SI and SC suffer from when there is spillover.

Under the appropriate choice of donors, the way that the linear model (8) is learned can depend
on modeling assumptions. NSI uses principal component regression (PCR), which is motivated by
Agarwal et al. (2020b)). However, other estimators, such as convex regression (Abadie 2021) and
variants thereof can also be used. In Section 4, we detail the conditions under which PCR produces
consistent and asymptotically normal estimates.

4 Formal results

In this section, we provide formal results for the NSI estimator. We characterize conditions under
which IPO(n, a,r(,)) can be identified. We then establish that NSI provides a consistent estimate of
IPO(n, 5N(n)) and its estimation error is asymptotically normal, justifying the confidence interval
given in Step 3 of Section 3.2. As before, we restrict our attention to a specific unit n and target
counterfactual treatment assignment ayr(,). All proofs are given in Appendices B-C.

4.1 Identification Result

We now discuss the key assumptions we make about the intervention assignments A. We begin
with an assumption on the treatment assignment.

Assumption 3 (Conditional exogeneity). For all n € [N], t € [T], and a € [D]", we have that
y@ve) | 4| LF.

n,

Given Assumption 2, this conditional independence is equivalent to assuming that 6;2\/(”)) 1

A|LF. Similar conditions of “selection on latent factors” have been considered in the literature
(see (Agarwal et al. 2020b) and discussion therein). In this work, we analogously require “selection
on network-adjusted latent factors.” We make two additional assumptions, as follows.

Assumption 4 (Linear span inclusion). Given a unit n € [N] and counterfactual treatments
an(n) € [D]W(”)‘ of interest, consider the donor set I). We assume the treatment assignment A
is such that T is non-empty and that U, A(n) lies in the linear span of {Q; r (v (i) fiez), where
{mi}iczon is defined in Definition 1. That is, there exists X € RIZ™I such that

) = D Millim, (W (i)
iez(™)

Assumption 5 (Subspace inclusion). Assume that the rowspace of E[anﬂn) ‘ LF, A] lies within
the rowspace ofIE[ZtnI(n) ‘ LF, A] )

We discuss Assumptions 4-5 in Sections 4.3 and 5. We show that NSI’s confidence interval
indicates the degree to which Assumption 4 holds, and we provide a way to test for Assumption 5
in Section 5.

Before stating our identification result, we first recall identifiability for an arbitrary estimation
problem of interest. In the definition below, Py € P refers to data distribution under model
parameters 0, i.e., Py describes how the data behaves under model 6.
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Definition 2 (Identifiability). Let 6 € © denote the ground-truth model parameters and P = { Py :
0’ € ©} denote the set of possible data distributions. Let f : © — R denote the estimand of interest
and Py € P denote the data generating distribution parameterized by 6. Then, f(0) is identifiable
if there exists a function g : P — R such that f(0) = g(Pp), i.e., the estimand can be written as a
function of the data distribution.

Identifiability implies that if f(0) # f(0'), then g(FPy) # g(Py); otherwise, f(0) = g(FPy) =
g(Py) = f(#'). In other words, the estimand is identifiable if we can compute it ezactly when
given access to the full data distribution, which is necessary for estimation from (noisy) data to be
possible.

In our setting, 6 = LF" denotes the latent factors and f(0) = IPO(n,ayr(,)) is the target causal
estimand, which we note can be written solely as a function of the latent factors. Recall that the
quantities (A, G, Ter, Tpr) are observed and known. Let P denote the joint distribution over the
matrices of observed outcomes Z [Ty, :] and Z[Tpy, :]. Note that, by Assumption 2, the distribution of
Z[Ter,:) and Z[Tpy, 1] is given by the latent factors LF, the treatment assignment A, and the random

variables e.-¥™) . We now show that IPO(n,ar(y)) is identifiable under (1) and Assumptions 2-5.

t,n
Theorem 1 (Identification). If Assumptions 1-5 hold, then

5 1
IPO(n, ay () = T 1%” E[Z,, 1) | LF, A] E[Z,, 700 |LF, A" E[z4.,|LF, A], (9)
pr

where 17, is the all ones vector of length Ty, and the set I s defined in Definition 1. This
implies that IPO(n,ax(,)) is identifiable by Definition 2.

Under Definition 2, g is given by (9). Note only the first moments of Py = Ppp are needed. NSI
estimates IPO(n, axr(,)) by replacing the expectations in (9) with the corresponding empirically
observed quantities and smoothing out the pseudoinverse using hard singular value thresholding as
given by (7). For the purposes of the analysis, we denote

a = E[Z,, 1) |LF, A E[z4 o| LF, A]. (10)

4.2 Consistency and asymptotic normality

Next, we give conditions under which the NSI estimator achieves finite-sample consistency and
asymptotic normality. Let 7y, € [r|AV(n)|] be the rank of E[Ztr’z(n)| LF, A, s1>...2> 5, >0

denote its singular values, and Ry, € RIZ™Ixre denote its right singular vectors.

Assumption 6 (Sub-Gaussian noise). Conditioned on LF, we assume that, for alli € [N], t € [T,
and a € [D]V, eizN(i)) are independent, sub-Gaussian random variables with Var(etiN(i))|LF) =02

and that Heiimi))\ LFH@ < &0 for some constant & > 0.

Assumption 7 (Boundedness). We assume that IE[th?N(j))‘ LF] € [-1,1] for alli € [N], t € [T].

Assumption 8 (Well-balanced spectrum). For parameters {',&" > 0, we assume s, /s1 > £ and
H]E[Ztr,f(“> ’ LF, A] H? > ¢"T, [T, where T is defined in Definition 1.

In Section 6, we prove that in the setting of d-regular graphs and where the latent factors
are sampled independently from a Gaussian distribution, the parameters ¢ and ¢’ are inverse
polynomials of r and d.
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Assumption 9 (Sufficient number of components). We assume that k = ry., where k is defined in
Section 3 and ry < r|N(n)|.

The following results establish that NSI is consistent and asymptotically normal.

Theorem 2 (Finite-sample consistency). Let Assumptions 1-9 hold. Then,

‘ﬁ)(n, apnr(n)) — IPO(n, 5—/\[(71))‘

3/4 2 n
— Op [ log(Ty ) [ — T4 Tir Lo L VWY
eyt @\ Iz

where & = &'\/E" and £ ,&" are defined in Assumption 8.

Theorem 2 indicates that, under the stated conditions, NSI is consistent. Specifically, for fixed
r, d, and ry; < r(d 4+ 1), the estimation error of NSI approaches 0 as the number of training
measurements Tt and number of donors |Z(™| grow if T}, = w(|Z™|*/3). Importantly, the number
of prediction measurements 7}, need not grow in order for NSI's estimation error to decay to 0.

Let A = & — «, the estimation error of learning the linear weights that represent the outcomes
of the target units in terms of the donor units (see (10)). The following result establishes a general
result that as long as A is decaying sufficiently quickly for any linear estimator (it does not have
to be via principal component regression as we do), the NSI estimator is asymptotically normal.
While Theorem 2 allows NSI to produce the point estimate in Step 1 of Section 3, Theorem 3
justifies the confidence interval provided in Step 2.

Theorem 3 (Asymptotic normality). Suppose Assumptions 1-9 hold. Suppose

||AH2 =op min 4 ”aHQ / Ha |2
\ TprZ0)
Then, conditioned on LF and A,

7T (IPO(n aN( )) — .@(n, le(n))) i) N(O, 1),

7 [|lexfly

as Ty, Ty, \I(")| — 00. Moreover, the 6 used to construct the NSI confidence interval in Step 3 of
Section 3.2 satisfies:

2 (n)
9 Tir rilog(Ty|Z\™])
— =0
0% =] ”<\/Ttr+<§"’)4min(Ttr, izt )

where £ = &'\/€" and £ ,&" are defined in Assumption 8.

4.3 Assumptions 4, 5, and 9

The key enabling conditions for Theorems 1-3 are Assumptions 4, 5, and 9. In this section, we
discuss these assumptions further.

Assumption 4. Recall from Section 3.3 that NSI can be interpreted as linearly combining the
potential outcomes of donors under appropriately chosen coefficients, denoted by &. The key
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enabling condition that makes linearly combining donor outcomes valid under our model (1) is
Assumption 4. The extent to which Assumption 4 holds can be examined in two ways.

2
First, recall that 62 = % Hztr’" — 2y, I(")&H is a measure of how well NSI’s linear fit explains
T b 2

the training data. Recall further that the coefficients & are estimates of the coefficients a that are
used to combine donor outcomes. As such, 6% can be viewed as a statistic for Assumption 4, where
a large 62 suggests Assumption 4 does not hold. Since NSI's confidence interval scales with & (see
Step 2 of 3.2), how well Assumption 4 holds is captured by NSI’s confidence interval.

Second, since Assumption 4 requires that unit n’s u-latent factor is contained in the span of
the donors’ G-latent factors and w, pr(,) € R at least #|A(n)| donors are needed. Suppose,
for example, that all units’ a-latent factors are drawn i.i.d. from a multivariate Gaussian. Then,
Assumption 4 holds almost surely if and only if there are at least r|N(n)| donors (cf. Lemma
10). Given an estimate 7 of , one can therefore perform a simple sanity check that [Z"| > 7| (n)|.

Assumption 5. This condition ensures that the linear coefficients that NSI learns from the
training observations generalize to the prediction task. In Section 5, we provide two validity tests
to verify whether Assumption 5 holds, i.e., whether the observations are sufficiently rich such that a
generalizable model can be learned. To motivate the need for such tests, below we provide a simple
example where Assumption 5 does not hold. Suppose that D = 2 (the treatments are binary). Let

B"™" = | Ind(AN(n), Tee] = 1), Ind(AN(n), Te] = 2)} e {0, 1}V )Ix2Ter

Intuitively, By, p, is an indicator matrix that tracks the training treatment assignment over N (n).

Proposition 4. Suppose Assumption 2 holds. Unless colrank(B™™) = |N(n)|, there exist latent
factors LF and target treatment assignments under which Assumption 5 cannot hold.

Proposition 4 shows that the diversity of treatment assignments (as captured by B'™") affects
the feasibility of Assumption 5. We unpack this relationship in detail in the next section. Before
doing so, we present a negative example in which Assumption 5 does not hold.

Example 4. Suppose a® = 1y for all t € T;.. As such, B"™" = w7 > Oln ) 7] and
colrank(B™") = 1 < |[N(n)|. One can show that Assumption 5 does not hold unless ayr(,y = 1
or 2. The reason Assumption 5 does not hold is that all of n’s neighbors have only been observed
under the same treatment. As such, there is no way for NSI to estimate the potential outcome of n
under éjT\/(n) =[2,1,1,...], for ezample, where only the first neighbor is treated. It is impossible for
NSI (or any estimator, for that matter) to disentangle the spillover of the first neighbor from that
of any other neighbor because the training measurements only contain data in which all neighbors
receive the same treatment. The validity tests in Section 5 provide a way of testing for whether the
treatment assignment and the observations during the training period are rich enough.

Assumption 9. This condition requires that the number of components used by NSI, given by &
matches the rank 7y, of E[Z,, 7t |LF, A]. Since E[Z,, 7()|LF, A] is unknown in practice, one must
estimate 7, which can be done by applying an elbow point (or knee point) method to the spectrum
of the observed matrix Zy, 7(n) (Zack et al. 1977, Satopaa et al. 2011). There are other heuristics
for setting k, such as the universal thresholding method given in (Chatterjee 2015). Alternatively,
suppose we have an estimate 7 of the model “rank” r, defined in Section 2. By our model (1), r¢;
is upper bounded by r|N(n)|, which suggests that one can use the heuristic Kk = 7|N'(n)|. It also
suggests that one should always set x to be at least [N (n)|, assuming that r > 1.
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5 Validity tests

We present two validity tests for Assumption 5, one of the key enabling assumptions of Theorems 2
and 3. The first test can be performed before any data is collected. It tests for whether the treatment
assignment in the training period is diverse enough relative to the target treatment assignment in
the prediction period. The second test can be performed only after the data is collected and, as
such, is a relatively stronger test. Proofs for this section can be found in Appendix D.

5.1 Validity test #1: Pre-Data Collection

The first test can be run before the prediction samples are collected.

TrainingTreatmentTest. This test takes in one hyperparameter © € Ny, which is an estimate
of the model “rank” r (see Section 2.2). If one does not have a good estimate, 7 can also be an
upper bound on 7. In order to run this test, we first define several “masking” matrices. For a given
treatment a € [D], let B¥(a) € {0, 1}V*Tt and bP*(a) € {0,1}" be defined such that their (i,t)-th
clements are B! (a) = Ind(AY¥ = a) and b (a) = Ind(@; = a). That is, the (i,t)-th entry of B%(a)
is 1 if and only if unit 7 at measurement ¢ receives treatment a under the training treatments A.
Similarly, the i-th entry of Bpr(a) is 1 if and only if unit ¢ is assigned the target counterfactual
treatment a under a. Let B and BP' be the concatenated matrices across different treatments:

B = [B"(1),B"(2),..., B"(D)] € {0, 1}V*TuP,
BP — [Bpr(1)75pr(2)’ o 7Bpr(l))] c {07 1}N><D'

For the hyperparameter 7, the NSI estimator passes the TRAININGTREATMENTTEST if
1. columnspace(BP*[N(n),:]) C columnspace(B* [N (n),]), and
2. for every t € Ty, the treatment A[N(n),t] is repeated at least 7D times in training;

otherwise, it fails.

Connecting the TrainingTreatmentTest to Assumption 5. The following result formalizes
the relationship between the test and Assumption 5 under a natural data generating process.

Proposition 5. Suppose Assumption 2 holds and ¥ = r. Suppose that uy, ¢ Y Pu and Wy g ¢ R Pw

forallk,n € [N], t € [T], a € [D], and £ € [r], where p, and p,, are continuous and non-degenerate
(i.e., the support of py or py does not have dimension less than r). If TRAININGTREATMENTTEST
is passed, Assumption 5 holds almost surely for any n and target treatment ay,) of interest.

As such, TRAININGTREATMENTTEST tests whether Assumption 5 can hold under the training
treatments for the given target treatment of interest. Intuitively, it requires that the training
treatments are sufficiently diverse relative to ax(,). In Section 6, we provide an experiment design
that guarantees TRAININGTREATMENTTEST is passed for any n and ayr,). Note that the i.i.d.
condition in Proposition 5 can be relaxed, as long as the latent factors are always drawn from non-
degenerate distributions. The condition on latent factors ensures that there is enough variation
across units and time such that we can isolate the role that training treatment assignments plays
in Assumption 5 from the role that latent factors play.
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5.2 Validity test #2: Post-Data Collection

We now furnish a data-driven check for Assumption 5 that we call the SUBSPACEINCLUSIONTEST.
This test can be run only after the training and prediction samples are collected as opposed to the
TRAININGTREATMENTTEST test, which can be run beforehand.

SubspacelnclusionTest. The test takes in three hyperparameters: x, x’, and v. Note that we
overload x (which also appears in Section 3) because both instances refer to an estimate of the
rank of E[Z, 7n]. Similarly, let k' denote the estimated rank of E[Z b, 7], respectively. (Refer
to Appendix A for various approaches to selecting parameters £ and £’.) The third v € (0,1) is a
tunable parameter, where a smaller v results in a stricter test.

Let Rtr € RIZ™IxE and Rpr € RIZ™IXE" denote the matrices constructed from the top k right
singular vectors of Z;, 7» and the top k' right singular vectors of Z,, 7(n), respectively. Let

~ A A o 2
,6 == H(Hll—(n)l - RtrR;l;)Rpr

F

Then, the NSI estimator passes the SUBSPACEINCLUSIONTEST if B < (1 — v)K'; otherwise, it fails.

SubspacelnclusionTest is a data-driven check for Assumption 5. Let R, and R;, denote
the matrices constructed from the right singular vectors of ]E[ b, 7(m) } LF, A] and E[ o, Z(m) { LF, A] ,
respectively. Then, Assumption 5 can equivalently be stated as requiring that columnspace(Ry;) C
columnspace(Ry; ). Although one cannot directly test for Assumption 5 since both E [Ztr,I<”) ‘ LF, A}

and E [Zpr,I(”) ‘ LF, A] are not observable due to noise, we now show that SUBSPACEINCLUSIONTEST

is a sample-based test for Assumption 5 using }?pr and Ry,. Recall that SUBSPACEINCLUSIONTEST
) T

fails if § = H(]I ~ Rt Ry >

singular vectors of Z, ) and Z 7(), respectively. This can be viewed as a test for Assumption

(1 — )&/, where Ry, and Ry, contain the top s and ' right

5 since smaller values of § indicate the extent to which columnspace(Ry,) C columnspace(Ry;).
Indeed, suppose that Ry, = Rm Rpr = Rpr, and Assumption 5 holds; then, B = 0. As the span of
Rpr moves outside of the span of Ry, B increases. Since B = H (I— RtrRtr er - is always upper
bounded by rpy, which is estimated by &, we use the threshold (1 — +)x’ such that the test fails if
B> (1 —~)x’. A formal analysis of this test remains important future work.

Remark 4. The equivalence between Assumption 5 and columnspace(Ry,,) C columnspace(Ryy)
implies that LATENTFACTORTEST would supersede TRAININGTREATMENTTEST if Ry and R,,
are known exactly and the prediction samples are already collected. However, TRAININGTREAT-
MENTTEST remains useful for two reasons. First, it can be run even before measurements are
collected as it only requires the treatment assignment pattern. Second, LATENTFACTORTEST re-
quires estimating Ry and Ry, which TRAININGTREATMENTTEST does not.

6 NSI’s sample complexity: Experiment design

In this section, we propose an experiment design based on graph coloring, under which we can
precisely answer the question of how should T', N scale to enable the estimation of IPO(n, axr(n))
within e € (0,1)7 Proofs for this section can be found in Appendix E.
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1. Consider unit n and 2. Connect each unit to their 3. Color G’ such that no adjacent
the network graph G. two-hop neighbors to get G'. units in G’ share a color.

For the first T steps, For the next T steps, For the next T steps, For the next T steps,
assign 2 to orange units assign 2 to yellow units assign 2 to blue units assign 2 to red units
and 1 to all others and 1 to all others and 1 to all others and 1 to all others

Figure 5: Illustration of experiment design. Consider a unit n and network graph G (top left).
The experiment design generates the two-hop graph G’ by connecting every unit to its two-hop
neighbors, which translates to adding edges, as given by the purple dotted lines (top center). Next,
color G’ such that no units that are adjacent in G’ share a color (top right). This coloring is used
to generate the training treatment assignments. Specifically, consider D = 2. Then, during each T’
training measurements, every unit receives the control treatment 1, except units of a specific color.

6.1 Graph coloring-based experiment design

We begin by describing the experiment design. The design assumes access to a subrou-
tine TwOHOPCOLORING(G) that outputs NUMCOLORS, COLORING and proceeds in two
steps: (1) Construct the graph G’ = ([N],&’) such that (i,j) € € = (i,j) € & and
(i,7), (4, k) € E = (i, k) € &. That is, G’ is constructed by taking G and adding edges between
every node and its two-hop neighbors. (2) Perform a coloring on G’ by labeling the vertices
in a graph such that no two adjacent vertices receive the same color, greedily adding colors
whenever an existing color cannot be used. (Under a color, vertices of the same color form an
independent set of G’.) Let NUMCOLORS denote the number of colors required to color G’. Let
COLORING € [NUMCOLORS]Y denote the colors assigned to each node (or unit). As before, let
7 € N5 denote an estimate (or, alternatively, an upper bound) of the model “rank” r. Then, the
experiment design procedure proceeds as follows.

Step 1. Let NUMCOLORS, COLORING = TWOHOPCOLORING(G).

Step 2. Divide the colors into 7" = [NUMEOLORST digjoint sets { COLORS, : £ = 0,1,...,T" — 1} such

that COLORS; contains the first D — 1 colors, COLORSs contains the next D — 1 colors, and so on.
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Step 3. Then, for £ =0,1,...,T" — 1, let ¢! € [D]" denote a treatment vector such that

‘ {COLORINGZ- mod(D — 1)+ 2, if COLORING; € COLORSy,
a,L' ==

1, otherwise.

The intuition behind ¢ is as follows. Since COLORS, contains at most D — 1 colors, each color in
COLORSy can be associated with a different treatment in {2,3,..., D}. Units with one of those
colors receive the corresponding treatment. That is, any unit ¢ for which COLORING; € COLORSy
is assigned the corresponding treatment in {2,3,..., D}. All other units receive treatment 1.

Step 4. Let Ty be divided into disjoint sets {Tt:0=0,1,...,7" — 1}, each of length T > 7D
such that Ty, = TT'. Then, let A" € [D]N¥*Ttr be defined such that, A"[:,t] = ct vt e TL for all
¢=0,1,..., 7" — 1. For the remainder of this work, we assume 7' = 7D unless otherwise stated.

Step 5. Let the prediction treatment of each unit be assigned i.i.d. uniformly at random from the
D possible treatments, i.e., a?* "< Unif(D) for all i € [N].

Discussion of experiment design. The experiment design described above uses the graph
coloring over the two-hop version of G to assign treatments. The training measurements are divided
into 7" disjoint sets—that we will call “periods”—denoted by 7;? for ¢ = 0,1,...,7" — 1. The
treatment assignment during each period remains constant, i.e., for any £, a’ = c* for all ¢ € T;.

The experiment design ensures several important properties hold. First, all nodes that receive
the same color also receive the same treatment at any ¢ € Ti,. Second, nodes that receive the
same color have to be at least three hops away from one another, which ensures that, for any
neighborhood A (n) of an arbitrary node n, no two nodes receive the same non-control treatment
at any given t € Ti. Third, each node receives the control treatment 1 for every period, except
for one period during which it receives a non-control treatment. The non-control treatment that a
node receives is given by COLORING; mod(D — 1)+ 2, where COLORING,; denotes the color assigned
to unit i. Lastly, each period has length 7' > #D. We show that these properties are important to
proving Lemma 6 in the next section. See Jensen and Toft (2011) for further information on graph
colorings.

6.2 Theoretical guarantees on experiment design

We present two results. The first establishes that the graph-theoretic experiment design described
in Section 6.1 guarantees that TRAININGTREATMENTTEST is passed.

Lemma 6. Suppose Assumption 2 holds. If the training treatments A" are assigned as in Section
6.1, then TRAININGTREATMENTTEST is passed for any unit n and treatments ay(y)-

Importantly, Lemma 6 gives a guarantee for any unit n and counterfactual treatments as(,) of
interest, i.e., for all ND? possible estimands of interest. That is, the experiment design in Section
6.1 can be used to ensure that TRAININGTREATMENTTEST is passed for any target estimand of
interest. Moreover, the experiment design can be applied to any graph of interest (and any valid
two-hop coloring, as described in Section 6.1). In Appendix E.3, we discuss how one can adapt our
experiment design to be less stringent if one is interested in a specific choice of n and ay(,).

The next result shows that the number of training measurements required under the graph-
theoretic experiment design is O(d?), where d denotes the maximum degree of G.
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Lemma 7. The number of training measurements required by the experimental procedure in Section

\ 7 2
6.1 is Ty, = FD[NUMEOLORST " yyhere NUMCOLORS < Degree(G') + 1. As a result, Ty < %.
By Lemma 7, the experiment design requires Ty, = O(d?) training measurements. Since

r|N(n)| = rd donors are needed for a given n and ar(,) of interest (as discussed in Section 4.3),
this result shows that one needs O(d?) training samples under the experiment design to guarantee
that TRAININGTREATMENTTEST passes for a given unit and target treatment of interest. That is,
with O(d?) training samples, there is enough variation in the training data such that it is possible
to generalize to the training data to a given target counterfactual treatment of interest.

6.3 Data requirement: Generative example

In this section, we examine how much data is needed for the NSI estimator to get within € accuracy,
using regular graphs as an illustrative setting.

Assumption 10. G is a d-reqular graph.

Assumption 11. Assume that each uj;p '~ Unif(——=, =) for all j,i € [N] and k € [r].

§
§

Further, each wyq ), '~ Unif(—\/%, \/%) for allt € [T], a € [D], and k € [r].

Proposition 8. Suppose ¥ = r. Suppose Assumptions 2, 3, 6, 7, 9, 10, and 11, hold. Suppose that

D(d?+D . . . . L
there are at least % training measurements assigned according to the experiment design in

Section 6 and N = Q (r’d>D?¥+2) units. Then, there is a set of units E such that |E| = N—O(V/'N)
and a method of choosing donors (i.e., units that satisfy Definition 1) such that, for alln € E,

‘IPO(n, an(m) — IPO(n, r?w(n))‘

TN 1 puthz N4
=0Op (erlo log ( 7 ) max <
+1 1/4° /4 3/2 ’
D Ttr/ NY D(d+1)/2Ttr/
For a d-regular graph, Proposition 8 suggests that to achieve error of order € with high prob-

ability, NSI needs Tj, = (7"240140

consider a naive alternative. For a given unit n, there are DV (| possible counterfactual treatments
that could be applied to the neighborhood N(n). Suppose that we do not impose any structure
on the potential outcomes, i.e., we do not assume (1). Then, to learn how unit n behaves un-
der every possible neighborhood treatment, one would naively need at least one observation per
DWW < pdt+l possible treatments. This naive approach would require Q(D?) samples in order
to estimate the potential outcome for a given n and any ax(,) of interest. Moreover, to achieve an
error of €, at least 6% samples are needed per treatment, which implies T3, = €2 (?—;) under a naive

= ) To understand whether the sample complexity is reasonable,

approach.

7 Simulations

In this section, we present simulation results illustrating the behavior of the NSI estimator and
compare it to two related estimators. Let G be a regular graph with degree d, and let the
treatments be binary, i.e., D = 2. In each of the experiments below, we indicate the graph degree.
Let the training treatments be assigned according to the experiment design in Section 6. Further
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Figure 6: Simulation results illustrating the performance of the NSI estimator. (a) considers a
specific unit n and counterfactual &y, of interest. The top plots the spectrum produced in Step
1 of NSI (see Section 3.2). The bottom visualizes the pointwise estimates produced by NSI for
all measurements ¢ in asterisks % with the 95 percent confidence interval in gray. The ground
truth potential outcomes are given by the solid lines. (b) plots the residuals (If’b(n, an(n)) —
IPO(n,ar(n)) across 500 simulations. (c) plots the MSE across different hyperparameters. Each
group of bars gives the MSE for regular graphs of degree 2, 4, and 6, as indicated on the z-axis.
Within each group of bars, the left (blue) bars are for N = 1000, Ti, = 100, and T, = 50; the
middle (red) bars for N = 1000 and T3, = T}, = 50; and the right (yellow) bars for N = 500 and
Tir = Tpr = 50.

experiments and details are given in Appendix F.

Predictions. Note that the NSI estimator (7) can be adapted to produce pointwise estimates

B[V, 2] = 2t TB(Z,s 0 | LF, A 10,
such that ﬁ)(n, an(n)) = T%r Zte% ) IE[thzN("))]. Under this observation, Figure 6(a) shows an
example of the pointwise estimates given by NSI for an example unit n. Consider the bottom
plot. The solid line gives the ground truth potential outcomes for unit n across measurements
t € [200]. The pointwise estimates produced by NSI are marked by asterisks *, with the 95 percent
confidence interval in gray. The measurements to the left of the vertical line (i.e., in blue and green)
correspond to the training set 7i while those to the right (i.e., in red and orange) correspond to
the prediction set 7p,. The top plot gives the spectrum {§g}Z:1 produced in Step 1 of Section 3.2,
where the vertical line marks the hard singular value threshold x that is used in Step 1. In Figure
6(a), G is a ring graph (d = 2) with N = 1000 units, ¢ ¥®) ~ A7(0,0.1), and r = 2.

As shown in the bottom plot of Figure 6(a), the f)redictions closely match the ground-truth
values. As shown on top, 6 components are used to construct the estimates. Since the network-
adjusted rank is 6 (r = 2 and |N'(n)| = 3), the fact that NSI uses 6 components explains why its
estimates are fairly accurate. We provide similar plots for other units and target treatments in
Appendix F.

Consistency and asymptotic normality. Figure 6(b) verifies that the NSI estimates are
consistent and asymptotically normal. Specifically, we let G be a ring graph (i.e., d = 2) with

N = 1000 units, 6‘(3\/(2-)) ~ N(0,0.1), and r = 2. For each simulation, we randomly generate the
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potential outcomes of all units under (1) (see Appendix F for details). We run 500 simulations,
then compute the NSI residuals (ﬁ)(n, an(n)) — IPO(n,apr(y))) for all units n € [N] and across
all possible counterfactual treatments for each n. That is, we use NSI to estimate IPO(n, 5N(n))
for ay(,) = (1,0,0), an ) = (0,1,0), anny = (1,1,0), and so on. Figure 6(b) gives a histogram
of the NSI residuals. A Gaussian distribution is fit to the residuals and given by the red line.

MSE trends. Figure 6(c) summarizes the performance of NSI across different parameters. The
performance is given by the mean-squared error (MSE) across the prediction measurements 7y,
averaged across 50 units. Each group of bars gives the MSE for regular graphs of degree 2, 4, and
6, as indicated on the z-axis. Within each group of bars, the left (blue) bars are for N = 1000,
Tir = 100, and T, = 50; the middle (red) bars for N = 1000 and Ti, = T}, = 50; and the right
(yellow) bars for N = 500 and T3, = T, pr = 50. Each bar is the average of 200 simulations with

ei?{v(i)) ~ N(0,0.1), and r = 2. As expected, the MSE increases with degree (because, holding N
fixed, a higher degree leads to fewer valid donors), fewer nodes (which also leads to fewer valid

donors), and fewer training measurements.

Comparing to other estimators. We also compare the NSI estimator to two others: the SI
estimator (Agarwal et al. 2020b) and a baseline estimator. The SI estimator is similar to NSI,
but SI assumes that there is no spillover and therefore does not account for network interference.
The baseline estimator finds donor units that satisfy Definition 1, then averages the donor units’
observed outcomes. We compare the estimators for a ring graph (details given in Appendix F). We
compare the estimators for a ring graph under the same parameters as those used in Figure 6(b)
averaging across 200 simulations, 50 units, and all possible counterfactual treatments.

The MSEs and R-squared values for the NSI estimator, SI estimator, and baseline estimators
are, respectively, (0.1174, 0.8735), (0.2310, 0.8149), and (3.398, -2.957). Both the NSI and
baseline estimators use donor sets that contain, on average, 41 units. The SI estimator uses donor
sets with, on average, 166 units. As such, even though the SI estimator has more donors, the
performance of NSI is better than that of SI, which is better than that of the baseline estimator.

8 Conclusion and future work

There is rising interest in estimating unit-specific potential outcomes. In this work, we consider
the estimation of unit-specific potential outcomes in the presence of spillover, i.e., the treatment
assigned to one unit affects the outcome of another unit. We focus on the panel data setting and
model spillover as network interference.

As our main contribution, we provide an estimator that we call Network Synthetic Interventions
(NSI). In addition to producing point estimates, NSI provides confidence intervals. We show that,
under a low-rank latent-factor model and suitable conditions, the NSI estimates are consistent and
asymptotically normal. We provide two validity tests that determine whether key conditions hold.
We find that obtaining good estimates under spillover requires that the data is rich enough. To
this end, we provide an experiment design.

There are many paths for future work. Although the method that we provide comes with strong
performance guarantees, it has strict data requirements, as discussed in Section 4.3. One path for
future work would be to explore whether these requirements can be relaxed. Second, we explore
unit-specific potential outcome estimation. If such fine-grained estimates are not needed, one could
examine whether NSI and its data requirements can be improved for coarser estimands of interest.
Finally, one compelling path for future work would be to test NSI on real-world datasets.
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Appendix

A Preliminaries

Let [X]:={1,..., X} for any positive integer X. For any treatment vector a € [D]"¥ and some set
S C [N], let ag € [D]!S! denote the vector containing the elements of a indexed by S. Similarly, let
a; € [D] denote the i-th element of a. Let I, denote the z x x identity matrix and ® denote the
Kronecker product. Let Ind(-) denote the indicator function. Let [|-[|,,, denote the Orlicz norm. Let
O, denote a probabilistic version of big-O notation. Formally, for any sequence of random vectors
Xn, Xn = Op(xn) if, for any € > 0, there exists constants c. and n. such that P(|| X[, > coxn) < €
for every n > n.. Equivalently, we say that X,,/x,, is “uniformly tight” or “bounded in probability.”
Similarly, let op denote the probabilistic version of little-o notation. Formally, for any sequence
of random variables X,, X,, = op(1) if and only if X,, % 0. Let € denote the variation on big-
Q notation that ignores logarithmic terms such that Q(a(n)log®(n)) = Q(a(n)). For two sets of
indices S; C [m1] and Sy C [mg] as well as a matrix IT € R™1*™2 et II[S), So] € RISUXIS2l denote
the submatrix of II corresponding to the rows indexed by S7 and columns index by So. We use “:”
as a shorthand for the entire set of indices such that II[:, Sp] € R™*%2| and TI[Sy, :] € RISibxm2,
Let X* denote the x-product space X x X x ... x X, where the length of the product is not
pre-determined. Lastly, let IIT denote the pseudo-inverse of II.

Remark 5. The estimation procedure for NSI requires the use of a singular value thresholding
(SVT) method. Given a list of singular values (also known as a spectrum) (s1,S2,...,8x) where
§1 > S9 > ... > sx, an SVT method determines a threshold rgyr < X. The singular values
(51,82, ., Srgyp) are preserved, and the remaining are discarded. SVT is often used to “de-noise”
a matriz using its singular values. That is, one reconstructs a de-noised matriz by keeping the top
rsyr components of that matriz and attributing the remaining components to noise. In this way,
one can think of rgyr as the matriz’s estimated rank.

There are several popular methods for SVT. One could, for instance, use a universal SVT
method, such as that given in (Chatterjee 2015). There are also popular methods for what is known
as elbow (or knee) point detection (Zack et al. 1977, Satopaa et al. 2011), which look for the point
of maximum curvature along a monotonic curve.

B Helper lemmas

Lemma 9. Let X € R™*™2 be a random matriz where X; ; RS Pz 18 drawn from a continuous,
non-degenerate distribution p,. Then, rank(X) = min(m1, ma) almost surely.

Proof. Let V; = span({xy, : k = 1,...,j}), where x;, denotes the k-th column of X. Since V; is a
one-dimensional subspace and xj, consists of i.i.d. non-degenerate, continuous random variables,

P(XgEVl):O.

In other words, with probability 1, V5 is a two-dimensional subspace. By induction, Vj is a j-
dimensional subspace almost surely as long as j < mq. For any j > mq, Vj is an m;-dimensional
subspace. Therefore, rank(X) = min(m;, my) almost surely. O

Lemma 10. Suppose Assumptions 1, 2, and 11 hold. Then, Assumption 4 holds almost surely if
there are at least r|N(n)| donors.
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Proof. Consider a unit n. Recall that

s T T T T N
un,,/\/(n) = [uNl(’Vl)7Tl7 u/\/g(n),n? ] uMN(n)|(n)7n] 6 RT‘ (n)|

Further, recall that linear span inclusion (Assumption 4) requires that

Uy, N (n) = Z Aj W (N () (11)
jez(n)

for some {A;};c7(n), where ; is defined in Definition 1. To show that linear span inclusion holds,
suppose that we construct a matrix U = [, nv(j)) : J € M) € RNV () x[Z], By Lemma 9,
rank(U) = min(r|NV(n)|, |Z™)]) almost surely. Since [Z(M| > [N (n)|, rank(U) = r|N(n)|, which
implies that (11) and therefore that Assumption 4 holds almost surely. O

Lemma 11. Consider G. Suppose that G contains N’ disjoint clusters, each of size M. Suppose that
every unit is assigned a treatment a € [D] independently and uniformly at random. Let s; € [D}M
denote the (ordered) sequence of treatments for cluster i € [N']. Let sg denote a reference sequence.
Let B denote the number of clusters for which the cluster’s treatments s; match the reference
treatments sg, i.e., s; = Sg. Then,

XN —2(x — 1)*N’
P(BZ DM> SGXP<D2M ;

for any x > 1, and

XN’ —2(x — 1)*N’
P<B§DM> SeXP<D2M ;

for any x < 1.

Proof. Let there be N’ clusters, each of size M. Let s; € [D]™ denote the (ordered) sequence of
treatments for cluster ¢ € [N']. Let sy denote a reference sequence.

Let b = (s1 = sp,82 = S0,-..,8n" = 89) € {0, 1}N/. Intuitively, b is a binary vector, where
entry b; indicates whether s; matches the reference sequence sy. Let B = ZZN:/ 1 bi, i.e., the number
of clusters for which the cluster’s treatments s; match the reference treatments sg.

Under the setup (in particular, that units are assigned treatments independently and uniformly
at random, and the sequences s; are over disjoint clusters), b is a sequence of i.i.d. Bernoulli

random variables and E[B] = DL];[. Then, by Hoeffding’s inequality,

P(B>xEB)=P(B—EB> (y - 1)EB)
. _1\2 2
<exp< 2(x — 1)*(EB) )

Nl
—2(x — 1)2N’
= exp DW )

for x > 1. O

Lemma 12. Suppose Assumption 10 holds. For every unit i € [N], fix an ordering over the
neighborhood N (i), and let C; denote the (ordered) colors assigned to N (i). We say that a unit i
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is a “coloring donor” for an ego-unit n # i if C; = Cy,. Then, there are at least N — ©(v/ N) units
with at least v/ N coloring donors.

Proof. First, note that every unit has d neighbors by Assumption 10. In addition, it is well known
that a coloring of G’ (as defined in Section 6.1) requires at most d? + 1 colors. Therefore, there
are p(d) = (d? + 1)1 ways to color each neighborhood. Let O, 0o, ..., O, () denote the possible
(ordered) colorings and Ny = |{i : C; = O}| denote the number of units for which the (ordered)
neighborhood is colored according to Oy. Let O~ = {k : Ny < \/]V}, i.e., O~ is formed by removing
all colorings that match fewer than v/N neighborhoods.

Since at most p(d)y/N units have colors O~ and all remaining units have at least v/N coloring
donors by definition of O~ there are at least N — p(d)v/N = N — O(v/N) units with at least v N
coloring donors. O

Lemma 13. Consider two matrices X; € R™>™M2 gpd Xo € RM*m2, Then, rowspace(X1) €
rowspace(Xz) if and only if there exists a vector v # 0y, such that XoX| v = 0,,, and X[V #0p,.

Proof. rowspace(X1) € rowspace(X2) if and only if there exists a vector v # 0,,, such that X v #
0,,, is in the null space of X, , which is equivalent to XoX| v = 0, - O

Notation and definitions. For Lemmas 14-19, we suppress the conditioning on LF and A. Let

€ 7(n) = [(—:EJN(”) 1 j € I(”)] e RIT™I. Let Etrn = € () :t € Ty € RTer. Let A = & — a, where
« is defined below Theorem 1. Recall that Ry denotes the matrix containing the right singular

vectors of E[Ztr,l<”) ‘ LF, A] Let Ztmz(n) Yoy §gﬂ£l)z— = [_/tritng;v where 3¢, [y, and Dy are

defined in Section 3.2. Let P = RtrRtr and P = RtrRtTr. Let O = I:trig.
Lemma 14 (Adapted from Agarwal et al. (2023b)). Consider the setup of Theorem 2. Then,

IPAll, =0 Vi 7oy \/log (TilZ)) r\/log (T [Z0))
2 =0Up {///T1/4\/\Ii (€"5/2/|Z()| min (\/Ttn \/7)> (€)1 min (T3/2| (n)’3/2>

where £ is defined in Theorem 2 and depends only on v and d. Furthermore,

2
< HZW “EZ, 1

| 27008 — B2 ledl? +2 (2] €trn) -

Lemma 15 (Adapted from Agarwal et al. (2023b)). Let x; be a sequence of independent, zero-mean
sub-Gaussian random variables with variance 2. Then, 4 Zil vt = Op(a2/VH).

Lemma 16 (Adapted from Agarwal et al. (2023b)). Let Assumptions 2-3 and 6-9 hold. Then,

=Op V7T log (T |IM))
2,00 5/// mm(mv |I |) )

where £ is defined in Theorem 2 and depends only on r and d.

Ttr
HZtr:I(") —EZy 7

Lemma 17 (Adapted from Agarwal et al. (2023b)). Let Assumptions 2-8 hold. Then, ZT“" O =
Q(Eztnn + €4.n) and, for any x >0,

2
P (<Q€tr,na€tr7n> > UZTtr"’_X) < exp < 5( X >> )

ory, o2
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. ~ . /)"t
for some universal constant & > 0. Moreover, given Ztr,TI<">’

<Z::I(n>A, Etr,n> =0Op (Ttr + Ty + HZ:;,TZ(”) — EZtr,I(”)

(8%
).

Lemma 18 (Adapted from Agarwal et al. (2023b)). Let x € R™ be a random wvariable with
independent, zero-mean sub-Gaussian random coordinates with [z, < K for every i € [m].
Let x' € R™ be another random variable that satisfies ||x'||y < K'. Then, for any x >0,

m £y 2
P(Zx;xl 2)() < 2exp <_(I§§(’)2>

i=1
Lemma 19 (Adapted from Agarwal et al. (2023b)). For a given unit n € [N] and counterfactual
treatment a of interest, suppose Assumptions 2-9 hold. Then, conditioned on LF and A,

ol — o (VRGO (At T |
2 (5///)3/2 Ttlr/4’l-(n)‘1/2 (8//)3/2 min(v/Ty, ’I(n)‘)

Remark 6. Lemmas 14-19 are adapted from Agarwal et al. (2020b). One can check that the
assumptions for these lemmas hold in our setting. In particular, the main difference between the
assumptions in our work and in Agarwal et al. (20200) is the definition of the “donor set.”

To see how this affects the assumptions, first note that observation pattern in this work allows for
any sequence of treatments during the training period (referred to as the “pre-intervention” period
in Agarwal et al. (2020b)). In contrast, in Agarwal et al. (2020b), the treatment must be constant
across the training measurements, and it is assumed that all units are under treatment O during
the pre-intervention (i.e., training) period. This difference is reflected in the assumptions via the
donor set. Once we adjust the choice of donor set (Definition 1) to suit the network interference
setting, the assumptions in Agarwal et al. (2020b) can be mapped to ours.

Second, note that the model in (Agarwal et al. 2020b) is given by (in their notation)

with respect to the randomness in €g.,.

YD = (0,0 4 2, )

(d) (d)

where u; ', v, € R" are latent factors; €, is a zero-mean, independent noise term; and Yt@ is the
potential outcome of interest. Recall from (2) that our model is given by (in our notation)

(an(n)) N ~ (an(n))
}/t,nN( ) = <un,N(n)7Wt,aN(n)> + 6t,?”.L/\/’( ) Y (13)

)

where Uy A () Wan my € RN gre latent factors; egjf/(")

(
term; and YtSZN(")) is the potential outcome of interest. As such, our setup model is analogous to

the model used by Agarwal et al. (2020b), with a change of notation.

We now go through the assumptions one-by-one. As we saw above, Assumption 2 is equivalent
to Assumption 2 in (Agarwal et al. 20200b), with a change of notation. Furthermore, Assumption 1
is automatically satisfied when Assumption 2 holds. Assumptions 2 and 3 together give Assumption
3 of (Agarwal et al. 2020b). Similarly, Assumptions 6 and 7 map one-to-one to Assumptions 5
and 6 of (Agarwal et al. 2020b) under the change of notation. Assumptions 4 and 5 also map one-

s a zero-mean, independent noise
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to-one to Assumptions 4 and 8 under the new definition of a donor set, as given by Definition 1.
Assumption 8 is slightly different than Assumption 7 of (Agarwal et al. 2020b) in that the constants
in this work can depend on model rank r or maximum degree d of G. In (Agarwal et al. 2020b),
this change is mainly reflected via Equations (41) and (54). In both, the right-hand side should be
multiplied by a factor of 1/&", where £ is defined in Theorem 2. Both these changes are reflected
in our Lemmas 14 and 16 above.

Lastly, note that (Agarwal et al. 2020b) analyze the coefficients c as well as ooy = Ry R}«
In our work, our proofs only utilize o because E[Z,, 7(n)|LF), At = RyY, Ly, which implies that

o) = RyRLRyS;, LBz | LF, A] = E[Z,, 70| LF, A" Elzy.,|LF, A] = av.

Lemma 20 (Adapted from Lemma 19 by Agarwal et al. (2023a)). Suppose that Assumptions 2, 4,
7, and 8 hold. Then, ||, < E’\/%’ where £ and &" are defined in Assumption 8 and depend

only on the model rank v and mazximum degree d of G.

Remark 7. Lemma 20 is adapted from Lemma 19 of (Agarwal et al. 2023a). It is easy to verify
that the setup is identical, with Assumptions 2 (which automatically satisfies Assumption 1), 4, 7,
and 8 map to Assumptions 1, 3b, 6, and 9, respectively. Note that the proof of Lemma 19 only
requires Assumption 3a (and not Assumption 3b). There is one important difference, which is that
Assumption 8’s constants &' and " can depend on r and d. In Agarwal et al. (2023a), this simply
means translates to a factor of ﬁ, where £ and £ are defined in Assumption 8, as reflected in
Lemma 20.

i.4.d.

Lemma 21 (Adapted from Theorem 3.1 by Matousek (2008)). Let R € R%1*92. Let R;; "~ pp,
where E[R;;] = 0, var(R;j) =1, and pg is a sub-Gaussian distribution. Let n € (0,1/2], 6 € (0,1),
d = Cn=2log(2/d), where C is a constant that depends on pr. Then, with probability at least 1—§,

(1 =n) [lx[ly < [[Rx[ly < (14n)[xl,

for all x € R%.

Lemma 22. Suppose Assumption 2, 3, 10, and 11 hold. Then, under the experiment design in
Section 6.1, Assumption 8 holds with high probability.

Proof. In this proof, we abbreviate 7™M to 7.

Decomposing E[Zy 7|LF, A]. Let N(j) denote m;(N(5)), where m; is specified in Definition 1,
i.e., N(j) corresponds to the permuted neighborhood of donor j, where the permutation is fixed
under Definition 1. In the remainder of this proof, we use the decomposition E[Z, z|LF, A] = WUz,
where

W= [ W 1€ Tal| € RTx7 (@D, (14)

Us = [Wgs gz, 5 < IN (), b < [T]] € Rz, (15)

Reducing the problem to upper bounding the condition number of . By Assumption
11, the variance of u;;  and wy o is 3 d+1) Applying Lemma 21,

r(d+ 1 —
(1=n ‘WT \/ 7| HUIWT (H”)HWTXHQ’
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for all x € RTer with probability at least 1 — 2exp (—%) for n € (0,1/2] and |Z| > %.

Let ¢(X) denote the condition number of matrix X, i.e., the ratio of the largest to rx-th largest
singular values of X, where rx denotes the rank of X. Let B; denote the unit ball in R®. This
implies that

N MaXxeBy, HU;WTXH
(p(WU))? = 2

. TI17
MilxeBy, HUZ WTXH2

o
w040 77,

< — =
minxepy, (1 1) 3T(‘d4|rl) HWTXH2

—~

1 + 1) maxxeBy, HWTXHQ

1 —n) minxes,, HT/VTXH2

<

(B(W))2.

N W —~
2

Therefore, upper bounding the condition number of E[Z;, 7| LF, A] comes down to upper bounding
the condition number of W.

Bounding the condition number of W. The condition number of W is given by

MAXxeB, (4 1) xTWTWx

. - - )
minxep, ,,,, X' WTWx

(16)

where we once again take max and min over x for which ||x|, = 1. We therefore study WTw.
Note that W W can be split into (d4+1) x (d+ 1) block matrices, where each block matrix is r x r.
Let the (4, k)-th block matrix be denoted by X/* € R"™". By the definition of W and w.,., the
(4, k)-th block matrix can be written as:

ok T
X = Z Wi, AN (n) )W, AN (n) 8]
t€Tor

For the remainder of the proof, we assume D = 2 for ease of exposition. However, it is easy to
show that our results extend for D > 2.
Now, note that, under the experiment design in Section 6, three facts hold true if j # k:

1. j and k receive the treatment 1 at the same time for exactly T}, — 27 measurements; and
2. j receives a non-control treatment and k receives treatment 1 for exactly T time steps; and
3. k receives a non-control treatment and j receives treatment 1 for exactly 7' time steps.

Let 7; denote the measurements for which j receives a non-control treatment and 7 denote the
measurements for which £ receives a non-control treatment. Note that 7; and 7 are disjoint by
the experiment design in Section 6.1. Note further that |7;| = |Tx| = T.
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Then, if j # k,

ik _ T T T
XM = E Wi oWyt E Wt 1Wyeo + E Wi 0We 15

t€Ter \{T;UTk} = teTy

We now make use of two facts. First, since w. . is bounded, it is sub-Gaussian. Second, E[wtowz 1=
E[Wt,lwg,—o] = 0. Third, E[www;’ro] = E[Wtylwzl] = Cov(w..) = mﬂrw. As such, we can

characterize X7 and X7* in a high-probability sense, as follows:

. "k _ Tr
LI j =k, X0* = 0p (5T ).

2. If § 7£ k, Ztéﬁr\{ﬂUTk} Wi Owt 0 — =0Op (??;tzd—l—l)]hxr)'

3. If j # k, the two right-hand sums are Zteﬂ Wt71WZO + D e Wt70W7Il = Op ([0]rxr)-

Therefore,
— Loxr  Dpxr
~r 2T T — 2T
Tw — tr I I
= — 1 — 17
W'W =0p S d D) r(d+1)xr(d+1) 3@+ 1) ’“:XT T:XT mi (17)
and
= a1 |2
~r 2T T;
T T 2, tr
Wx=0p | -—— E 18
f | T2 1)
-0 s 19
A3t T3t Zxk ’ (19)
where x' = [xlT,x;r,...,x;_l], and the second equality follows from the fact that we re-

strict our attention to x for which ||x||, = 1. Note that szﬂ Xpl| = D 1(21: 1.I'kg) <
d d
(et | 2 el)? < (e 0k lzee)? < I < r(d + 1) x5 Therefore,

__ MAXxeB, (41 xWTWx

P(W) =

MilxeB, (44, x"TWTWx

oy (i )
\/1 N r(d+ 1)2(d2 — 1))




where the second inequality follows from the fact that there are at most d? + 1 sets of T that make
up Tt under the experiment design in Section 6.1. Therefore, the requirement on the condition
number in Assumption 8 holds with & = (1 + 4rd?)~1/2.

Requirement on Frobenius norm. It remains to show that the second requirement of Assump-
tion 8 holds. To do so, note that

|E[Zuwz|LF, Alll; = ) (E[Zuz|LF, Aly;)°

t?j

=Y (% anm NG
t

d+1 2
= Z <Z WtAwb 1“Nb<j>,j)
t,j =
d+1 2
=2 (Z WtaZ“Nb jImd(AN(n), 1] = a)) : (20)

y] ac D]
Note that
d+1 2
E || D Wia Y un(md(ANG(n), 1] = a)
a€[D] b=1

d+1 2
(wtaZuM S Ind(AING(n), 1] = a))

(]

a€[D]
d+1 27
= Z E (ZwtakZUNb jxInd(AN(n), ] = a))
a€[D]

d+1 2]
(wt,a,k Z uNb(j),j,kInd(A[Nb(n)a t] = a))

b=1

Vv
i
L

=

T [ d+1 27
= D E|uwi, (Z“Nb(ﬂ,j,klnd(AWb(n%t] = a))
a€[Dl k=1 |

b=1
r r d+1 )
2 Z ZE wtz,a,kZ“Jz\fb(j),j,klnd(A[Nb(n)at] :a)2]
e k=1 L -
dt1
= Z ZE W ZE[uN 0] MAAWG (). 1] = a)
r d+1

9T2d+12zzzlnd 'lvb ] )

a€[D] k=1 b=1

- 5@ &)
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Since wy q ) and wuy ;3 are bounded, wf or and u% ;) are sub-Gaussian. As such, combining (20) and
(21) gives

T |Z|
E[Zy 7|LF, A] = el N I
Zurz|LE, 4] = wp <9r(d+ 1))

which confirms that Assumption 8 holds with high probability for &’ = (9r(d + 1))~!. O

C Proofs for Section 4

C.1 Proof of Theorem 1

Proof. Recall from Definition 2 that identifiability requires that the estimand f(6) can be written
as a function g(FPy) of the data distribution Py, where € are the unknown model parameters. In
our setting, the unknown model parameters are the latent factors, thus §# = LF. The observed
dataset consists of the matrices of observed outcomes Z [T, :] and Z[Tpy, :|, whose joint distribution,
denoted Py, is both a function of the unknown parameter 6 and the known and fixed parameters
(A, G, T, Tor)- ]

Our estimand f(0) = IPO(n,ay ) = %m D oteT E[th:N("))]. The claim in Theorem 1 is that
IPO(n,aur(y)) is identifiable as we can write it as a function of expectations of the data, as given
by

. 1
f(0) :==TPO(n, apn () = T—prlT ElZy 1

) | LF, Al E[Zy, 70| LF, A]" Bz n| LF, A] =: g(Py).

To show this claim, we first define some additional notation. Let Uz be a r|A(n)| x [ZM | matrix
where the j-th column of Uz corresponds to the network-adjusted latent factor associated to the
Jj-th donor, i.e. @; ar(,y Where unit 4 is the j-th donor in T, Let Wi, be a r|N(n)| x T;; matrix
where the j-th column of Wi, corresponds to the network adjusted latent factor and the applied
treatment associated to the j-th measurement in the training period Ty, i.e. thafv " where ¢ is

the j-th measurement in 7. Similarly let Wy, be a 7|N(n)| x T}, matrix where the j-th column
of Wy, corresponds to the network adjusted latent factor associated to the j-th measurement and
the counterfactual treatment ay/(,) in the prediction period Tp;.

By conditional exogeneity as stated in Assumption 3 and the latent factor model as stated in
Assumption 2, it follows that for any t, i, a,

E[Y, P | LF, A] = (Va0 Bin)-

As a result, we can write the target estimand as

N 1 (avm)] _ L .
IPO(n’ aN(n)) = T Z E|:1/%72N( ) :| = T ]_T Wg;un,/\/‘(n)
PT T pr

By the linear span property as stated in Assumption 4, there must exist a vector A € RIZ™I such
that u, ar(n) = Uz A. Along with the latent factor model decomposition and the condition that
donors must share the same applied treatment as n in the training period, it also follows that
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E[zy, | LF, Al = E[Z,, 7o0 | LF, A]X. By substitution,

- 1 1
IPO(n, ay(n)) = TflT W Uz A = TflT E[Z,, 7o | LE, A]X,
pr pr

where the latter equality follows from the latent factor model, conditional exogeneity, and the
construction of the donor set, which enforces that the applied treatments to the donors during the
prediction period must match the counterfactual treatment. By the subspace inclusion property
as stated in Assumption 5, there must exist a matrix I' € R7r*Ter guch that E[Z, 700 | LF, Al =
[ E[Z,, 7| LF, A], such that by substitution

1

IPO(”? é./\/(n)) = TilT r E[Ztr,I(n) ’LF7 A]Av
pr
(a) 1
2 TT)rlT U E[Zy, 70 |LF, A] E[Z,, 700 |LF, A]" E[Z,, 70| LF, A],
b 1
= T—1T E(Zy, 700 | LF, A] E[Zy, 70| LF, Al Elzern| LF, A] =: g(Pp).
pr

where (a) follows from the property of pseudoinverses, and (b) follows from the construction of T’
and A from the linear span and subspace inclusion properties. ]

C.2 Proof of Theorem 2

Proof. In this proof, we suppress the conditioning on LF and A. Let A = & — «, where « is
t

defined in Section 4.1. Let €, 7(n) = [EEZNU)) 1 j € I(")] c RIZ™I. Lastly, recall that Ry and Ry,

denote the matrices containing the right singular vectors of E [Zpr,z(n) ‘ LF, A] and E [Ztr,I(n> { LF, A] ,
respectively.
By (6), (7), the definition of ¢ in Section 4.1 and the definition of & in Section 4.1,

)
_ 1 ™ &) - )
T tEZRr ({2t 7)) — (E211, 7], o))

-7, 2 ((E20.20) ) - (210 20) &) + (B2 27 + 20,
— TL > <<EZ[t7I(”)],A> + <et I<n>,a>)

Pr e Tor
_ T1 <<EZ[t,I(”)], A> + <et zm>,a> + <€t,I(”)’A>) :

Pr e T,

where the second equality follows from Z[t,Z("] = BZ[t, T(™] + €.7(n)-
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Let P = Ry R). By Assumption 5, R, = PRy, which implies E[Z, zm] = E[Z z0]P.
Therefore,

ﬁ)(n,éj\/(n)) - IPO(n, a — Z <<EZ t, I(n PA> + <etl<n),a> + <€t,I(”>’A>> .
1667},r
(22)
The three terms on the right-hand side can be bounded using Lemmas 14, 15, and 19, as follows.

Bounding the three terms in (22). To bound the first term in (22), observe that
<EZ[t,I(">],73A> < HEZ [t, 7]

PAl, < ||PA., A/|Z(™)
‘2 H H2 — H H2 ‘ |
1

(n) (n)
= 7 tET: (EZ[t, 1), PA) < |[PAIl, /1T,
pr

where the first inequality follows from the Cauchy-Schwartz inequality and the second inequality
from Assumption 7. One can then upper bound ||PA||, using Lemma 14 to get
1
— > (EzZ[t, 1), PA)
Tpr Z < [ ’ ],P
teTpr

Nl v/ Jlog (TilZm)) N /I log (T3 T))
g///Ttlr/4 (5///)5/2 min( /Tex, /‘I(n)|> (5///)4 min (Té”/Q7 NE/Q)

where £ is defined in Theorem 2.

To bound the second term in (22), observe that

:OP

)

£ Ket,z(”)’aﬂ =0, Var (€, 7, @) = o’ llals,

for all t € T,y by by Assumptions 2 and 6. Furthermore, Assumption 6 gives that <€t,2<"> , a> are

independent across t. By Lemmas 15 and 20,

T Z <€tI(n)v >: Op (Haﬁ%) —0p | —
Tor t€Tpr Tor 5/\/ f’lTpr|I(n)’

Lastly, to bound the third term in (22), we define the following events

B = { Al = o [ VoI i i
1 2 (5///)3/2 Tt1r/4‘z(n |1/2 (5’”)3/2 min( m; \/7

B 3 (eona)

Pr e Tor

log(Tu[Z0]) (" r
/Tpr(£///)3/2 Ttlr/4|In)‘1/2 (f///)S/len Ttr, /‘_’[(n
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Noting that <et’z(n),A> are independent across ¢, Lemmas 19 and 15 imply that F; and Es|E,

occur with high probability, which also implies that Fy occurs with high probability and therefore
that

LS (epgoo &) = 0p VIBTET [l 20
(n) 5 =up
Tor LT &z \/Tm(gm)?)/Q Ttlr/4‘1- ’1/2 (5///)3/2 min( /Ttr, \/7

Note that we can safely assume that £” < 1 because if there exists a & > 1, letting £ take
some value less than 1/&” will always satisfy Assumption 8. Together, the three bounds and the
observation above give the theorem result. O

C.3 Proof of Theorem 3

Proof. In this proof, we suppress the conditioning on LF and A. Let A = & — «, where « is

defined below Theorem 1. Let €4, = [eg TJL\/(")) T € Tir]. Let € 7(n) = e (JN(”) | € I(”)] e RIT™I.
Recall that Ri, denotes the matrix containing the right singular vectors of E[ tr,I(”>| LF, A].
Let Z:"I(n) Yoy §gﬂ€f/2— = LuYuR/!, where 5/, f1,, and ©; are defined in Section 3.2. Let

P = RtrRtr and Q = f/trf,l.

Asymptotic normality. We begin by establishing that, conditioned on LF and A,

Vv Ttr

7 |lel;

(IPO(n, fi/\/(n)) — IP/\O(TL, é/\/(n))) i> N(O, 1).
We use an equation from the proof of Theorem 2. By (22), we have

IPO(n, &) — IPO(n, An(n) = Ti > ((BZI1LTM],PA) + (e, @) + (€170, 4)) (23)
U teTor

We now analyze each of the three terms on the right-hand side of (23).
To characterize the first term in (23), observe that

(E2[t.10).PA) < |[E2[ 1), [PAI, < [PA, /2]

— ! Z<E2[t ()] PA><||PA|| Y Torl )
Tl T 2 \FAE TR S IR T

where the first inequality follows from the Cauchy-Schwartz inequality and the second inequality
from Assumption 7. Then,

> (BZILT),PA) < 37 PAIL < Y IPAly \/IZ0] < [PAJl, Tory/ 126,

teTpr t€Tpr t€Tpr

Therefore,

PAly /Tl T
1 Z <EZ[7§,I(”)],7?A> < | Il pr| |
o [ledly /Tpr € o o el

= Op(l ,
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allexl,

Vo T

To characterize the second term in (23), observe that

under the condition [|All, = op < ), as given in the theorem statement.

E Ket,z(”)’aﬂ =0, Var(etJ(n),a) =0 HaH% J

for all t € T,; by Assumptions 2 and 6. By the Lindelberg-Lévy Central Limit Theorem,

1
T 2oteTy <€t,2(”)’a>
Tp | 2= 4 N(0,1) (24)

\/Var(<etI<n),a>)
a||a||2¢§ 2 (ezm @) SN0 (25)

teTpr

To characterize the third term in (23), note that <et T(n), A> are independent across ¢ and mean-zero
for t € Tyr. We define two events:

{||Arr2=o< ”“{j’)}

Ey; = Tl Z <€t,Z(n)7A> =0 (H\o;gﬂi(})
pr

Pl teTh

Eq

By the theorem statement, E; holds with high probability. Moreover, Lemma 15 implies that Fy|E;
holds with high probability since, conditioned on Fj, <€t,I(”)7A> is sub-Gaussian with variance
upper bounded by ||a||, 0. Therefore, Es holds with high probability, which implies that

el e 2 (&) =or (),

teTpr

Combining all three terms,

VI (1 > ((B21L10),PAY + (ezm, @) + (ez00,8)) | SN (O.1)  (26)

g Ha”z Tor 1€ o

\/T (IPO(n aN(n)) — IPO(H aN( ))) i> N(O, 1), (27)

7 [|exfly

as stated in the theorem.

Convergence of variance. By the definition of éz in Section 3.2 and Assumption 9, we know that
Zyy 7m0 = Z }(ma Then by the definition of 42 in Section 3.2,

2
6% — 02| —02

‘ 1

tr

Ztrn — Ztr A
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1 N 2 A
= T—tr E[Ztr,n] Zt;rl'(n + (Tt |€tr n H2 ) ﬂr etr s [Ztr,n] 7" t_’[(n) a} > ‘
< 1 E Z tr A 2 2 E Z o R
- : [ztr,n} tr I<" 2 + T H €tr,n ||2 T <6tr ny [Ztr n] r,Z(n) Ol]> ‘

(28)
We upper bound these three terms next.

The first term of (28) can be upper bounded using Lemmas 14, 16, and 17. First, by Lemma 14,

1 2

2
— Zre _RZ
. .20 ||,

=T ‘ r.20

2
el + = (20 A )
tr

tr,Z(n)
. lall).

Elix.n] — 210 &

which by Lemma 17,

2y 22

1th‘ V 111;1" Ttr

Z" EZ tr,Z(n)

2
HaH1 tr,Z(n)

2
— Ttr
A E—

By Lemma 16,

1 2

— ||E[z, VAN
Te (Ztr,n] —

tr I(">

e <||awlogmr|z<“>r> me 1 el e log mzn)))

- +
(€”)?min(Tyy, |ZM]) -~ To VT §’” T min(y/Ter, /[0
where £” is defined in Theorem 3. Note that |||, < v/|Z("]]||a||,. Therefore, by Lemma 20,

1
Ttr

2
Elztrn] = 2] a |, =

)13 |0 [y log (T [Z0V)])
(&2 min(Ty, |Z0V])
Lre 1 lexlly v/7ee| 20D [ og (T |04 ])
Tty Tty &/ Ty min(y/Tyr, A/ |ZM)])
_0 Ty log(Ttr\I(”)D
a (&")* min(Ty,, [ZM])
E+ 1 \/rrtrlog Ttr|I |)
Tty Ttr (€7)2/Ty; min(y/Tiy, /| T)])
=0 Tt2r 10g(Ttr’I(n) |)
a (&")* min(Ty,, [ZM])
& + 1 \/Tt2r log ,IIDT|I |>
Tty Ttr (€")2\/Tyy min(y/Tir, /| Z)])

which, after grouping terms, implies that

1
Tty

Elzirn] — 2050 &

2 r2 log(Ttr|I(")]) Tir
=0 tr . 29
> P<<s~'>4minmr,rz<n>|>+ T 29)
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The second term in (28) can be bounded using Assumption 6 and Lemma 15 to obtain

— Op ( —1/ 2) . (30)

7 leonl?
—le _
T}:r tr,nllg
The third term in (28) can be bounded using Lemma 17 to obtain

<€tr,n; E[Ztr,n] Z br (n)a> = <€tr,n; E[Ztr,n]> - <€tr,na QE[Ztr,nD - <€tr,n7 Qetr,n> . (31)

Note that ||Q[| <1 and, by Assumption 7, ||QE[zn]|, < [|E[ztrn]lly < vTir. By Lemma 18 and
Assumption 6, tor any n > 0,

2
P((€tr,n; E[ztrn] > §)) < exp <_ Ti”ﬁ) ,

2
P({ €, QE[z4r.] > €)) < exp (_ £n ) 7

ﬂrgz
which imply that

<€tr ny E \/
<€tr ns QE > (VT
From Lemma 17, for any n > 0,
2

P(<etr,n, Qetr,n> > 02ri 4+ 1) < exp <—§ min < " , 7])) — <6tr7n) Qetr,n> = Op(re;).

odry’ o2

Therefore, by (31),

2 o N 1 Ttr
Together (29), (30), and (32) give the desired result. O

C.4 Proof of Proposition 4

In order to prove Proposition 4, we prove another result that subsumes Proposition 4.

We first introduce some notation. First, we assume that D = 2 for ease of exposition. The
proof can be straightforwardly extended for D > 2. Consider a unit n € [N] and counterfactual,
prediction treatments of interest ay(,) € {1, 2}V We use T as a shorthand for Z(" and let Z;

refer to the j-th donor in the donor set 7.
Recall that B (a) € {0,1}¥*Tr and bP"(a) € {0,1}" are defined such that

Bif(a) =d(A¥ =a) and  b(a) = Ind(@; = a),
and B™ and BP' be the concatenated matrices across different treatments, i.e.,

B™ = [B"(1), B™(2),..., B™(D)] € {0,1}}V*TuD
BPr — [Bpr(l),f)pr(z), o 7]3pr(D)] e {0, 11N
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Finally, without loss of generality, let us re-order the training measurements such that the
treatment assignments over N'(n) are grouped together, i.e.,
1 1 2 2 K K
AN(1), Ter] = [y -+ vty | Sy -+ vy | -+ | Ny -+ v

where K is the number of distinct training treatment vectors. Let 77 denote the first 77 measure-
ments such that AN (n), 7] = c/lv(n) for all 7 € T1, T2 denote the next 75 measurements such that

AN (n), 7] = 0/2\[(”) for all 7 € T3, and so on through Tx.

Matrix representation of E[Z;. 7|LF, A]. Recall that for unit n € [N], measurement ¢t € [T7],

and treatments a € [D]Y,

Y;EZNW) = Z (Wens Weay) + GEZN(TL))a (33)
keN (n)

where n € N'(n). Under D = 2,

y2vm) _ lave) _ Z Ind(ar = l)u;:nwtyl + Z Ind(ay = 2)u,1—7nwt72

t,n tn
keN (n) keN (n)
w
= [Zke Ny Ind(ag = Dug, » Yge Ny Ind(ag = 2)uM [wzj . (34)
We will use this decomposition to rewrite E[Z;, 7|LF, A] as a product of matrices.
First, recall that
Zwz=[Ziz, : t € Tir,j < |Z|] € RTXHL, (35)

Second, let N(j) denote 7;(N(j)), where 7; is specified in Definition 1, i.e., N(j) corresponds to
the permuted neighborhood of donor j, where the permutation is fixed under Definition 1. Let

Uz = [u ¥z, S Nk < yzq e RIVmIXIT]

0 _ 0 — 4 —
Hf _ [Ind(c_év’l(n) =1), Ind(c?@(n) =1), ..., Ind(c’é\qN(">‘(n) - € {0 1}2><|./\/’(n)\
Ind(ch(n) =2), Ind(cNQ(n) =2), ..., Ind(cNW(n)‘(n) =2

Let Hy, € {0, 1}2KXW(”)| be constructed by stacking HY., HZ,..., HE on top of one another. Let
W = [(WIl,WIZ) 1€ T;] € RTix2r,

and Wi, € RT=x2rK he the block-diagonal matrix with matrices W1, W2, ..., WX along the diag-
onal.
Then, by the decomposition in (34) and Definition 1,

E[Z, z|LF, A] = Wy (Hye ® 1) Uz. (36)
Matrix representation of E[Zy, 7|LF, A]. Using the same reasoning as above, one can write

E[Zpe z|LF, A] = Wy (Hpr ® L) Uz, (37)
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pr o _ pr _ pr _
i, = Ind(aﬁé(n) =1) Ind(agé(n) 1) Ind(aAgN(n)‘(n) =1 o1r € {0 1}2Ter|N(n)|
Ind(aNl(n) =2) Ind(aNQ(n) 2) Ind( Nino (m) = 2 P
Wgr = [WIl,wzz] S R1X2T,
and Wy, € RT2or denote the block-diagonal matrix with W Wlet2 W along the
diagonal.

Recall that Assumption 5 is that the rowspace of E[Z, 7 |LF, A] is contained within the
rowspace of E[Z,, 7 |LF, A].

Lemma 23. Suppose Assumption 2 holds. If
columnspace(BP"[N (n),:]) € columnspace( B[N (n),:]),
then there exist latent factors LF under which Assumption 5 cannot hold.

Proof. Our goal is to show that there exist latent factors LF such that, if colummspace(épr N(n),:
) € columnspace(BY™[N(n),:]), then Assumption 5 does not hold. Since rowspace(Hpy) =
rowspace(BP' [NV (n),:]") and rowspace(H, ) = rowspace(B"[N(n),:]"), columnspace(BP" [N (n),:
]) € columnspace(B™[N(n),:]) is equivalent to rowspace(Hp,) € rowspace(Hy, ), which is equiva-
lent to rowspace(Hpy ® 1) € rowspace(Hey @ I.).

By Lemma 13, there exists a vector v # 02,1, such that (Hp ® I) v # 0,7 ()| and

(Hy @ L) (Hp ® 1) v = 0. (38)

Since (Hp, ®@1,) v # 0, |A(n)|> there must exist u-latent factors such that, for the same v, U (Hp ®
I) v # 0/7). Suppose that Uz reflects these latent factors. Then, (38) implies

(Hy @ 1,)UzUF (Hpy @ 1,) Tv = Ogg¢. (39)
Let v/ = (WerpTr)_ll/Vprv. Let the w-latent factors be defined such that v/ # Or,.. Then, (39)
implies
Wtr(Htr ® ]IT)UIU;(Hpr X HT)TV = OQK;
= Wi(Hy @ 1) UzU7 (Hpe @ 1) T Wv' = 02k (40)
By Lemma 13, (40) implies that rowspace(Wp(Hpr ® I)Uz) € rowspace(Wi (Hyr ® 1,)Uz), which

implies that rowspace(E[Z,, 7|LF, A]) Z rowspace(E[Z z|LF, A]). Therefore, then Assumption 5
does not hold, as claimed. ]

Proposition 4 follows immediately from Lemma 23. First note that B™" = BY[N(n),:]. Sec-
ond, if colrank(B*") < |N(n)|, then there exists a a such that columnspace(BP [N (n),:]) €
columnspace(BY [N (n),:]). By Lemma 23, if colrank(B™") < |N(n)|, then there exists a target
treatment a and latent factors LF such that Assumption 5 does not hold, as claimed.
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D Proofs for Section 5

D.1 Proof of Proposition 5

Proof. The subspace inclusion assumption (SIA), or Assumption 5, requires that
rowspace(E[Zy, 7| LF, A]) C rowspace(E[Z;, z|LF, A)).

By (36) and (37), this is equivalent to requiring that, for the given n and ayr,) and for every
i € [T], there exists some ¢ € RT such that

e Wor(Hp @ 1)Uz = ¢ Wiy (Hyr ® 1)Uz (41)

Under the assumption on latent factors, as long as |Z(| > #|A/(n)]|, then (41) holds if and only if
there exists some ¢ € RT# such that

e Wor(Hpy @ 1) = ¢ Wi (Hyy @ 1,.). (42)

Therefore, subspace inclusion requires that rowspace(Wp, (Hpr ® L)) C rowspace(Wi(Heyr ® L)).
To conclude the proof, we use several facts. First, rowspace(Wp, (Hp:®1,)) C rowspace( Hp, L, ).
Second, by Lemma 9, each W7 is has linearly independent columns almost surely (since T, >
2r by the second condition of TRAININGTREATMENTTEST) and Wi, therefore also has linearly
independent columns almost surely. As such, rowspace(Wi,(Hy, ®I,.)) = rowspace(Hy, ® I) almost
surely.
Therefore,

rowspace(Hp,

<= rowspace(Hp, ® I,

= rowspace(Wp (Hpr ® I.)
<= rowspace(Wp (Hp @ 1)

~— — ~— —

i.e., subspace inclusion holds if rowspace(Hy:) C rowspace(Hiy). This condition is equivalent
to the first condition in TRAININGTREATMENTTEST because because Hl;rr = B[N (n),:] and
columnspace(H,.) = columnspace(B"[N(n),:]). As such, given the two conditions in TRAIN-
INGTREATMENTTEST, Assumption 5 holds almost surely. O

E Proofs for Section 6

E.1 Proof of Lemma 6

Recall that, for a given treatment a € [D], B¥(a) € {0,1}V>*7 and bP*'(a) € {0,1}" are defined
such that their (7,t)-th elements are given by

Bif(a) =d(A%¥ =a) and  b(a) = Ind(@; = a).

That is, the (i,t)-th entry of B*(a) is 1 if and only if unit 7 at measurement t receives treatment
a under the training treatments A"™. Similarly, the i-th entry of bP"(a) is 1 if and only if unit i is
assigned counterfactual treatment a under a. Further recall that

B =[B"(1), B"(2),...,B™(D)] € {0, 1} *T=L,
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BP' = [bP"(1),bP"(2),...,bP"(D)] € {0, 1}V*P,

Before proving Lemma 6, we first introduce a lemma.

Lemma 24. Under the experiment design in Section 6.1, B[i,:] = B"[j,:] if and only if units i
and j have been assigned the same color.

Proof. Observe that Step 3 in the experiment design identifies which units received certain colors
and assigns those units a treatment other than 1. That is, for a given iteration £ in the for loop, every
unit is assigned treatment 1 except for units of certain colors. Moreover, Step 3 never examines the
same color twice. Therefore, since each unit ¢ has only one color, cf # 1 for exactly one value of ¢,

whose value is determined by the color given to unit . One can conclude that A"[i,:] = A"[j, ] if
and only if unit 4 and unit j receive the same color. From the definitions of B, it therefore follows
that BY[i,:] = B"[j,:] if and only if units 7 and j have been assigned the same color. O

We now provide a proof of Lemma 6.

Proof. We show that the two conditions in TRAININGTREATMENTTEST hold when the training
treatments A" are assigned as described in Section 6.1.

First requirement of TrainingTreatmentTest. We begin by proving that
columnspace(BP' [N (n),:]) C columnspace(B" [N (n),:]),

for all possible BP'[N(n),:] when A" is generated using the experiment design in Section 6.1. It
suffices to prove that BY[A/(n),:] has full row-rank. We make use of the following three facts.

First, the proposed procedure ensures that no two units in the same neighborhood ever receive
the same color. This is guaranteed under TWOHOPCOLORING, which returns a coloring on the
graph G’ that is created by connecting every node in G to its immediate and its two-hop neighbors.
As such, for any unit 4, no two units in its neighborhood N (i) share the same color because any
two units in A/ (¢) must be within each others’ two-hop neighborhoods.

Second, T, D > |[N(n)], i.e., there are at least as many columns in B'" as there are rows. To
see why, observe that, under the proposed procedure, Ty, = T'FD = [WWED > [WD(%EWFD,
where the inequality follows from the first fact, i.e., that no two units in A/ (n) share the same color.

Third, by Lemma 24, B*[i,:] = B*[j,:] if and only if units ¢ and j have been assigned the same
color. However, by the first fact above, this cannot occur when i,j € N'(n). As such, B¥[N(n),:]
has |V (n)| distinct rows. Since B"[N(n),:] is a binary matrix and B*[N(n),:] has at least as
many columns as rows, these rows must be linearly independent. In other words, B¥[N(n),:] has
full row-rank, as we sought to prove.

Second requirement of TrainingTreatmentTest. The second requirement holds by Step 4
of the experiment design in Section 6.1. 0

E.2 Proof of Lemma 7

Proof. Recall that T;, denotes the width of A¥. Under the procedure in Section 6.1, the width of
. , FD(d2

A" is given by T'FD, where T" = [NUMCOLORS] - Therefore, T}, = 7D [ NUMCOLORS] 7y < 7”)%1;]3)

follows from the facts that (i) any graph G” can be trivially colored using Degree(G”) + 1 colors

and (ii) the degree of G’ is upper bounded by d(d — 1) by the definition of G in Section 6 O

43



E.3 Tailoring experiment design to counterfactual treatments of interest

Recall that, by Lemma 6, the experimental design procedure in Section 6.1 produces a treatment
schedule that passes TRAININGTREATMENTTEST for any n and ay(,) of interest under Assump-
tions 2 and 3 and 7 = 7. One can alternately tailor the treatment schedule to a specific n and a/(,)

of interest. One need only ensure that columnspace(BP*[N (n),:]) C columnspace(B*[N(n),:]) is
satisfied, as required by TRAININGTREATMENTTEST. Such a modification is desirable because it
might require fewer training samples.

To make this modification, all that would change in the procedure in Section 6 is the method
TwoHOPCOLORING. Specifically, one would form G’ by connecting each unit ¢ not to every one
of its immediate and two-hop neighbors, but only those units j in the two-hop neighborhood for
which a@; # a;. That is, (j,1) € " if ((j, i) € E) U Tk € [N]\{s,5} : (J, k), (k,3) € €) and a; # a;.

E.4 Proof of Proposition 8

Proof. Our goal is to apply Theorem 2. However, the conditions and assumptions of Theorem 2
differ from those used in Proposition 8. We proceed by showing that, under the assumptions in
Proposition 8, we can recover the assumptions of Theorem 2 and obtain more precise estimates on
the number of training samples T}, and units N needed for finite-sample consistency.

We begin by characterizing the number of donors an ego-unit has under the conditions in
Proposition 8. We then show that Assumptions 4 and 5 hold under the proposition conditions.

Number of donors. There are three requirements for a donor, as given in Definition 1. The
first requirement is that a donor has the same number of neighbors as n. Since G is a d-regular
graph, this requirement is automatically satisfied for all possible units.

The second requirement for a unit £ to be a donor for unit n is that there exists a permutation
7 such that Amp(N(k)), Ter] = AN (n), Tex]. By the experiment design procedure in Section 6.1,
this second requirement is satisfied as long as n and k are assigned the same colors. By Lemma
12, there are at least N — ©(v/N) ego-units for which there are at least v/N units that satisfy the
second requirement. Let this set of ego-units be denoted by E.

Therefore, at least v/ N units satisfy the first and second requirements of a donor unit. Suppose
that these units are sub-sampled before checking whether they meet the third requirement of
Definition 1. Specifically, suppose that exactly v/N of them are randomly chosen and the rest
discarded. (This subsampling method is what we refer to as the “method of choosing donors” in
the proposition statement.) Recall further that the third requirement for a unit k& to be a donor
is that apl; WH) = ay(n)- By Lemma 11 and the subsampling condition, the number of units that

e
satisfy the third requirement of Definition 1 for any ego-unit in n € E (and therefore are considered

“donors” for n) is:
vN
=0 ( ) (43)

Dd+1

with high probability. We can therefore replace |Z(™| in Theorem 2 with v/N /D% noting that
this substitution holds with high probability for N — ©(v/N) ego-units, as stated in Proposition 8.
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Assumption 4. Assumption 4 is required in Theorem 2. By Lemma 10 and Assumption 11,
Assumption 4 holds if there are at least [N (n)| donors. In a d-regular graph, this translates to
needing at least r(d 4+ 1) donors. Therefore, by (43), we require that

VN
Dd+1
— N =q(r2d2D*?)

= Q(r(d+1))

for Assumption 4 to hold, which matches the condition stated in Proposition 8.

Combining results. By Assumption 11, » = 7, and Lemma 6, Assumption 5 holds. Therefore,
both Assumptions 4 and 5 hold under the conditions given in Proposition 8. By Assumption 11,
Assumption 7 holds. By Lemma 22, Assumption 8 holds. Furthermore, the condition in Proposition
8 that there are at least %Q_J{D) comes from the fact that the experiment design in Section 6.1
can always be carried out with at least %ED) training measurements. Combining these results
with Theorem 2 gives

‘ﬁ)(n, ay(n)) — IPO(n, 5'./\/'(71))‘

— 0p [10g Lt o L T 1 vD# N
P08 part (g///)S/QTtlr/4 ({’”)4max VT, N1/4 ’D(d+1)/2T3/2 ’

Note that, by Lemma 22, & = (1 + 4rd)~%/? and &’ = (97(d +1))~'. Grouping terms and noting
that ry, < r(d+ 1) gives the result. O

F Simulation details

In this section, we provide full details behind the simulations produced in Section 7 and provide
additional plots.

Setting. Let G be a regular graph with degree d, and let the treatments be binary, i.e., D = 2. In
each of the experiments below, we will indicate the graph degree.
At the start of each simulation, the latent factors uy, and wi, are drawn uniformly at ran-

1 1 "
[_ \/r(d+1)’ \/r(d—'rl)} '
7 > 1, where each rgndom step of the random walk is also drawn uniformly at random from
1 1
[_ \/r(d+1)’ \/T(d+1)i| '

Our experiments use a simple donor-finding algorithm. In particular, instead of searching for
donors over all possible permutations 7;, as defined in Definition 1, we fix an ordering of units
and restrict ourselves to the identity permutation 7;(i) = 4. In this way, the number of donors
reported in our experiments is lower than the actual number of available donors.

dom from The latent factors w;, are generated as random walk for

Predictions. Figure 6(a) shows an example of the estimates that NSI produces, where G is a ring

graph (d = 2) with N = 1000 units, ¢ V@ ~ A/(0,0.1), r = 2, Ti, = 150, and Ty, = 50. Let the
training treatments be assigned according to the experiment design in Section 6.
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The prediction treatments aP* for 7 € Ty, are drawn uniformly at random from [D]V. The plot
is generated for a given target treatment a of interest. As discussed in Section 2, we assume that the
prediction and target treatments are constant across 7Tp,. Consider the bottom plot and a specific
unit n. The solid line gives the ground truth potential outcomes for unit n across measurements
t € [200]. The estimates produced by NSI are marked by asterisks *, with the 95 percent confidence
interval in gray. The measurements to the left of the vertical line (i.e., in blue and green) correspond
to the training set 7, while those to the right (i.e., in red and orange) correspond to the prediction
set Tpr. The top plot gives the spectrum {§g}z:1 produced in Step 1 of Section 3.2, where the vertical
line marks the singular value threshold x that is chosen in Step 1. In all of our experiments, k
is chosen using a knee-point (otherwise known as elbow-point) method. As shown in the bottom
plot, the predictions closely match the ground-truth values. As shown on top, 6 components are
used to construct the estimates. Since the network-adjusted rank is 6 (the product of » = 2 and
IN(n)| = 3), that NSI uses 6 components explains why its estimates are fairly accurate.

Further examples of the estimates NSI produces are given at the end of this section.

Consistency and asymptotic normality. Figure 6(b) verifies that the NSI estimates are consis-
tent and asymptotically normal. Specifically, we let G be a ring graph (i.e., d = 2) with N = 1000

units, ei?iN(i)) ~N(0,0.1), r = 2, Ty, = 150, and T}, = 50. For each simulation, we randomly gener-
ate the latent factors in the same way as described above for Figure 6(a). We ran 500 simulations,
then computed the NSI residuals (Iﬁb(n,é/\/(n)) — IPO(n,ay(,)) for 50 units in [N] and across
all possible counterfactual treatments for each unit. By all possible counterfactual treatments, we
used NSI to estimate IPO(n, apr(,)) for ay () = (1,0,0), arm) = (0,1,0), an ) = (1,1,0), and so
on. The rest of setup is identical to that used for Figure 6(a).

Figure 6(b) gives a histogram of the NSI residuals. A Gaussian distribution is fit to the resid-

uals and given by the red line. This result verifies the consistency and asymptotic normality of NSI.

MSE trends. Figure 6(c) summarizes the performance of NSI across different parameters. The
performance is given by the mean-squared error (MSE) across the prediction measurements Ty,
averaged across 50 units. Each group of bars gives the MSE for regular graphs of degree 2, 4, 6,
and 8, as indicated on the z-axis. Within each group of bars, the left (blue) bars are for N = 1000,
Tir = 100, T,y = 50; the middle (red) bars for N = 1000 and Ti, = Tpr = 50; and the right
(yellow) bars for N = 500 and Ti, = T,y = 50. Each bar is the average of 200 simulations with

eiCZMi)) ~ N(0,0.1), and r = 2. The training treatments a” = a'* for 7 € Ty, are assigned randomly
and remain constant across Tir- The prediction treatments are also generated randomly and remain
constant across Tpy. In the experiments for Figure 6(c), we compute the MSE for the synthetic
control setting, that is, a = a' for all 7 € Tp,,. Note that studying the synthetic control setting
does not bias the MSE, as the method we propose is agnostic to the counterfactual treatment of
interest as long as TRAININGTREATMENTTEST is passed. We use the synthetic control setting to
simplify the computation, as TRAININGTREATMENTTEST is always passed under synthetic control.

As expected, the MSE typically increases with degree, fewer nodes, and less training time.

Comparing to other estimators. We also compare the NSI estimator to two others: the SI
estimator (Agarwal et al. 2020b) and a baseline estimator. The SI estimator is a method similar
to NSI, but SI assumes that there is no spillover and therefore does not account for network
interference. The baseline estimator finds donor units that satisfy Definition 1, then averages the
donor units’ observed outcomes. We compare the estimators for a ring graph. We compare the
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estimators for a ring graph under the same parameters as those used in Figure 6(b) averaging across
200 simulations, 50 units, and all possible counterfactual treatments.

The NSI numbers are given for £ > d+1 = 3 (i.e., estimates for which the elbow points are lower
than 3 are removed). This heuristic is consistent with Theorems 2-3, which hold when x = 7. That
is, the NSI estimates are consistent and asymptotically normal when the number of components is
at least ry;. Since we do not know 7, a priori, we can lower bound it and discard NSI estimates
that are produced using fewer components than the lower bound. From (1), ¢, < r|A(n)|, which
gives a lower bound ry, > [N (n)| as long as > 1. Therefore, we can discard NSI estimates that
are produced using fewer than d + 1 components in a d-regular graph. Similarly, the SI estimates
that are produced using fewer than 1 component are also discarded since r is lower bounded by 1.
This is built on precisely the same intuition as that given for NSI's d + 1 lower bound; the only
difference is that the effective degree for SI is 0 because SI ignores network interference. No donors
are discarded for the baseline estimator.

The MSEs and R-squared values for the NSI estimator, SI estimator, and baseline estimators
are, respectively, (0.1174, 0.8735), (0.2310, 0.8149), and (3.398, -2.957). Both the NSI
and baseline estimators use donor sets that contain, on average, 41 units. The SI estimator uses
donor sets with, on average, 166 units. As such, even though the SI estimator has more donors,
the performance of NSI is better than that of SI, which is better than that of the baseline estimator.

Additional simulations. Below, we illustrate the results produced by NSI and SI. The setup is
the same as that given in Figure 6(a). For all the plots below, the unit of interest and simulation
is fixed. The counterfactual treatment of interest varies across the rows. In each row, the left plot
gives the results for NSI, and the right plot gives the results for SI. Recall that SI and NSI differ
in that NSI accounts for spillover effects while SI does not.

We can make several observations from the two plots directly below. First, the number of donors
is greater for SI than NSI (as can be seen by the range of the x-axis of the top plot on the left
versus that of the top plot on the right). Second, SI typically uses more components to construct
its estimates as well (as can be seen by the number of components to the left of the vertical lines of
the top plots). Both these trends hold true across the examples. Third, both NSI and SI perform
well across the training set. However, SI performs poorly across the prediction set, indicating that
it suffers in the presence of spillover. Even so, the confidence interval for SI is smaller than that
for NSI, i.e., SI is overconfident in its estimates. Fourth, the number of components used by NSI
(as marked the vertical line in the top-left plot) is 6, which matches the network-adjusted rank of
6 (the product of r = 2 and |[N'(n)| = 3 for a ring graph) and suggest that NSI would perform well.
This is confirmed by the fact that the estimates are close to the ground truth.
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The next two pairs of plots show similar results. NSI performs well compared to SI, which is
overconfident in its estimates. The number of components used by NSI is 6 in both cases, which

suggests that it will produce good estimates.
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The following two plots illustrate an instance for which NSI performs poorly. Indeed, the
number of components used by NSI is only 5. As such, one would not expect NSI to do well.
However, SI is still overconfident in its estimates (as there are ground truth values lie outside the
gray area) whereas NSI’s confidence interval covers the ground-truth potential outcomes.
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It is worth noting that in many cases (including the one directly above), there seems to be
leftover spectral energy beyond the x chosen by the knee point method. As such, the NSI estimates
could be improved by letting x = 6. The fact that &
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method that we utilize, and it motivates the incorporation of human oversight—that, when & is
too small and there is leftover spectral energy, x can be increased. Generally speaking, one can
increase k until the training MSE is small, then apply that s to the predictions.
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