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Motivation: We explore the “Implicit Data Crime” of datasets whose subsampled k-space is filled using parallel imaging. These datasets are treated
as fully-sampled, but their points derive from (1)prospective sampling, and (2)reconstruction of un-sampled points, creating artificial data
correlations given low SNR or high acceleration.

Goal(s): How will downstream tasks, including reconstruction algorithm comparison and optimal trajectory design, be biased by effects of parallel
imaging on a prospectively undersampled dataset?

Approadh: Comparing reconstruction performance using data that are fully sampled with data that are completed using the SENSE algorithm.
Results: Utilizing parallel imaging filled k-space results in biased downstream perception of algorithm performance.

Impact: This study demonstrates evidence of overly-optimistic bias resulting from the use of k-space filled in with parallel imaging as ground truth
data. Researchers should be aware of this possibility and carefully examine the computational pipeline behind datasets they use.

Introduction

Training state-of-the-art MRI reconstruction algorithms, such as those with deeply learned priorsl_3 , depend on large public datasets. Standardized
datasets are established tools for evaluation of competing methods' performance4_6. Recent work has demonstrated the overly optimistic results of
reconstruction algorithms trained on datasets with “Implicit Data Crimes” such as zero-padding and JPEG compression7.

This abstract reveals an unexplored crime with datasets generated from filling in prospectively subsampled k-space with parallel imaging. Such
datasets are presented as fully sampled; that is, with an acceleration factor of 1. Subsequent algorithm development will then apply a retrospective
acceleration factor by subsampling the presented k-space and comparing the resultant reconstruction to the image obtained from the original data.
The interrelation of these two subsampling steps is an under-explored yet crucial element of modern MR algorithm development pipelines. We
present an experimental pipeline to examine the extent of this particular implicit data crime. We compare reconstruction performance based on
data that are indeed fully sampled with data that are completed using the SENSE® algorithm, demonstrating an initial downstream effect in the form
of overly optimistic reconstruction error. Finally, we discuss the patterns observed using various prospective and retrospective accelerations, and we
suggest next steps in the study of this phenomenon.

Conceptual Framework

Figure 1(a) describes the conceptual framework of the implicit data crime. A clinical scanner acquires prospectively subsampled data and then
produces “Fully-Sampled” k-space through a parallel imaging reconstruction. Datasets will then be generated from this “Fully-Sampled” k-space for
subsequent algorithm evaluation. However, as seen in Figure 1(b), true prospectively acquired fully-sampled k-space (R,,m = 1) differs from “Fully-
Sampled” k-space filled in with parallel imaging as evident by the striping in the k-space ofR,,m =2 and R,,m = 4, which could lead to overly
optimistic bias in the subsequent reconstruction algorithm evaluation. Figure 1(c) shows k-space data from SKM-TEA® with similar striping
(horizontally) where authors have disclosed that the raw data were GRAPPA-reconstructed at Rpm =2.

Figure 2 illustrates our pipeline to evaluate the crime. We begin with fully-sampled k-space that is uniformly subsampled by R, to get
“Prospectively Under-sampled K-space”. CG-SENSE reconstructs an image, x,,,, and then fake “Fully-sampled K-space’ is generated by applying the
coil profiles and fourier transform to the x,,,, . This fake k-space is then subsampled by R, and reconstructed with CG-sense to produce X, .
We finally compare X, t0 Xy, Which represents the assumption of using a parallel imaging filled in k-space dataset as ground truth.

Methods

Datasets: We evaluated the crime on three datasets:
o BART’ generated k-space for an 8-channel Shepp-Logan Phantom with additive Gaussian noise at SNR = [5, 10, 15, 20] dB, averaged over
100 noise instances for each SNR.
e Anin-vivo slice from 3D MPRAGE acquired with a 32-channel receive array with IRB approval and informed consent.
e Brain slices selected from 300 subjects in the FastMRI dataset™ .

Experimental Details: We performed 2D uniform subsampling with prospective R, = [1,2, 4] and retrospective Ry, = [1,2,3,4,5,6,7,8] on
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all datasets with a 24-line autocalibration region. All reconstructions used BART's’ implementation of CG-SENSE and ESPIRIT with a heuristically
optimized L2-regularization weightings unique to each instance.

Results

In all figures, Rpm = 1 (the blue curve) represents the “crimeless” setting.

Figure 3 presents phantom results at various SNR levels. The orange and green curves show normalized root mean squared error (NRMSE) for
images reconstructed from prospective subsampling as a comparison point. These curves represent the “Implicit Data Crime”, as they yield
unrealistically reduced error when compared to the “crimeless” setting (blue curve). Strikingly, yet unsurprising in hindsight, it is possible to achieve
zero NRMSE.

Figure 4 demonstrates a similar result on the in-vivo brain acquisition.

Figure 5 expands the in vivo experiment to an average of the experiment over 300 distinct slices from the fastMRI dataset.

Discussion and Next Steps

This study demonstrates evidence of bias resulting from the use of MR datasets presented as “fully sampled” but in fact generated from parallel
image reconstruction, that are then used for algorithm evaluation. Researchers should be aware of this possibility and carefully examine the
computational pipeline behind datasets they use. Likewise, dataset publishers should detail the techniques used to synthesize unsampled points in
k-space.

Extensions of this work will include experiments in which the prospective reconstruction algorithm mismatches the retrospective reconstruction
algorithm, such as GRAPPA and recent deep learning techniques for parallel imaging1_3’10. In addition, analysis of other downstream tasks might
demonstrate other impacts from the implicit data crime. In particular, we hypothesize that k-space sampling trajectory design on parallel imaging
filled in datasets will result in suboptimal solutions due to datasets’ artificial correlations among candidate k-space points.
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Figure 1. (a) Conceptual framework for the implicit data crime: Prospective undersampling occurs in clinical scanner settings. Parallel imaging
recon fills in missing k-space data before it is presented as a “fully sampled” dataset. (b) Stripes are present in the log-magnitude k-space images due
to differences between physically sampled points and algorithmically synthesized points. (c) This same patterning occurs in public datasets such as
SKM-TEA, again due to parallel imaging reconstruction.
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Figure 2. Experimental pipeline for analysis of the implicit data crime. There are two phases: (a) simulated parallel imaging representing the clinical
scanner pipeline in Figure 1, and (b) a retrospective parallel imaging reconstruction from a dataset as might be performed in an algorithm evaluation
study. We illustrate how each reconstruction might use one of multiple algorithms. Finally (a) and (b) output complex image estimates x,,, and
Xretro » Which are compared with a NRMSE metric to illustrate the crime.
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FFigure 3. (a) Plots illustrating the implicit data crime on the phantom data at 4 SNR levels where the orange and green curves using parallel
imaging filled in k-space as ground truth always yields unrealistically low NRMSE in comparison to the no crime setting (blue curve). Notably, when
the two sampling masks match (R, = R, ), we achieve 0 error, as if there were no retrospective acceleration. (b) Example reconstructed images
further illustrating the crime.
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Figure 4. (a) Plots of the implicit data crime on an in-vivo MPRAGE slice where the orange and green curves using parallel imaging filled in k-space
as ground truth yields unrealistically low NRMSE. (b) Example reconstructed images. When Ry e is a multiple of Ry, the k-space and
reconstruction algorithm used to generate the ground truth and image to be evaluated match exactly, resulting in 0% error, a particularly egregious
manifestation of the crime.
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Figure 5. |llustration of the implicit data crime on 300 FastMRI brain samples, where the orange and green curves yield unrealistically reduced
error when using a parallel imaging filled in k-space as ground truth in comparison to the “crimeless” setting of the blue curve. Notice how Ry, = 4

reconstructions (green curve) achieves zero variance at Ry;r, = 2, 4 because of consistent alignment between prospective and retrospective
sampling masks, while error varies more in the crimeless cases.
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