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Abstract

Recently, empathetic dialogue systems have

received significant attention. While some re-

searchers have noted limitations, e.g., that these

systems tend to generate generic utterances, no

study has systematically verified these issues.

We survey 21 systems, asking what progress

has been made on the task. We observe multi-

ple limitations of current evaluation procedures.

Most critically, studies tend to rely on a single

non-reproducible empathy score, which inade-

quately reflects the multidimensional nature of

empathy. To better understand the differences

between systems, we comprehensively analyze

each system with automated methods that are

grounded in a variety of aspects of empathy.

We find that recent systems lack three impor-

tant aspects of empathy: specificity, reflection

levels, and diversity. Based on our results, we

discuss problematic behaviors that may have

gone undetected in prior evaluations, and offer

guidance for developing future systems.1

1 Introduction

Empathetic dialogue systems have received signif-

icant attention in recent years, with new models

that incorporate emotion, common sense, knowl-

edge graphs or other signals into language models

(Rashkin et al., 2019; Lin et al., 2019; Majumder

et al., 2020; Kim et al., 2021). Meanwhile some

researchers have noted that recent systems tend

to generate generic, trite responses (Wang et al.,

2022b; Sabour et al., 2021). However, these ob-

servations have not been verified in a systematic

way.

We survey 21 empathetic dialogue systems, us-

ing new analysis methods to see what progress has

been made. Quantitatively comparing these sys-

tems pose multiple challenges. Automated metrics

such as BLEU (Papineni et al., 2002), METEOR

1The data and scripts we used in this compara-
tive analysis can be found at https://github.com/
MichiganNLP/empathy_eval

(Banerjee and Lavie, 2005), or ROUGE (Lin, 2004)

compare the lexical overlap between the generated

text and a “ground-truth” discourse. However, in

dialogue, there is an unbounded space of valid re-

sponses that differ from a ground-truth sample, and

researchers have shown that these metrics have

only a weak correlation with human judgement

(Liu et al., 2016).

To mitigate this issue, recent empathetic systems

often rely on human evaluations. These crowd-

sourced evaluations typically measure empathy

level, fluency, and relevance, with the latter two

measuring overall conversational quality, with no

relation to empathy. Using only one measure of

empathy is an overly simplified assessment of an

empathetic dialogue system (Lahnala et al., 2022),

failing to account for how empathy is a multidi-

mensional construct (Davis et al., 1980a; Davis,

1983) with a wide range of definitions in terms of

social, emotional, or cognitive dimensions (Cuff

et al., 2016). One issue with using a single score

is that some systems might be effective in one as-

pect of empathy, while other systems might excel

in others, but that variation would be hidden when

considering a single overall empathy score. An-

other issue is that a single score does not provide

information about the nature of remaining errors,

which would be valuable for guiding future work.

Given these limitations of prior evaluation pro-

cedures, we comprehensively study nine systems

on multiple metrics that are each grounded in a

multidimensional definition of empathy. Namely,

we survey recent papers that propose an empathetic

dialogue system from NLP conferences in the last

three years. Of the 21 systems that we identify, we

further analyze every system that has been trained

on EmpatheticDialogue (Rashkin et al., 2019), the

most prominent dataset used by researchers (Ta-

ble 1), and has been open-sourced, which results in

nine systems. Through our study we find that recent

systems lack specificity, reflection levels (Houck
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et al., 2012), and diversity, each of which may have

gone undetected with prior evaluation procedures.

Our study provides a reflection on the advances

made by recent empathetic systems, and offers valu-

able takeaways for the development of future sys-

tems.

2 Related Work

Empathetic Dialogue Systems. The majority of

recent empathetic dialogue systems train language

models with examples of empathetic responses.

EmpatheticDialogues (Rashkin et al., 2019) has

become a popular choice for such data, consist-

ing of 25k conversations grounded in emotional

situations. Researchers often additionally incorpo-

rate sentiment or emotion (Majumder et al., 2020;

Rashkin et al., 2019; Lin et al., 2019), common

sense (Sahand Sabour, 2021), or knowledge (Li

et al., 2022) in order to ground the conversations to

real life human experiences.

Empathy Frameworks. Empathy is a nuanced

human experience and a complex multidimensional

construct which is difficult to computationally as-

sess. Broadly speaking, empathy has two aspects:

emotion and cognition (Davis et al., 1980b). The

emotional aspect relates to the emotional reaction

or connection that is formed as a reaction to one’s

emotions or experiences, whereas the cognitive as-

pect relates to the reflective and interpretive process

of understanding one’s experiences.

Definitions from psychotherapists provide the

foundations for computational researchers to assess

the empathy level of their systems. For instance,

EPITOME (Sharma et al., 2020) identifies empa-

thy across three "Communication Mechanisms"

(emotional reactions, interpretations, exploration).

Liu et al. (2021b) grounds their emotional support

conversation framework on Hill’s Helping Skills

Theory (Hill, 2009), consisting of three stages of

support (exploration, insight, action).

However, by surveying recent empathetic sys-

tems, Lahnala et al. (2022) critically indicate that

most systems lack a clear definition of empathy.

Our findings confirm that of Lahnala et al. (2022),

and go beyond their work by providing empirical

studies.

3 Limitations of Current Evaluations

Recent empathetic dialogue systems follow a com-

mon procedure to evaluate their output, which in-

cludes automated metrics and human evaluations.

<My cat is sick.= <I’m sorry to 
hear that.=

<I feel upset 
because…=

<I’m sorry to 
hear that.=

● Empathy?
● Relevant?
● Fluent? 
● Empathy?
● Relevant?
● Fluent? 

<My cat is sick.=
<I’m sorry to 
hear that.=<Luckily…= 

(Follow-up) <I’m sorry to 
hear that.=

● Empathy?
● Relevant?
● Fluent? 

Single-Turn

Multi-Turn

Figure 1: Evaluating on samples of single-turn evalu-

ations, distributed to multiple judges, can appear em-

pathetic, fluent, and relevant, despite issues such as

repetition.

However, they have several shortcomings, which

we discuss in this section. Namely, we survey the

evaluation procedure of 21 empathetic dialogue

systems published over the last five years at lead-

ing NLP venues, as summarized in Table 1. The

following sections describe the metrics and evalua-

tion procedures followed by these systems, along

with their limitations.

3.1 Human Evaluations

Given the nuanced construct of empathy, every

surveyed system includes human studies, which

typically consist of: Likert-scale questions to mea-

sure empathy, fluency, and relevance of generated

responses, and an A/B test to compare preferences

between empathetic systems: Both of these are

typically done with the help of crowdworkers.

Likert-Scale Questions. Current approaches for

crowdsourcing a single empathy score have two

key limitations. First, given the multidimensional

nature of empathy, it is difficult to assign a single

empathy score that captures the various aspects of

empathy. This makes it difficult to attribute system

behavior to empathy, as some systems might be

effective in a specific aspect while other systems

might excel in others. By the same token, a sin-

gle score makes it difficult to understand how to

improve each system.

Second, current evaluations are typically con-

ducted on samples of single-turn exchanges (ie, a

single pair of a prompt and a response). To un-

derstand why this is a major limitation, consider a

simple IF_ELSE system that always generates ei-

ther "I’m happy to hear that." or "I’m sorry to hear

that." based on the sentiment of the input utterance.

While such a system is not meaningfully empa-
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System Dataset Automated Metrics Human Evaluation

EmpatheticDialogue
(Rashkin et al., 2019)

ED PPL, BLEU Likert Scale, A/B Test

MoEL (Lin et al., 2019) ED BLEU Likert Scale, A/B Test

MIME (Majumder et al., 2020) ED BLEU Likert Scale, A/B Test

EmoCause (Kim et al., 2021) ED
Coverage,
Empathy Classifiers

Likert Scale, A/B Test

Dual-Emp (Shen et al., 2021) ED
PPL, BLEU, Dist-n,
Embed

Likert Scale, A/B Test

Gao et al. (2021) ED BLEU, Dist-n, Embed Likert Scale, A/B Test
KEMP (Li et al., 2022) ED PPL, Dist-n Likert Scale, A/B Test

CEM (Sabour et al., 2021) ED PPL, Dist-n A/B Test

EmpHi (Chen et al., 2022) ED BLEU, Dist-n Likert Scale, A/B Test
Emp-RFT (Kim et al., 2022) ED PPL, Dist-n, BERTscore Likert Scale, A/B Test
CARE (Wang et al., 2022a) ED PPL, BLEU, BERTScore Likert Scale, A/B Test
SEEK (Wang et al., 2022b) ED PPL, Dist-n, DE, UEI, REI Likert Scale, A/B Test

Lee et al. (2022) ED
Empathy Classifiers, dist-n,
NIDF, PPL

Likert Scale, A/B Test

EMOTICONS (Colombo et al., 2019)
Cornell,
OpenSubtitles

BLEU, Dist-n AffectButton

CoBERT (Zhong et al., 2020) PEC R@n, MRR None

CoMAE (Zheng et al., 2021) Reddit
PPL, BLEU, ROUGE,
Embed

Likert Scale, A/B Test

ESC (Liu et al., 2021b) ECS
PPL, BLEU, ROUGE,
Embed

A/B Test**

Liu et al. (2021a) MojiTalk
PPL, Embed, TTR-n,
Avg. Len, % Stopwords

Likert Scale

EDOS (Welivita et al., 2021) EDOS PPL, Dist-n, Embed None

Zhu et al., 2022 MPED ROUGE, BLEU Likert Scale, A/B Test

Cheng et al. (2022) ESC
PPL, BLEU, ROUGE,
METEOR, CIDEr

A/B Test

Table 1: Recent empathetic dialogue systems from NLP conferences and their evaluation methodologies.

thetic, when a single sample is distributed across

multiple evaluators, its responses will always be

considered empathetic, fluent, and relevant, and its

repetitive behavior goes undetected (Figure 1). As

it turns out, many recent empathetic dialogue sys-

tems indeed repeat the same responses for different

input utterances, which we analyze in Section 5.4.

A/B Tests. For A/B tests, single-turn dialogues

from two different systems are sampled, and crowd-

workers are asked to select the system that they

prefer. Such an approach suffers from similar is-

sues. Namely, when system A is preferred over

B, it is unclear how to interpret the preference in

terms of aspects of system behavior. For instance,

system A might tend to convey emotional empathy

while system B conveys cognitive empathy. Fur-

thermore, pairwise comparisons amongst systems

is unscalable and rather cumbersome.

3.2 Automated Metrics

Because human evaluation is expensive, re-

searchers often include automated metrics. The

most commonly used automated metrics include

BLEU, ROUGE, BERTScore (Zhang et al., 2020),

PPL, and Distinct-n (Li et al., 2016).

BLEU, ROUGE, BERTScore. These metrics

compare generated responses against a known

ground-truth utterance. BLEU and ROUGE use lex-

ical overlap, while model-based approaches such

as BERTScore use similarity scores in high di-

mensional spaces. While these may be suitable

metrics for tasks such as translation or summarisa-

tion, dialogues often have an unbounded number of

valid responses that all differ semantically. Given

the open-ended nature of dialogue, comparing sys-

tem responses against ground-truth utterances is

misleading, and Liu et al. (2016) demonstrate that

BLEU and ROUGE scores share little correlation

with human judgement.

Perplexity. Perplexity (PPL) measures the degree

of uncertainty of a language model in the sequences

it generates, and while it is a useful intrinsic evalu-

ation of a language model, it does not necessarily

characterize the behavior of a model on a specific
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task (ie., empathetic response generation).

Distinct-n. Distinct-n is a measure of diversity,

calculated by dividing the number of distinct n-

grams generated by the total number of generated

tokens. While this metric captures the variance

in token distributions of predicted responses, it is

difficult to interpret these values.

Furthermore, current measures of diversity do

not distinguish utterance-level and turn-level di-

versity. We find that recent empathetic dialogue

systems often repeat the same phrase for multiple

prompts. These behaviors are not properly reflected

with current measure of diversity.

Empathy Detection. Lastly, some studies sug-

gest the use of automatic empathy detection models

such as EPITOME (Sharma et al., 2020) to evaluate

the empathy level of dialogue systems (Lee et al.,

2022; Kim et al., 2021). However, Lee et al. (2023)

demonstrate that EPITOME does not always use

dialogue context, but rather rely on phrases such as

“I’m sorry to hear that.”

4 Experimental Setup

4.1 Analyzing Multi-Turn Dialogues

Given the multidimensional and personal nature

of empathy, we do not view “state-of-the-art” on a

single empathy score as a useful measure. Rather,

we compare model behavior against that of people,

with respect to metrics grounded in various aspects

of empathy.

Most prior studies have only evaluated systems

on single-turns. However, such an evaluation can

overlook specific model behaviors, such as repeti-

tion (Section 3). In our experiments, we analyze

the multi-turn behavior of systems.

Evaluating multi-turn behavior requires that

we generate multi-turn conversations. How-

ever, in order to compare across systems, the

prompts must be controlled. Namely, given

a dialogue for a human (H) in EmpatheticDia-

logue as a sequence of prompts and responses

(P0, R
H
0 , ..., Pn, R

H
n ), a meaningful comparison

for system S would be a sequence with the same

prompts (P0, R
S
0 , ..., Pn, R

S
n). However, there is

no easy way to generate such a sequence, as all sub-

sequent prompts Pi depend on the previous context

(Pj , Rjfor all j < i).

Thus, rather than constructing multi-turn se-

quences for each system, we measure multi-turn

metrics in a piece-wise manner, by providing seg-

ments of the dialogue context incrementally. That

is, we deconstruct each human dialogue consisting

of n-turns (P0, R
H
0 , ..., Pn−1, R

H
n−1) into n con-

texts, and use each one as input to our system:

∀i < n,RS
i = S.generate(P0:i−1, R

H
0:i−1)

Although the resulting final sequence is likely

incoherent (ie, RS
i followed by Pi+1 may be in-

coherent), each utterance is valid in the provided

context. Given that, we calculate metrics at each

point and simply aggregate the mean metric val-

ues for the generated responses R0:n. We use our

piece-wise multi-turn evaluation setup for all met-

rics described in Section 5.

Note the subtle difference between our piece-

wise multi-turn evaluation and an interactive multi-

turn evaluation – in our setting, a human evaluator

is not interacting and evaluating at every turn.

4.2 Surveyed Systems

Of the 21 systems in Table 1, we analyze every

system that is trained on EmpatheticDialogue and

is open-sourced, resulting in nine systems. We only

consider systems trained on EmpatheticDialogue,

as it is the most widely used dataset (Table 1), but

also in order to control for the data that each sys-

tem is trained on. We consider two baselines: the

original system proposed by the authors of Empa-

theticDialogue, and human responses, which are

the human utterances in the test split of Empathet-

icDialogue.

4.3 Data

We use EmpatheticDialogue (Rashkin et al., 2019)

for our experiments, which consists of 25k crowd-

sourced conversations. Each multi-turn dialogue is

constructed from a pair of workers, in which the

first worker is instructed to describe a situation in

which they have experienced a specific emotion.

The two workers then have a conversation around

the experience. The data consists of an official train,

validation, and test set from a 8:1:1 split. After veri-

fying that each system that we survey uses the same

data splits, our experiments are conducted on the

test split, consisting of 2547 conversations, or 5255

turns (where each turn consists of two utterances,

one from each party).
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0 0.1 0.2
Human 

CARE 
SEEK 

EmpHI 
KEMP 
CEM 

EmoCause 
MIME 
MoEL 

Empath. Dialogue 

Specificity (NIDF)

S
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m
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Figure 2: Specificity scores (NIDF). Blue and red lines

indicate baselines from Empathetic Dialogue and hu-

man, respectively.

5 Multidimensional Evaluations of

Empathy

Prior work from psychology that studies effective

ways of evaluating empathy in counseling settings

has defined various aspects of empathy (Truax and

Carkhuff, 1964; Banerjee and Lavie, 2005; Elliott

et al., 2005; Truax and Carkhuff, 2007; Houck et al.,

2012). In this work, we focus on four specific as-

pects from Truax and Carkhuff (1964), Elliott et al.

(2005), and Houck et al. (2012), which we discuss

below. For each aspect, we provide our motiva-

tion for measuring the aspect, our methodology for

measurements, and our results.

5.1 Specificity

Motivation. Truax and Carkhuff (1964) define

concreteness, or specificity, as the degree to which

a practitioner comments on generalities or abstract

ideas (low specificity) versus specific feelings or

experiences (high specificity). Specificity has a

few benefits. First, it ensures that the practitioner’s

responses does not become abstract or emotionally

removed from the patient’s feelings and experi-

ences. Secondly, it allows the practitioner to be

more precise in understanding the client’s feelings

and experiences. Lastly, it encourages the client to

attend closer to their problem areas or emotional

conflicts.

Methodology. See et al. (2019) propose Normal-

ized Inverse Document Frequency (NIDF) to mea-

sure the specificity of a dialogue. We use the same

formulation:

0 0.1 0.2 0.3 0.4
Human 

CARE 
SEEK 

EmpHI 
KEMP 
CEM 

EmoCause 
MIME 
MoEL 

Empath. Dialogue 

PAIR

S
ys

te
m

s

Figure 3: PAIR scores from each system. Blue and red

lines indicate baselines from Empathetic Dialogue and

human, respectively.

NIDF (w) =
IDF (w)−min_idf

max_idf −min_idf
,

IDF (w) = log(R/cw)

Where R is the number of samples in a dataset,

cw is the number of samples that contain w, and

min_idf,max_idf are the minimum and maxi-

mum IDFs taken over all words in the vocabulary.

The specificity score for a response r is the mean

NIDF of the words in r.

System Evaluations. Figure 2 shows the NIDF

scores for various systems. When compared

against EmpatheticDialogue, we see that most

systems have a very close similarity score (<=

0.005 difference), with four systems actually hav-

ing lower scores. When compared against human

behavior, we observe that all systems are less spe-

cific. The low and converged specificity scores

may be related to the repetitive behavior shown

in later sections (Section 5.4). These scores indi-

cate the need to better understand whether systems

appear empathetic because they tend to utter trite

and generic phrases (1), or are offering concrete

responses that demonstrate a relatable experience

or emotion.

5.2 Reflection Level

Motivation. Houck et al. (2012) discuss the im-

portance of reflection for therapists in conveying

empathy. Reflection is one’s ability to understand

and reflect on what the client is saying, and is typ-

ically classified as simple reflection or complex

reflection, with the latter being the preferred level

of reflection to practice.
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−0.05 0 0.05 0.1 0.15 0.2 0.25

Human

CARE

SEEK

EmpHI

KEMP

CEM

EmoCause

MIME

MoEL

Emp. Dial.

−0.08−0.06−0.04−0.02 0 0.02 0.04

Human

CARE

SEEK

EmpHI

KEMP

CEM

EmoCause

MIME

MoEL

Emp. Dial.

0 0.02 0.04 0.06 0.08 0.1

Human

CARE

SEEK

EmpHI

KEMP

CEM

EmoCause

MIME

MoEL

Emp. Dial. trace 0

trace 1

trace 2

Intensity Valence Arousal

Figure 4: Difference in emotion intensity, valence, and arousal between prompt utterances and response utterances.

A negative score indicates that the response had a greater intensity/V&A value than the prompts (only prompt

utterances).

Methodology. We use PAIR (Min et al., 2022), a

RoBERTa variant model that measures the reflec-

tion level of utterances in order to provide feedback

for counseling trainees. Specifically, PAIR uses

contrastive learning to rank an utterance as non-

reflective, simple reflective, or complex reflective.

PAIR outputs a continuous score between 0 and 1.

System Evaluations. Figure 3 demonstrates the

PAIR scores of our surveyed systems. Compared to

EmpatheticDialogue, 6 systems score lower, while

compared to that of human behavior, all systems

except for one score lower. Offering complex re-

flections is a challenge, in which even human re-

sponses offer low reflection scores. This suggests

that researchers may need alternative approaches

to build systems with complex reflections rather

than immitating that of human behavior (Min et al.,

2022; Sharma et al., 2021).

5.3 Word Choice

Motivation. When evaluating empathy, Elliott

et al. (2005) demonstrate the correlation between

the use of rich, vivid, and metaphorical language

that is consistent with the client’s discourse and the

clients’ perceptions of empathy. This component

is sometimes referred to as high vs. low energy

(Cochrane, 1974).

Methodology. To measure the level of rich and

vivid language, we measure affect intensities, va-

lence, and arousal.

Affects (emotions, feelings, attitudes) have vary-

ing degrees of intensity (eg., outrage versus irri-

tated). We measure the emotional intensity of sys-

tem responses using the NRC Emotion Intensity

Lexicon (NRC-EIL) (Mohammad, 2018b), which

consists of an intensity score between 0 to 1 for

10,000 terms associated with emotions.

Valence and arousal (V&A) are orthogonal mea-

sures of emotional states: valence is a measure of

how pleasant or unpleasant one feels, while arousal

is a measure of how energized or soporific one feels.

Note that arousal is different from intensity – for

instance, grief or depression can be low arousal

but intense feelings. To measure V&A, we use the

NRC-VAD Lexicon Mohammad (2018a), which

consists of more than 20,000 words and their V&A

scores, each ranging from 0 to 1.

To measure whether the choice of words and

degree of energy in a response is consistent with

that of the client’s discourse, we measure the dif-

ference in affect intensity and V&A scores of the

prompts and responses. The affect intensity and

V&A scores of utterances are assigned by taking

the maximum intensity or V&A scores of tokens in

the utterances. Note that with our metric, a value

closer to zero is desired.

System Evaluations. Figure 4 shows the differ-

ence in affect intensity and V&A scores between

prompts and responses of each system. Because we

are measuring differences, a value closer to zero is

desired, while a negative value indicates that the

response had a higher intensity or V&A score than

the prompts. For many cases, we observe that ear-

lier systems (MoEL, MIME) actually have better

scores than newer systems, suggesting that aspects

such as emotion intensity or arousal are being over-

looked by current systems.

5.4 Diversity

Motivation. Lastly, diversity is a key attribute of

human dialogue. While a repetitive system such as

the previously mentioned IF_ELSE system might

always appear as empathetic, relevant, and fluent

based on single samples, it can hardly be consid-
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Generated Responses
<I am so sorry to hear that=
<I am so sorry, stay strong=
<I am so sorry to hear the news=

Folded Responses

<<span_1> to hear that=
<<span_1>, stay strong=
<<span_1> to hear the news=

Spans Tokens
<span_1> (i, am, so, sorry)

Folded Responses

<<span_2> that=
<<span_1>, stay strong=
<<span_2> the news=

Spans Tokens
<span_1> (i, am, so, sorry)
<span_2> (<span_1>, to, hear)

ruv
(i, am)

…
(i, am,

so, sorry)
…

H(ruv)
6

…
12

…

ruv
(<span_1>, 

to)
…

(<span_1>, 
to, hear)

…

H(ruv)
4

…
6

…

I
stay

am
strong

sorry
to hear

that EOS

newsROOT EOS

, EOS
so the

stay strong

that EOS

news
ROOT

EOS

, EOS

the
<span_2>

<span_1>

(f)

(d) (e)(c)(b)

(g)

(a)

Figure 5: Folding procedure of our response-trie.

ered a meaningful system. For this reason we ana-

lyze the diversity of current system responses.

Methodology. Given the limitations of distinct-

n (Section 3.2), we introduce a new measure of

diversity, described in this section.

Response-Trie. Our diversity metric relies on

constructing a response-trie, which we briefly de-

scribe here with details in subsequent sections.

The use of our response-trie is motivated by an

observation that current systems frequently gener-

ate common sequences (ie, “I’m so sorry to hear

that.”). Given a set of generated responses, our pro-

cedure iteratively runs “folding” operations, which

identify frequent sequences using a heuristic and

replaces them with unique placeholder tokens. Dur-

ing our folding procedure, we maintain a mapping

between placeholder tokens and the sequence that

it has replaced. By the end of a series of folds,

the original response set is converted to a set of

“templates” that each system generated. By con-

structing a trie with the resulting templates, we can

derive multiple metrics using various properties of

our trie. An example of responses before and after

our procedure is demonstrated in Figure 5 (a, e),

and we describe our procedure in detail below.

Folding Responses. We notate a dialogue dis-

course from system S as (PS , RS), where PS and

RS are each a set of prompts and responses. We no-

tate each prompt Pi ∈ PS and response Ri ∈ RS

as Pi : pi0, ..., pin and Ri : ri0, ..., rim, where p
and r are tokens in P and R.

The first step in constructing a response-trie

is to iteratively “fold” the utterances in the re-

sponse set RS . The folding operation F defines

a simple heuristic H for identifying spans, or n-

grams, to fold. We use the product of the length of

the span and the frequency in which it appears.

That is, for each sequence of response tokens

ruv = (ru, ..., rv) ∈ RS , H(ruv) = ruv.length ∗

ruv.count. Figure 5 (a, b) demonstrate an example

of a response set RS and H values from a single

fold.

Once we identify the span ruv with the high-

est heuristic value, we replace every occurrence of

the span in RS with a unique placeholder token

(i.e., “<span_1>”), while maintaining a mapping

between placeholder tokens and their correspond-

ing spans (Figure 5, c). This folding procedure is

repeated, while treating the newly inserted place-

holder tokens like any other token, until a stopping

criteria is met. We stop our folding procedure once

none of the n-grams occurs more than once.2

After our folding procedure, we are left with a

mapping between placeholder tokens and their cor-

responding n-grams, as well as a modified set of

response utterances R′

S , where common n-grams

in RS are replaced by placeholder tokens (Figure 5,

e). We refer to our modified utterances R′

S as tem-

plates. Each template R′

i ∈ R′

S can be converted

back to its original form Ri by substituting each

placeholder token in R′

i according to our mapping.

Constructing a Response-Trie. Once our set of

generated responses RS has been iteratively folded

into templates R′

S , we construct a trie T using R′

S

(Figure 5, f, g).

Every token ri ∈ R′

S , is represented as a node

2Note that we do not consider unigrams, as replacing a
unigram with a placeholder would have no effect.
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System # Templates↑
# of Span Nodes /
Total # of Nodes↓

# of Children
(From Root)↑

Compression
Ratio↑

# of Unique
Start Words↑

Human Response 5201 (99.0%) 4974 / 37945 (13.1%) 1682 (32.01%) 60.35% 407

EmpatheticDialogue 2614 (49.7%) 1745 / 4434 (39.4%) 1091 (20.8%) 31.3% 37
MoEL 984 (18.7%) 832 / 1550 (53.7%) 588 (11.2%) 3.9% 20
MIME 4719 (89.8%) 3361 / 12573 (26.73%) 1322 (25.2%) 34.9% 17
EmoCause 4795 (91.2%) 3742 / 16453 (22.7%) 1950 (37.1%) 30.68% 759
CEM 795 (15.1%) 647 / 1241 (52.1%) 479 (9.1%) 38.6% 23
KEMP 925 (17.6%) 726 / 1456 (49.9%) 512 (9.7%) 35.9% 10
EmpHI 3386 (64.4%) 2289 / 6484 (35.3%) 1333 (25.4%) 34.95% 25
SEEK 1009 (19.2%) 888 / 1731 (51.3%) 634 (12.1%) 42.3% 23
CARE 1921 (36.6%) 1510 / 3217 (46.9%) 934 (17.8%) 33.5% 21

Table 2: Diversity metrics derived from our response-trie, based on 5,255 prompts from EmpatheticDialogue.

Number of templates refers to the number of unique responses generated by each system. Compression ratio refers

to the ratio between the size of tries made before and after our folding operations.

ni in T . Directed edges in T preserve the order in

which tokens occur. Namely, for a token sequence

(..., ri−1, ri, ri+1, ...), a directed edge exists from

node ni−1 to ni, and from ni to ni+1. We also

include two special nodes ROOT and EOS: every

beginning token is connected to ROOT and the

last token of each response is connected with EOS.

When adding a node n to T , if a path from the root

node to n already exists, it is not added again. One

can also imagine a set of responses R as a set of

paths in T , in which each sub-path in the tree nj:k

indicates a span of tokens that occur in RS .

Metrics from Response Tries. Once the entire

response body is encoded as a response-trie, we can

use properties of the trie as metrics of diversity and

gather qualitative insights. Examples include the

number of nodes, number of children from the root

node, or the compression rate of the tries before

and after our folding operations (# of nodes after

folding / # of nodes before folding), in which lower

values imply more repetitive spans. Such properties

from the response-trie provide qualitative insights

that metrics such as distinct-n fail to provide.

System Evaluations. Table 2 shows a set of met-

rics derived from our response-trie. Most notably,

we find that many systems are repetitive. This con-

clusion can be drawn by a few metrics. Of the

5,255 prompts given to each system, many systems

have a much smaller number of templates that they

generate. Many systems also have a high ratio of

span nodes, indicating that a large portion of their

responses consists of common phrases. Note that

such system-wide repetitive behavior goes unde-

tected in current evaluation methods when single

samples are distributed to multiple human evalua-

tors (Section 3.1).

6 Lessons Learned

Based on our evaluations, we formulate a set of

takeaways, as well as concrete suggestions for eval-

uating future systems.

Single vs. Multidimensional Empathy. Single

dimensional evaluations of empathy are not reflec-

tive of system improvements. Unlike a single empa-

thy score, our analyses allow us to attribute system

behavior to specific aspects of empathy. Overall,

our takeaways echo the conclusions of prior work

(Lahnala et al., 2022) that recent systems rely on an

overly simplified, single dimensional definition of

empathy, and highlight the shortcomings of current

evaluation methods (Section 3).

Ablation Studies. On a similar note, systems

need to be better ablated. While recent systems

propose to incorporate emotion, common sense,

or knowledge, the benefits of such additions are

not being evaluated. Rather, broad strokes using

a single empathy score are used to argue for im-

provement, which makes it difficult to tease apart

the benefits of each suggested methodology.

Single vs. Multi-turn Interactions. Single-turn

and multi-turn behavior of systems can portray

vastly different pictures. For instance, problem-

atic behaviors such as repetitions can go unnoticed

when only considering single-turn samples. We ar-

gue that systems need to be evaluated on multi-turn

interactions rather than single-turn samples.

Opensourcing Human Evaluations. Given the

non-reproducible nature of crowdsourcing, we en-

courage researchers to openly share their crowd-
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sourced results. Future work might ask crowdwork-

ers to provide their reasons for their answers, which

may better allow researchers to attribute system be-

havior to various aspects of empathy.

7 Conclusion

In this work, we surveyed recent empathetic di-

alogue systems. We discussed the shortcomings

of the evaluation of these systems – relying on a

single empathy score fails to capture the multidi-

mensional aspect of empathy. By deploying several

automated metrics, each grounded in different as-

pects of empathy, we identified multiple areas in

which current systems could be improved, and un-

covered behaviors that have gone undetected with

previous evaluations, such as the lack of specificity,

reflection levels, and diversity. Furthermore, we

found that newer systems do not necessarily lead

to improved performance under our metrics. We

highlight the challenges of evaluating empathetic

systems, and propose possible approaches to mea-

sure meaningful progress on the task.

8 Limitations

We acknowledge that evaluating empathy is diffi-

cult, and that a survey of recent systems is different

from a proposal for future evaluations. That is,

while our survey methodology may be suitable to

discuss and uncover various limitations of current

systems and their evaluation procedures, we do not

show its suitability for future evaluations. In order

for such metrics (or future metrics) to be suitable,

we believe a human study is necessary in order to

be used as a benchmarking tool.

Blindly relying only on automated metrics in ap-

plications of such systems, especially in a sensitive

domain like healthcare and the mental health do-

main, can carry risks as well. Rather we encourage

thorough examinations from practitioners, or that

such systems be applied with humans in the loop.

Lastly, there is room for improvement for our

evaluation of reflection levels using PAIR because

of the possibility of a distribution shift from what

PAIR was originally trained on vs. the empathetic

dialogue that we are evaluating.
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