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Faster Approximate All Pairs Shortest Paths

Barna Saha* Christopher Ye*

Abstract

The all pairs shortest path problem (APSP) is one of the foundational problems in computer
science. For weighted dense graphs on n vertices, no truly sub-cubic algorithms exist to compute
APSP exactly even for undirected graphs. This is popularly known as the APSP conjecture and
has played a prominent role in developing the field of fine-grained complexity. The seminal
results of Seidel and Zwick show that using fast matrix multiplication (FMM) it is possible to
compute APSP on unweighted undirected graphs exactly in O(n‘*’) time, and can be approxi-
mated within (1 + €) factor in weighted undirected graphs in time O(n“) respectively. Here w
is the exponent of FMM, which currently stands at w = 2.37188. Moreover even for unweighted
undirected graphs, it is not possible to obtain a (2 — €)-multiplicative approximation of APSP
for any € > 0 in o(n*) time. Since 2000, a result by Dor, Halperin, and Zwick gave the best
2 approximation algorithm for APSP in unweighted undirected graphs in time O(n7/ 3). This
result was recently improved by Deng, Kirkpatrick, Rong, Williams and Zhong to O(n2'2593)
using fast min-plus product for bounded-difference matrices which uses FMM as a subroutine
(the stated bound here uses new results for computing such min-plus products by Durr). In
fact both these results obtain a 42-additive approximation. Recently, Roditty (STOC, 2023)
improved the previous bounds for multiplicative 2-approximation of APSP in unweighted undi-
rected graphs giving the best known bound of O(n2'25). All these algorithms are deterministic.
Roditty also considers estimating shortest paths for all paths of length > k for £ > 4, and gives
improved bounds when the underlying graph is sparse using randomization. Though for dense
graphs, the best known bounds still remained at those provided by Dor et al. more than two
decades back.

In this paper, we provide a multitude of new results for multiplicative and additive approxi-
mations of APSP in undirected graphs for both unweighted and weighted cases. We provide new
algorithms for multiplicative 2-approximation of unweighted graphs: a deterministic one that
runs in O(n>972) time and a randomized one that runs in O(n?318) on expectation improving
upon the best known bound of O(n??2%). The algorithm uses FMM as well as new combinatorial
insights. For 2-approximating paths of length > k, k > 4, we provide the first improvement
after Dor et al. for dense graphs even just using combinatorial methods, and then improve it
further using FMM. We next consider additive approximations, and provide improved bounds
for all additive B-approximations, 8 > 4. For example, we achieve a running time of O(n2'155)
for +4 additive approximation improving over the previously known bound of O(nz'Q), and for
a +6 additive approximation, our algorithm has a running time of O(n?1%3) as opposed to the
O(n2'125) time that was previously known. For weighted graphs, we show that by allowing small
additive errors along with an (14 €)-multiplicative approximation, it is possible to improve upon
Zwick’s O(n“) algorithm. For example, it is possible to obtain a bi-criteria (1 + €, 2w, ,,) ap-
proximation in O(n2'152) time for the shortest path distance between all vertex pairs u, v where
Wy, is the highest weight edge on the u-v shortest path. Additionally, we provide a landscape
of such bi-criteria approximations for weighted and unweighted graphs. Our results point out
the crucial role that FMM can play even on approximating APSP on unweighted undirected

graphs, and reveal new bottlenecks towards achieving a quadratic running time to approximate
APSP.
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1 Introduction

Computing All Pairs Shortest Path (APSP) on graphs is a landmark problem in computer science.
It is both one of the foundational problems of fine grained complexity, as well as one that directly or
indirectly aids in the computation of many important graph and matrix problems. A large variety
of graph and matrix problems can be fine-grained reduced to either unweighted or weighted APSP
showing that a better algorithm for APSP will lead to a better algorithm for all those problems
[ |. The classic approaches like Floyd-Warshall computes APSP on weighted dense graphs,
G = (V,E),|V| = n,|E| = m, in O(n®) time; whereas the best result known by Williams has
a running time of O (27%) | | which is still not sub-cubic. Indeed the weighted APSP
conjecture states that there does not exist any truly subcubic algorithm, that is one running in
O(n>~¢) time for some constant ¢ > 0. However, for unweighted undirected graphs, a seminal result

of Seidel showed that APSP can be computed in O(n*) time | | where w is the exponent of fast
matrix multiplication, and currently stands at w = 2.37188 | |. More generally, when weights
are bounded integers in the range [—M, M], APSP can be solved in O(Mn®) time for undirected
graphs | , | and in subcubic time in directed graphs | .

In this paper, we concentrate on undirected graphs, and henceforth all references to graphs
indicate undirected graphs if not explicitly mentioned otherwise. Interest in computing APSP
has naturally led to the study of approximation algorithms. An estimate §:VxV > Risan
(av, B)-approximation of the actual shortest path metric § : V x V — R if §(u,v) < d(u,v) <
ad(u,v) + B for all u,v € V x V. Therefore an («,0)-approximation implies a pure multiplicative
approximation whereas a (1, #)-approximation implies a pure additive approximation. There is a
huge body of literature on approximating APSP, from multiplicative and additive approximation
in sub-cubic time | , , , , , , |, computing distance
oracle that trades off preprocessing with query time, to developing space efficient data structures
[ , , , , , , , , , , , |. Ina
seminal work, Zwick gave an ((1 + €),0)-approximation algorithm for weighted APSP that runs
in O(™log W) time | | where W is the largest edge weight. Dependency on W was later
removed to obtain a strong polynomial running time of O (%polylog (%)) | |. Moreover, even
for unweighted graphs, a better than (2,0)-approximation in o(n*) time is not possible | |.
Naturally this leads to the question whether a (2,0) approximation is possible in o(n*) time and
even better in O(n?) time. While designing an O(n?) time algorithm for a (2, 0)-approximation still
remains open, it is possible to get a (3, 0)-approximation in O(n?) time | , |

Let us first consider unweighted graphs. So far, the best running time to achieve a (2,0)-
approximation is due to Roditty [ |. Roditty gave an algorithm with a running time of O(n2'25)
for a (2,0) approximation which improves upon the O(n?2593) running time previously known
[ , . In fact, both these results are based on Dor et al’s work | |. Dor,
Halperin and Zwick gave an algorithm to achieve a (1, 2)-approximation that runs in O(n"/3) time
and a (1,4)-approximation that runs in O(n%*) time among other results. Roditty utilizes the
O(n9/4) time algorithm and brings in new ideas to show that on paths of length 3, it is possible to
get a +2-additive approximation. Moreover, paths of length 1 can trivially be found exactly in O(m)
time, and paths of length 2 can be approximated within +2-additive errors from Dor et al.’s work
| |. All, these together imply a (2, 0)-approximation in O(n?*) time by Roditty | |]. On
the other hand, Deng et al. showed the first step of the O(n"/3) time algorithm of Dor et al. can be
made faster by utilizing fast algorithms for bounded-difference (min, +) product | ) ,

, |, therefore essentially giving a faster (1,2)-approximation algorithm. These lead
to several interesting open questions.



Can we use algebraic methods to get a faster (2,0)-approxzimation?

Using bounded-difference (min,+) product in the first step of O(n%*) does not help, as that
running time itself is quite large. Dor et al. provided an entire trade-off between running time
and additive error. They showed for every even (3, it is possible to approximate APSP within +(3
additive error in time O(min(nQ_ﬁmﬁ , n2+3ﬁ%2)). While Deng et al.’s work | | improved
the running time for a (1, 2)-approximation, it left open the scope of improving the running time
for algorithms that allow higher additive errors. The best known bounds for those still stand at
where they were more than two decades back. Employing the bounded-difference (min, 4)-product
as the first step in Dor et al.’s algorithm for higher additive errors provide no improvements.

Can we use algebraic methods to get faster (1, 8)-approzimation for all § > 07

As will become apparent, the challenge in computing a fast (2, 0)-approximation lies in handling
paths of short lengths, for which a multiplicative 2-approximation implies a good additive approx-
imation. Another interesting contribution of Roditty’s work | | is to provide an improved
running time when a (2,0)-approximation is sought only for path lengths greater than a certain

threshold. In particular, they show that a (2,0)-approximation can be obtained for vertex pairs
~ 2 2 2
at distance at least k in time O (min (nszTﬁlkaﬁl,n2+ 3’@*2)). This improves upon the previous

~ 2 2 2
bound of O (min <n27k7+2mm, n2+m>> by Dor et al. for sparse graphs while leaving the same

bounds for dense graphs. Clearly, this raises the question whether it is possible to get improved
bounds for dense graphs.

Can we get a faster (2,0)-approximation for vertex pairs at distance at least k for dense graphs?

Moving to weighted graphs, as stated before a ((1 + €),0)-approximation, € > 0, is possible in

0] (%polylog (%)) time | , |. Multiple works have studied a natural question whether
a bi-criteria («, §)-approximation, o > 0,3 > 0, can have better time complexity | ) ,
) |. Baswana and Kavitha | | and Berman and Kasiviswanathan | | obtained

(2, Wy, )-approximations in O(n?) time where w, ,, is the largest weight in the shortest path between
u,v. Berman and Kasiviswanathan also showed an (1 + €, 2w(u, v))-approximation with a running
time of O(’Z—; log %) | |. This later result improved upon a prior work of Elkin where a (1 +
e, M B(e, p,¢))-approximation is obtained in time O(mn”+n?*¢) with M being the ratio between the
heaviest and lightest edge in the graph | ]. The constant (e, p, ¢) depends on ¢ as (1/¢)s1/¢,
inverse exponentially on p, and inverse polynomially on €. These lead to an interesting question,
if we fix & = (1 + ¢€), can we show a running time trade-offs with varying 5?7 A similar question
applies for all a < 2.

Can we get a faster (o, B)-approximation for weighted graphs where « = (1 +¢€) and § > 07

1.1 Owur Contributions

In this paper, we provide multitude of results on approximation APSP on undirected graphs an-
swering all of the above questions. We start with our contributions on unweighted graphs.



1.1.1 Multiplicative Approximation on Unweighted Graphs (Section 3)

We significantly improve upon the current best known bound of O(n%%) | | for a (2,0) ap-
proximation of unweighted APSP. Specifically, we obtain the following theorems. Theorem 3.1 is
also obtained in a concurrent work by Dory, Forster, Kirkpatrick, Nazari, Vassilevska Williams, and
de Vos | |.

Theorem 3.1. Let G be an undirected, unweighted graph with n vertices. Algorithm 1 computes a
(2,0)-approzimate APSP solution in expected time O (n2‘03184039).

Theorem 3.3. Let G be an undirected, unweighted graph with n vertices. Algorithm 3 determinis-
tically computes a (2,0)-approzimate APSP solution in time O(n?07203166)

Our results use FMM with the current best known bounds | , | and several new
combinatorial insights to bring down the running time very close toNO(nQ). We also observe that a
(7/3,0)-approximation on unweighted graphs can be computed in O(n?) time (see Appendix D).

1.1.2 Multiplicative Approximations for Long Paths (Section 4)

We improve the bounds for a (2,0)-approximation on paths of length at least k, for all £ > 4 on
dense graphs even just using combinatorial techniques and then further using algebraic methods.
Combining with Roditty’s results | |, these imply an improvement for all cases (sparse and
dense) over Dor et al.’s result | | for paths of length at least 4.

Below, we state the combinatorial results and the further improvements using FMM are stated
in Section 5.

(2,0)-Multiplicative Approximation for é(u,v) > k
k|| I, | | | Algorithm 4 (Combinatorial) | Algorithm 5 (uses FMM)
4 nl1/5 = 2200 | 15/T — 21429 (Algorithm 15) 1, 201973523
6 nl7/8 — 2125 n21/10 — ,2.1000 1, 2-01084688
) n23/11 — ,2.091 n29/14 _ ,2.0715 1, 2:00745825
10 | n29/14 — 2072 n37/18 — ,,2.0556 1,2:00573823
12 | p35/17 — 2059 n45/22 _ ,2.0455 1,2-00462679

Table 1: Improvements in computing (2,0)-approximate APSP for §(u,v) > k on undirected,
unweighted graphs with n vertices and m edges. For k = 4, Algorithm 15 is more efficient than
Algorithm 4. While only a few examples are shown above, we obtain improvements for all k. See
Proposition C.4 for the derivation of some running times for Algorithm 5.

Theorem 1.1 (Stated as Corollary E.11). Let k > 4 be an even integer. Then, we can compute a
(2,0)-approzimation for distances 6(u,v) > k combinatorially in expected time

~ 2 2 1 2
O (mln <n2_mmm s n2+2<k*1) s n2+ 3k+2 )>

In particular, we output § such that d(u,v) < 5(u, v) for all u,v and 5(u,v) < 26(u,v) whenever
d(u,v) > k.

In contrast, Roditty achieves a bound of
O (min <n27%+4m%+4, n2+ﬁ>>

3



(Corollary 2.6 of Roditty | D-
Table 1 illustrates the comparison in running time between our algorithms and the previous
results of Roditty [ | and Dor et al. | | for dense graphs.

1.1.3 Additive Approximation (Section 5)

We show it is possible to get better additive approximations (1, 3) for all 5 > 0. Previously such a
result was known only for 5 =2 | |.

Theorem 5.6. Let > 4 be an even integer. Let G be an undirected, unweighted graph with n
vertices. Algorithm 6 computes § such that §(u,v) < d(u,v) < §(u,v) + 8 for all u,v € V in time,

2z
O (n2+ﬁ) where x s the solution to, w ( — %m, 1—2,1- %:ﬁ) =1+ %x.l

Table 2 shows the improvement in running time for various (1, 3)-approximation errors beyond

the work of Dor, Halperin, and Zwick | |. The concurrent work | | obtains a (1+¢, §)-
approximation faster than | | for B < 9. We obtain (1, 8)-approximation improving upon
[ | for all 8 and do so without incurring any multiplicative error. Our algorithm is also faster
than the (1 + e, 8)-approximation of | | for B > 8. Due to the additional multiplicative
error, we instead compare | | with Algorithm 9 in Table 4.
+3-Additive Approximation

B [ | Algorithm 6

4 15 — 22 12 15506251

6 | nl7/8 — 2125 1,2-10300405

8 | p23/11 — 20009 | 207733373

10 | n29/14 — 20715 | 1206196791

Table 2: Improvements in computing +/ approximation on undirected, unweighted graphs with n
vertices. While a few examples are shown above, we obtain improvements for all 8 > 4. All running
times are computed with [Bra].

1.1.4 Weighted Graphs & (o, 3)-approximations (Section 6 & Section 7)

We show new results that allow for (14 €)-multiplicative approximation of APSP, and some additive
errors to go significantly below n“ for weighted graphs. We also show interesting new trade-offs
between a < 2, and 3 for both unweighted and weighted graphs (see Theorem 7.1 and Theorem 7.4).

'w(a,b,c) is the minimum value such that the product of a [n*] x [n"] matrix by a [n’] x [n°] matrix can be

w(a,b,c)+€)

computed in O(n/ arithmetic operations for any constant € > 0. Note w = w(1,1,1).



Approximation Algorithms on Weighted Graphs
Work Approximation Factor Time
[ ] (14+¢£,0) n¥
[C605] | (L+e,MBE pe)) | mn? 75
[ ] (1 + ¢, 2wu,v) n2'24
Algorithm 8 (14 ¢&,2wy,,) n2-1519
Algorithm 9 (1+ ¢, 2wy (B)) n2te/(B+1)

Table 3: Comparison with previous results for («, §)-approximations on weighted graphs. M denotes
the ratio between the heaviest and lightest edge in the graph G. wy, () denotes the weight of the
B heaviest edges on the shortest path between u, v and wy, , = Wy (1).

Theorem 6.3. Let > 2 be an integer and € > 0. Let Q be an undirected, unweighted graph with
n vertices. Algorithm 9 computes 6 such that 6(u,v) < d6(u,v) < (14 €)d(u,v) 4+ 2wy (B) in time

~ n2+ﬁ ) ) B—1 B—2 >
(@) where x is the solution to, w (1 — s l—wl— ﬁl’) = 2+ z7. Here, Wy (B)

denotes the total weight of the B heaviest edges of a shortest path P.

We compare Algorithm 9 with concurrent work | |. In addition to handling weighted
graphs, our algorithm is faster than both | | and | | for all g > 4.
(1 + ¢, 5)-Additive Approximation

Bl | (Weighted) | | | (Unweighted) | Algorithm 9 (Weighted)

9 T3 — 230 2152 2152

4 p1/5 — 2200 n2119 12094

6 nl7/8 — 2125 n2:098 1n,2-058

8 n23/11 — ,2.0909 n2-084 n,2-043

10 n29/14 _ ,2.0715 [ ] 2034
Table 4: Comprison with | | of computing (1+4¢, ) approximation on undirected, unweighted
graphs with n vertices. While a few examples are shown above, we obtain improvements for all 5 > 4.
[ | (with adaptions from | |) and Algorithm 9 additionally handle weighted graphs.

1.2 Other Related Work

Dor, Halperin and Zwick’s results to additively approximate APSP | | improves upon an earlier
work of Aingworth et al. | | where a +2 additive approximation was obtained in O(n?®)
time. Cohen and Zwick | | observed that the algorithm of Dor et al. | | obtain 2w, ,(5)
additive approximations for weighted graphs where wy, ,(5) denote the weights of the S heaviest
edges on the shortest path. Cohen and Zwick | | obtain a variety of multiplicative approximation
algorithms for weighted graphs with stretch factors 2, 7/3, 3, which are later improved upon by
Baswana and Kavitha | |. For directed graphs with real weights in [0, M], Yuster | |
obtained an additive approximation with error eM in time O(n(3**)/2). Building upon this work,
Chan | | improved the running time on undirected graphs to O(n3+«*)/(@+1),

There is a long line of work investigating approximate distance oracles, where the goal is to trade-
off the pre-processing time with query time along with further considerations such as space complex-
ity. Thorup and Zwick gave a stretch 2k —1 distance oracle with O(k) query time, O(kn'*+/*) space,



and O(kmn'/*) pre-processing time | |. Since then a rich literature of work has followed with
improvements in pre-processing and query time, space complexity and bi-criteria approximations

; ; J-

Comparisons with the concurrent work of | | can be found in Theorem 3.1, Table 2, and
Table 4.

[ ) ) ) ) Y ) Y

2 Preliminaries

Let G = (V, E) be an undirected, unweighted graph with vertices V' and edges E. Let n denote the
number of vertices and m the number of edges. Given a pair of vertices u, v, let 6(G,u,v) denote
the distance in G between u, v i.e. the length of the shortest path connecting © and v. When the
underlying graph G is clear, we omit this parameter and write §(u,v). A path P can be denoted
by a sequence of vertices (u,ug,...,v) or by its endpoints P,,. Given two paths P, () that share
an endpoint (and no other vertices), let P o Q denote the concatenation of the two paths. Let
N(u) = {v € V s.t. (u,v) € E} denote the neighborhood of u and N(u,d) = {v € V s.t. §(u,v) <
d} denote the depth d neighborhood of w.

Definition 2.1. Let GAbe an graph and §(G,u,v) denote the length of the shortest path from wu to
v. A distance estimate §(u,v) : V x V — R is,

1. an a multiplicative approximation if 6(u,v) < 5(u,v) < ad(u,v) for all u,v € V. This
can also sometimes referred to as an « stretch approximation.

2. a f additive approximation if 0(u,v) < 5(u,v) < d(u,v) + B for all u,v € V. This can
sometimes be denoted as a + approximation.

3. an (o, f) approximation if d(u,v) < 5(u,v) < ad(u,v) + B for all u,v € V.

On an unweighted graph, let BFS(G,w) denote running breadth-first search on graph G from
root node w. When the graph G does not need to be specified, this may also be denoted BFS(w).
We also make use of a truncated BFS, which is an execution of BFS with bounded depth. A depth
bounded BFS will be denoted BFS(G, w, k) for depth k or BFS(w, k) when the graph G is clear.

Definition 2.2. Let G = (V, E) be an undirected, unweighted graph. A set of vertices D dominates
U CV if everyu € U is either in D or has a neighbor in D.

For a given vertex u € U, define the representative of u in D, denoted r(u, D), be an arbitrary
verter z € DN N(u).

For a given vertex z € D, define the constituency of z in U, denoted q(z,D), as the set
{ueU s.t r(u,D) =z}

Definition 2.3. Let G = (V, E) be an undirected, unweighted graph. Let s be a degree threshold.
Define Vo = {v € V s.t. deg(v) > s}. Define Es = {(u,v) € E s.t. min(deg(u),deg(v)) < s}.

Lemma 2.4. Let U be a universe of n elements. Let F = {S1,...,S,} denote a collection of
subsets S; C U such that |S;| > s for all i. Then, there is a deterministic algorithm HITTINGSET

that computes a hitting set X of size O (M) of F in time O(ns) There is also a randomized

S
algorithm rHITTINGSET that with high probability computes a hitting set X of size O (%) of F
in time O(n).

We note that we can easily verify that a randomly sampled set is indeed a hitting set in O(ns)
time, by checking each set S; for an element in D. For any vertex v € Vg, we may interpret N (v) as



a subset of V of size at least s. In particular, applying the above lemma we can immediately obtain
the following.

Lemma 2.5. Let G be a graph on n vertices. There is a deterministic algorithm DomINATE and
randomized algorithm rDomINATE that computes a dominating set D of size O (%) of Vs in

time O(m + ns) and O(n) respectively.

Lemma 2.6. Let G be a graph on n vertices. Given degree thresholds s1 > so > ... > sp_1, there is
a deterministic algorithm DeEcompose and a randomized algorithm rRDEcomposk that outputs edge
sets {E;}F_|, edge set E*, and vertex sets {D;}f_, satisfying,
1. E; ={(u,v) € E s.t. min(deg(u),deg(v)) < sj_1} is the set Es, .
2. D; dominates V,, = {v € V s.t. deg(v) > s;} and |D;| = O (Sﬁ) For convenience, Vs, may
also be denoted V;.
S DiCcDyCc...CDp=Vand B, CE,_1C...C E1 =F.
4. E* = Ule E} where each EY C E has for every v € V;, at least one edge (v,w) € E} for
w € D;.

Furthermore, Decompose runs in O(kn?) time and rRDEcomposk runs in O(kn) time. Note that
rDEcomPOSE satisfies the above conditions with high probability.

For a given vertex v € V, define the level of v, denoted £(v), as the integer i such that s; <
deg(v) < s;—1. For a given edge e € E, define the level of e, denoted {(e), as the integer i such
that e € E; \ FEiyr.

For sake of completeness, these proofs are given in Appendix B.
We also quote a result from Baswana and Kavitha | | that we use crucially for our random-
ized algorithms (Section 3.1 and Section 4).

Theorem 2.7 (| ). There exists a randomized algorithm BK2APASP that returns a (2,0)-
approzimation of APSP on undirected unweighted graphs with an expected running time complexity
O (my/n+ n?) and space complezity O(n?).

3 Improved (2,0)-Approximation

In this section, we provide improved running time bounds for a (2,0)-approximation of APSP on
unweighted, undirected graphs. We begin with a simple randomized algorithm followed by a slightly
slower deterministic algorithm.

3.1 A Randomized (2,0)-Approximate APSP

We prove the following theorem

Theorem 3.1. Let G be an undirected, unweighted graph with n vertices. Algorithm 1 computes a
(2,0)-approzimate APSP solution in expected time O (n2'03184039).

High Level Overview We begin by briefly recapping the powerful idea of degree decomposition
in computing APSP approximations, first initiated by the work of Aingworth, Chekuri, Indyk, and
Motwani | |. The idea is roughly as follows. If we consider all vertices with degree at least
n'/2, there will be a small set D of size n!/? log n such that every vertex of high degree has a neighbor



in D or is itself in D. D is known as a dominating set. We compute exact distances from D, and
then for each pair of vertices, we can take the minimum length path passing through a vertex in D.
On paths with at least one high degree vertex, this gives a 42 approximation as a vertex in D is
adjacent to some vertex in the shortest path P. On the other hand, for each pair of vertices whose
shortest path contains no high degree vertices, we can compute APSP in time O(n5/ 2) by computing
BFS (or DuksTrA) from every vertex on the graph G’ C G containing only edges adjacent to low
degree vertices.

Dor, Halperin and Zwick extended this idea to consider three degree thresholds sg = n
nt/3 g9 =0 [ |. These degree thresholds are used to compute the dominating sets Dy C Dy C
Dy =V according to DEcompose (Lemma 2.6) where D; dominates V; = {v € V s.t. deg(v) > s;}
and E; = {(u,v) € E s.t. min(deg(u),deg(v)) < s;—1} for i =0,1,2 (take s_; =n+ 1). They use
DuksTra (instead of BFS) from all vertices at the lowest level, i.e., in Gy = (V, Es), resulting in a
running time of O (n2+1/3) =0 (n7/3).

For a (2,0)-approximation, it is enough to have a (1, 2)-approximation on paths of length up to
3. Using this crucial observation, Roditty was able to extend the decomposition to 4 levels, and
then call a (1,4)-approximation algorithm of | | for paths of length at least 4. This reduces
the running time from O (n7/3) to O (n2+1/4) =0 (n9/4).

To improve the bound, we instead proceed as follows. We consider shortest paths of length
> C, and less than C' separately where C' is some threshold which we later set to C = 22. We
also consider another threshold x € (0,1), and define Vy = {v s.t. deg(v) > n*}. We will set =
appropriately later.

2/3 —
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High Degree Vertices: Paths of length < C'. Consider first all shortest paths P with at least
one vertex from Vj that is of degree > n*. Moreover, concentrate only on paths of length less than
C = 22. Decompose G into (1—x)logn levels with degree thresholds ¢; = 55 for 1 < j < (1—x)logn
and compute dominating sets C; of size O(%) and edge sets F; of size O (nt;—1). Computing BFS

on the subgraph (V, F}) from each vertex of C; therefore altogether requires O(n?) time. Moreover
|U; Cj| =0 (n'~*). For each pair of vertices, compute the estimate 6(u,v) = mingey,;c; 0(w,u) +
d(w,v) with a (min,+) product. Since, we concentrate on paths of length up to a constant C, we
can compute the above efficiently with the BounpepMinPrus algorithm (Theorem B.8). For the
value j such that P C F; but P ¢ Fj,1, there is some vertex w € P such that ¢; < deg(w) < t;_1
and w* € Cj is a neighbor of w. Thus, the computed estimate is a 42 approximation, which is also
a (2,0)-approximation. Computation of the BounpEpMINPLUs requires time O (w(1,1 — z,1)).

Paths of length > C. For paths of lengths at least C' = 22, we are allowed to obtain estimates
with large additive errors, which can be computed efficiently using known results from | |. We
can choose any value of C' large enough so that executing the additive approximation of | |
does not affect the overall running time.

Lemma 3.2. (/ ) Let > 2 be even. Let G be an undirected, unweighted graph with n
vertices and m edges. There is an algorithm computing a +B-approximate APSP solution in time

_2 2 2
O(min(n® F+2mB+2 n*T36-2))
~ 92 2
Denote SpARSEAPASP the algorithm running in time O(n*” #¥2m?+2) and DENSEAPASP the
~ 2
algorithm running in time O(n*"35-2).

Consider paths P such that at least one vertex on P has degree > n®. We run DENseAPASP with
a running time of O (n?*2/G¢=2)) = 0 (2.03125).



Low Degree Vertices. Consider the graph G, = (V, Epz) where E,= = {(u,v) s.t. deg(u) <
n® or deg(v) < n®}. Then |E,«| = O(n'*®). We simply run an algorithm by Baswana and Kavitha
that satisfies Theorem 2.7 | |. This computes a (2,0)-approximation of paths contained in G,
with an expected time of O (n1'5+x + nz).

Time Complexity Balancing n!5T% with w(1,1 — x,1), we get z = 0.53184039, and an overall
running time of O (n2'03184). Note that the running time bound holds on expectation.

Algorithm Algorithm 1 begins by initializing the distance matrix with adjacency matrix and
setting parameters x, C' which will be chosen to optimize the running time.

Phase 1 (Lines 4-6), uses BounpEDMINPLUS on matrix M; to estimate distances for paths of
length at most C containing at least one vertex of degree > n”. To do so, Line 4 considers logn
degree thresholds, each of the form ¢ = J-. Within each threshold, a dominating set C; is computed
(Line 5) and a edge set Ey, st such that the degree of each vertex does not exceed 27" Line 12 of
DoMINATINGSETAPASP computes a BFS within the sub-graph G = (V, Ey,,/;) from each node in
the dominating set Cy, keeping only distances up to C' + 1. Then, for each pair of vertices, u,v,
a bounded (min, +) product is computed in Line 15 of DomiNATINGSETAPASP to compute the
shortest path between wu, v passing through a vertex w € C;. We repeat this computation for all ¢,
balancing the thresholds so that each BFS search can be computed efficiently. We repeat for all ¢
large enough such that the dominating set Cy is small.

Phase 2 uses BK2APASP to compute (2,0) approximations for paths with maximum degree
n’.
Phase 3 uses DENSEAPASP to compute a +C approximation, which implies a (2,0) approxi-
mation for all paths of length at least C.

Next, we give the pseudocode of RanboM2ArPPrOXAPSP and its correctness proof along with
a time complexity analysis.

Correctness

Proof. First, 6(u,v) < S(U,U) for all u,v. For each call to DomINATINGSETAPASP, this follows
from Lemma C.1 as 6(u,v) > 8(Gy,u,v) > 6(u,v) as Gy € G. The claim then follows from the
correctness of BK2APASP and DENSEAPASP.

We now show that 6(u,v) < 28(u,v) for all u,v. Let P be a shortest path and deg(P) =
maxycy deg(v) be the maximum degree of a vertex in path P.
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Algorithm 1 Ranpom2ApPPROXAPSP(G)

Input : Unweighted, undirected Graph G = (V, E') with n vertices

Output: Distance estimate § : U x V' — Z such that §(u,v) < §(u,v) < 20(u,v) for all u,v € V
Fix parameters x < 0.53184039 and C <+ 22

5 {1 (u,v) € E

O(u,v
(w,v) & oo o/w

Phase 1: Compute +2 Approximate Distances of High Max Degree Paths
for t =27 for 0 < j <[(1—2x)logn] do

C} < DOMINATE (G, %) and Gy = (V, EZTn)

§ < min(é, DoMINATINGSETAPASP (G, V,V,Cy, C + 1))

Phase 2: Compute Approximate Distances of Low Degree Paths

§ + min(§, BK2APASP(G,)) where G, = (V, E,z)

Phase 3: Compute Approximate Distances of Long Paths

0 < min(é, DenseAPASP(G, C))

Algorithm 2 DomiNaTINGSETAPASP(G, V1, Vo, W, C)

Input : Unweighted, undirected Graph G = (V, E), source and target subsets V;,Vo C V and
dominating subset W C V, and distance bound C R

Output: Distance estimate § : U x V' — Z such that §(u,v) < §(u,v) < mingew 0(u, w) + 6(w,v)
for all u,v

for w € W do

| d(w) + BFS(G,w)
B B} <
Construct V3 x W matrix A where A(v,w) = { (w,v) o(w,v) <C
00 o/w
) 5 <
Construct W x V3 matrix B where B(w,v) = {5(10,1)) o(w,v) <C
00 o/w

5+ BounbpepMiNPLus(4, B, C)

Case 1: 0(u,v) > C In this case, DENSEAPASP computes a +C approximation so that,

~

d(u,v) < d(u,v) + C < 26(u,v)

Case 2: deg(P) <n® In this case, P C G, = (V, Eyz) so that BK2APASP computes,

A~

d(u,v) < 28(u,v)

Case 3: deg(P) > n® and d(u,v) < C  We handle this case with Phase 1 and obtain a +2 ap-
proximation. Note that if 0(u,v) = 1, then we already computed an exact distance when initializing
J.

Let w be the vertex of maximum degree in P. Let j be the integer such that 3> < deg(w) <
747, noting that j < [(1 —z)logn] since deg(w) > n®. Consider the iteration where ¢ = 27 of

DomINATINGSETAPASP (Algorithm 2). Then, P C Gy = (V, E2n). Then, since deg(w) > % we
t

10



have that there is some neighbor of w, say w* = r(w, C;) € Cy. Since 0(u,v) < C, by the triangle
inequality,
§(Gryu,w*) < S(u,w) +1<C+1

and similarly §(G¢, w*,v) < C + 1 so that both entries are finite in matrices A, B.
Then, computing the (min, +) product,

A~

dt(u,v) < 6(Gr,u, w*) + 6(Gy, w*,v) < §(u, w) + §(w,v) + 2 = 6(u,v) + 2

Then, we immediately obtain,

A~

o(u,v) < 6(u,v) +2 < 25(u,v)

Time Complexity

Proof. We analyze the time complexity of our algorithm. x, C' are parameters that will be optimized.

Phase 1 Fix some t = 2/. We compute set C; of size |Cy| = O(t) in time O(m) = O(n?)
by Lemma 2.5. The graph G; has at most % edges, so execution of all |Cy| BFS searches re-
quires O(n?)-time. We can also upper bound t as t = O(n'~%). Since C' = O(1), computing the
BounpepMinPLus(M;, M, C + 1) requires time Cn®(:1=%1 > n2 Then, since there are at most

log n such 7, Phase 1 requires overall time,

O (Onw(l,l—x,1)>

Phase 2 In Phase 2, we call BK2APASP on the graph G, which requires O(m+/n) = O(n'5+%)
expected time.

Phase 3 In Phase 3, we call DenseAPASP which requires time O(n?t2/(3¢=2)). We can equiva-
lently use AbprTiveAPASP from Section 5 but this will not affect the overall running time of our
algorithm.

Then, balancing w(1,1 — x,1) = 1.5 + x, we choose = = 0.53184039 [Bra|, this leads to a time
complexity of O(n?03184039),

Then, we simply choose C such that 2 + Tz—z < 2.03184039, noting that C' = 22 suffices. O

Note. Note that if we replace the BounbeEpMinPrus computation by vanilla (min, +)-product,
and set z = 3, then we get a combinatorial (randomized) algorithm matching O(n??%) time bound
obtained by Roditty | |. However, Roditty’s algorithm is deterministic. In the following
Section 3.2, we give a deterministic algorithm that significantly improves upon Roditty’s bound.

3.2 A Deterministic (2,0)-Approximate APSP

We now move to our deterministic algorithm which gives a slightly weaker running time bound, but
brings in many new ideas that will be useful in later sections. We prove the following theorem.

Theorem 3.3. Let G be an undirected, unweighted graph with n vertices. Algorithm 5 determinis-
tically computes a (2,0)-approzimate APSP solution in time O(n?07203166)

11



We extend Roditty’s deterministic algorithm that uses 4 levels significantly to consider k+1 =8
levels. We handle paths of length longer than twelve using a (1,12)-approximation algorithm of
[ | which requires time n2*/17 and does not dominate the total running time. We consider
the following degree thresholds sg = n%,s1 = H%I,SQ = ng‘”,...,SG = n7® and s = 0. We
will leave =z as a parameter to be optimized later. Given these degree thresholds, we compute
dominating sets Dy C D1 C ... C Dg C D7 =V according to DEcompost (Lemma 2.6) where D;
dominates V; = {v € V s.t. deg(v) > s;} and E; = {(u,v) € E s.t. min(deg(u),deg(v)) < s;—1}
fori=0,1,.,7 (take s_.1 =n+1).

High Degree Vertices: Paths of length < C. We handle high degree vertices in a similar way
as we did for our randomized algorithm, that is we compute a dominating set of size O (nl_x) in

O (ng) time, and compute BounbEDMINPLUS to obtain a +2-additive approximation of all paths
of length at most C going through some vertex in V. This step requires O (nw(l’l_mvl)) time.

Paths of length > C. For paths of lengths at least C' = 12, we will use known results from
| |. Consider paths P such that all vertices on P have degree less than n”. Here, we have de-
composed the remaining graph into k = 7 levels. SPaArseAPASP with k = 7 levels achieves a +12 ap-
proximation. So, we can simply run it. The algorithm SpPARSEAPASP executes DUKSTRA(G; 4, W, 5)
from all w € D; where G;, = (V, E; U E* U (w x V)) is equipped with the current estimates 5 as

edge weights, which requires O(n?*7) time as D; has size O(nl_%m) and the graph G;, has
7—(i—1) . .
O (nlJr 7 x) edges. If path P has a vertex in Vj, then we can run DENseAPASP with a run-

ning time of O (n2+1/17) =0 (n2'0588). Again, since we only need DENseEAPASP to compute good
approximations on paths with high degree vertices, we can choose any constant value of C' large
enough such that executing DENseAPASP does not dominate the running time.

Low Degree Vertices: Paths of length < C.

Paths of length 6 or more For paths of length at least 6, we compute a +6 approximation
following BounDEDADDITIVEAPASP in Section 5.3. We give a brief overview here with special
attention to the specific application required with more details provided in Section 5.3. We use fast
rectangular matrix multiplication judiciously to improve upon | |.

We compute BounNDEDADDITIVEAPASP on the original graph G and therefore choose new
degree thresholds and use a new degree decomposition of the graph G. We first describe our
algorithm combinatorially, and then mention where fast matrix multiplication can be applied. For a
full discussion, see Section 5.3. To obtain a +6 approximation, choose 7 degree thresholds r1,..., 77
and decompose the vertex and edge sets of G as C; C ... CCg=V and Fs C Fr C ... C F1 = E.
At level i, compute DuksTrA from each w € C; on the graph

Gi,w: V,F; U U Cj1XCj2 UF*U(’LUXV)
i+j1+72<17

—(i—1)
noting that both F;, Cj x Cj, have size O (n1+8 81 ) Here F* = UZ:l F} is output by
DECOMPOSE.
Consider a shortest path P. We use the following definition of blocking vertices and blocking
levels.

12



Definition 3.4. Let u,v be vertices in a graph G and P a path between w,v. Let (Dy,...,Dy),
(E1,..., Ey) be the outputs of a call to DEcomposg with degree thresholds s, ..., sk—1. If there is
an edge (a,b) € P such that (a,b) & Ey,), the blocking vertex of P from u, denoted b(u, P), is
the closest vertex to v that is an endpoint to such an edge. If no such edge exists, then b(u, P) = v.

Then, the blocking vertices of P is the set B(P) = {xg,z1,...,x¢} defined in the following
manner:

1. xo=u

2. x1=v

8.z, =b (%’—1, Pxi717$i72) where Py, | 2, , 15 the sub-path of P between x;_1,x;—2.

For any j > {(v), blocking levels of P at level j is the set Lp(P,j) = {l(x;) s.t. x; €
B(P) and ¢(x;) < j}. Denote Lg(P) = Lp(P,{(v)).

We prove that the number of blocking levels directly determines the additive error accumulated
on a given path.

Lemma 3.5. Let u,v be vertices in a graph G and P be a shortest path between u,v. Let B(P) be
the blocking vertices of P. Then, the distance estimate § satisfies

d(v*,u) <o(v,u) +2|Lp(P)|+1

For any level j > £(v), if v € Dj,

5(v,u) < d;(v,u) < 8(v,u) + 2|Lp(P,j)]

The proof is deferred to Appendix A.1.
If P C F5 then we obtain a +6 additive approximation as a Corollary to Lemma 3.5 as |Lg(P)| <
3. Thus, suppose P C F; but P ¢ Fj1 for some j < 4.

e——-— -~
-
-
-

l(u)=18 w)=7 ) <4 l(z)=6 l(v) =8

Figure 1: Solid lines denote edges and dotted lines represent paths. Blue dashed arrows denote

distance estimates used in the (min, +) product. Black dashed arrows denote edges w x V used in
Gjw-

For any vertex w € V7 and w* = r(w, C7), the graph G7 ,+ contains edge sets Fy U (w* x V') U
(U?:l C; x 06). For v € V, let z denote the first vertex on P, , such that the sub-path P,, C F»

and y € P,, be the vertex of maximum degree. See Figure 1. Then ¢(z) < 6, and ¢(y) < 6.
Suppose £(z) = 6 (other cases are only easier). Let y* = r(y,C;) where j < 6 and z* = r(z, C).
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Then, since P C Fj, (y*, 2*) < 0(y, z) + 2 and 6(y*, w*) < §(y, w) + 2. Executing DuxsTra from
w*, the path (w*,y*, 2%, z) o P, ,, C G774+ so that the distance estimate,

o(w*,v) < §(w*,y*) +0(y*, 2*) + 1+ 8(2,v) < §(w,v) + 5

Then, returning to the shortest path P with endpoints u, v, the graph Gy, contains FgU (u X v).
If w denotes the closest vertex to v on P such that P, , C Fg and w* = r(w, C7), then the path
(v, w*,w) o Py, C Gg, so that the distance estimate computed is at most,

~

0(v,u) < 0(v,w*) + 1+ 8(w,u) < 5(v,u) +6

Note that we have not actually required the use of every Cj, x Cj, such that i + ji + jo < 17
when executing DuksTra from (). Instead, we have only used the sets C; x Cg for i < 4 when
executing DuksTra from C7. Instead of adding these edges, we can compute the distances that
would have been obtained with these edges with a (min, +) product and encode these distances into
the smaller edge set w x V. We encode the distances C; x C7 into a matrix A; and the distances
C; x Cg into a matrix B; and compute A; * B; with entries bounded by 14 for ¢ = 1,2, 3,4. In the
example above, this gives the estimate S(w*, z*) < §(w, z) + 4. Then, when executing DuKsTRA
from w* € C7, the path (w*, 2%, 2) o P,, C Gy, so the distance estimate is again at most,

d(w*,v) < 6w, 2%) + 14 6(2,0) < §(w,v) +5

Paths of length 5 or less We now describe the most challenging cases: obtaining a (2,0)
approximation on shortest paths P,, of length at most 5. Let G, = (V, Ej,») denote the graph
G pruned so that the maximum degree of G, is strictly less than n*. We can compute a depth 2
BFS(that is BFStree upto two levels) in time n?* from each vertex, with a total time of n'*2*. Our
choice of x will ensure this is allowed.

As a warm-up, consider obtaining a +2 approximation on paths of length at most 3. For 2
edge paths, a depth 2 BFS computes exact distances for all paths of length 2 in G,. For 3 edge
paths P = (u,ug, va,v), assume deg(u) > deg(v). A depth 2 BFS from u implies §(u,v3) = 2 and
if u* = 7(u, Dy(y)) then we can efficiently update §(u*,v2) <1+ 6(u,v2) = 3. Then, in the graph
G y(u)u+ > there is the path (u*, va, v) so DuksTrA computes a distance estimate S(U*, v) < 4. Finally,
in the graph Gy, (that is at the lowest level) there is the path (v,u*,u) so DusksTRA computes a
distance estimate &(u,v) < 5, which is a +2 approximation.

Finally, we consider paths P = (u,ug,us, vs,ve,v) of 5 edges. Paths of length 4 are easier to
handle and we will mention the necessary modifications in the full proof. Recall that we have
decomposed the graph G, into k = 7 levels with degree thresholds s1, so, ..., sg, s7 = 0.

Consider the case where both endpoints have low degree deg(u),deg(v) < sg, or identically
0(u), £(v) = T. Let w.l.o.g, deg(us) > deg(va). Let uj = r(uz, Dy(uy))- If P C Egyy), then 6(ub, v) <
d(u2,v) + 1. Otherwise, both £(u3), f(v3) < £(us2) (since even if one of them is at £(uy) or higher, we
have P C Ey(y,)). Therefore, 5(v%, u3) < 8(vs, ug) + 2 so the path (u}, v, vs) o 3w C Gofuy)uy and
DuksTrA computes the desired distance estimate: d(u%,v) < 6(ug,v) + 3. Then, as (v, u}, ug, u) C
G7,., DuksTRA computes a +4 additive approximation. Figure 2 gives an illustration.

Then, assume at least one endpoint (say u) has degree > sp_1. Suppose there is some vertex
(say v3) with n® > deg(vs) > s1. Using a bounded rectangular (min, +) product for matrices of size
Dy x V and Dy x Dg, the (min, +) product yields an estimate 6(u*, v) < d(u*,v) +2 < 6(u,v) + 3.
Then, as (v,u*,u) C Gr,, DuksTrA computes a +4 additive approximation. Figure 3 gives an
illustration.

14



- -
-

Figure 2: Case 2.3.1: {(u) = ¢(v) = k. Solid lines denote edges and dotted lines represent paths.
Black dashed arrows denote edges w x V' in G-

I - o
-

Q)
Q)
@
@

Figure 3: Case 2.3.2: deg(u) > s¢ and deg(vs) > si. Solid lines denote edges in G. Blue dashed
arrows denote distance estimates used in the (min, +) product. Black dashed arrows denote edges
w X Vin Gjp.

We can now assume that every vertex has degree < s;. We now compute depth 3 BFS in
G2 = (V, Ey) from every vertex with degree at most sy. One depth 3 BFS requires sys7 = n e
time (contrast to n3® if naively applying depth 3 BFS on the graph G,). The correctness depends
on extensive case analysis.

In Case 2.3.3, suppose deg(uz),deg(vy) > so. Suppose deg(v) > deg(u). From our earlier
discussion, since P C Ej, S(U’Q‘,v) < 6(u,v) + 1. Then, since the path (v*,u3, uz,u) C Gyp)ax,
DuksTrRA computes an estimate,

5(v*,u) < (v, up) +2 < 6(u,v) + 3

Then, as (u,v*,v) C Gg,, DusksTRA computes a +4 additive approximation.

In Case 2.3.4, suppose deg(uz) > so but deg(ve) < so. If deg(v) > deg(u), then we can proceed
exactly as above, so assume deg(u) > deg(v). The depth 3 BFS from vy computes 6(va, up) = 3 and
Line 36 updates 5(1}5,1@) =1+ 5(1}2, ug) = 4. If deg(va) > deg(u), then, the path (v3,ug,u,u*) C
Gg(m)@, DuksTrA computes a distance estimate at most,

3(US7U*) < S(U;7u2) +2<6
Since deg(u) > deg(v), (u*,v3,v2,v) C Gyry)u», DisksTRA computes a distance estimate at most,
S(u*,v) < d(u*,v3) +2<8

Then, as (v,u*,u) C G7,, DuksTrRA computes a distance estimate at most 9, a +4 additive
approximation. See Figure 4a for an illustration.

15



(a) Depth 3 BFS search from vs. (b) Depth 3 BFS search from w.

Figure 4: Case 2.3.4 and 2.3.5: We use depth 3 BFS in Line 31 to obtain more accurate distance
estimates. Solid lines denote edges in G. Solid arrows denote depth 3 BFS executions. Dotted
arrows denote edges w x V used in executing DisksTrA on the graph G .

On the other hand deg(u) > deg(ve). If deg(u) > s2, we obtain a +2 approximation following
the previous discussion of Case 2.3.3. Otherwise, if deg(u) < sy then the depth 3 BFS from u
computes 0(u,v3) = 3 and Line 36 updates §(u*,v3) = 1 + 6(u,v3) = 4. Since deg(u) > deg(va),
(u*,v3,v2,v) C Gy, 50 DIsKsTRA computes a distance estimate at most,

A

S(u*,v) < b(u*,v3) +3<6

Then, as (v, u*,u) C G7,, DuaksTRA computes a distance estimate at most 7, which is a +2 additive
approximation. See Figure 4b for an illustration.

In the full proof we give a detailed argument on all possible variations of length 5 paths as well
as the modifications necessary to compute a +4 additive approximation on length 4 paths.

Time Complexity The time-complexity to compute BounbepMinPrus to handle paths with at
least one vertex in Vp is O(w(1,1—x,1)). This computation dominates the BounpEDMINPLUS com-
putation in Case 2.3.2 Figure 3 (see Proposition C.3). The time complexity to handle paths with
low degree vertices for paths of length at most 5 is

~ 3k—4
0 (n1+2x Lot n2+%>

where the first term is from running depth 2 BFS, the second term is from running depth 3 BFS from
vertices with degree at most s, and the last term is from running DksTra. If we balance these
terms, we get we choose x = 0.4414248 and k = 7 to obtain the time complexity O(n2'07203166).
The non-dominating terms include time to run BounpepApprtiveAPASPon paths of length [6, 12]
which requires O(n*963%) by Corollary 5.14 and DEnseAPASP(G,12) that requires time O (n3%/17) =

O(n*989) by Lemma 3.2.

Algorithm Algorithm 3 computes a deterministic (2, 0)-approximation of APSP on unweighted
graphs. Phase 1 (Lines 19-21), uses BounpepMINPLuson matrix M; to estimate distances for paths
of length at most C' containing at least one vertex of degree > n”. To do so, Line 19 considers logn
degree thresholds, each of the form ¢ = J-. Within each threshold, a dominating set C; is computed
(Line 20) and a edge set F», /¢ such that the degree of each vertex does not exceed 27” Line 12 of
DomINATINGSETAPASP computes a BFS within the sub-graph Gy = (V, Ey,, ;) from each node in
the dominating set C}, keeping only distances up to C' + 1. Then, for each pair of vertices, u,v,
a bounded (min,+) product is computed in Line 15 of DomMiNATINGSETAPASP to compute the

shortest path between wu, v passing through a vertex w € C;. We repeat this computation for all ¢,
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balancing the thresholds so that each BFS search can be computed efficiently. We repeat for all ¢
large enough such that the dominating set C} is small.

Phase 2 handles paths with low degree vertices. Line 24 uses Decompose on the remaining
sparse graph into k = 7 degree levels specified in Line 23.

Phase 2.1, computes BFS from each vertex in D; (Lines 26-27) and use a bounded (min, +)
product to find approximate distances between each pair of vertices V' x Djy_1 that goes through a
vertex in Dj in Line 15 of DoMINATINGSETAPASP.

In Phase 2.2, a depth 2 BFS is computed from each vertex in G, (Line 30), as well as depth 3
BFS from each vertex of degree at most sg in the graph G = (V, E32) (Line 31).

Algorithm 3 2ApProxAPSP(G)

Input : Unweighted, undirected Graph G = (V, E') with n vertices
Output: Distance estimate 0 : U x V' — Z such that 6(u,v) < §(u,v) < 26(u,v) for all u,v € V

Fix parameters x + 0.45509125 and C + 12
< {1 (u,v) € E

O(u,v
(w,v) = oo o/w

Phase 1: Compute +2 Approximate Distances of High Max Degree Paths
for t =27 for 0 < j < [(1—x)logn] do
C} + DOMINATE (G, %) and Gy = <V, E@)

t

5+ min(S, DoMINATINGSETAPASP (G, V. V,Cy,C + 1))
Phase 2: Compute Approximate Distances of Low Degree Paths
si%n%xforalllgigk—lzg
(Dl, Do, ... ,Dk), (El, Es, ... ,Ek), E* DECOMPOSE(G;E, (81, 89, ... 75k—1)) where G < (‘/, En:t)
Phase 2.1: Computing Approximate Distances of Paths with Vertex in Vg,
Gs, + (V,E,= UE™)
5+ min(&, DoMINATINGSETAPASP (G, ,V, Dy_1,D1,C + 2))
Phase 2.2: Compute Approximate Distances for §(u,v) <5
for v e V do
M, 2 < BFS(Gy,v,2)
if deg(u) < s then M, 3 < BFS(G2,u,3) where Gy = (V, E»);
d(v,u) < min(6(u, v), My 2(u), My 3(u))
Phase 2.3: Compute Approximate Distances of Low Degree Paths
for1 <i<kdo
for w € D; do
S(w,v) min(g(w,v),minueq(w,Di) 14 6(u,v)) forallv eV
5 + DuksTRA(Gj 4, w, ) where Gy + (V, E; U (w x V) U E*)
Phase 3: Compute Approximate Distances of Long Paths
5+ min(&, BouNDEDADDITIVEAPASP(G, 6,C), DENSEAPASP (G, C))

Phase 2.3 (Lines 26-29), performs Dukstra from each vertex w € D; on the graph (V, E; U E*U
(w x V) with the current estimates 6 equipped as edge weights. Before DuksTra is executed, the
distances from a vertex w € D; in the dominating set is updated by examining distances from its
constituency (see Definition 2.2).

Finally, Line 31 handles paths of distance between 6 and 12 with a call to
BounNDEDADDITIVEAPASP and all paths of distance larger than 12 with a call to DENSEAPASP.
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Note that we can also easily use Algorithm 6 in place of DENseEAPASP, although this will not affect
the asymptotic performance of our final algorithm.

Proof of Theorem 3.3

We start with the correctness proof, followed by a run time analysis.

Correctness.

Proof. Consider a vertex pair u,v € Vx V. Let § gu, v) denote the length of a shortest path between
u,v. From Lemma C.2, we have that 6(u,v) < 6(u,v) for all u,v. We therefore focus on proving

d(u,v) < 28(u,v) for all u,v. We can assume 6(u,v) > 2 since 1 edge paths can easily be found by
examining the adjacency matrix.

Case 1: deg(P) > n® Suppose d(u,v) > C. By the correctness of DenseAPASP, we have
d(u,v) < (u,v) + C < 2§(u,v). Thus, in the following, assume 6(u,v) < C
The remaining proof is similar to Case 3 of the randomized algorithm.

Case 2: deg(P) <n® We now prove the correctness of Algorithm 3 on low-degree paths.

Case 2.1: 6(u,v) > C Correctness immediately follows from DEnseAPASP. In particular,

d(u,v) < 6(u,v) + C < 26(u,v)

Case 2.2: 6 < (u,v) < C Correctness immediately follow from BounpEDADDITIVEAPASP. In
particular,

d(u,v) < 6(u,v) +6 < 2§(u,v)

Case 2.3: 4 < d(u,v) <5 Denote the path P = (u, ug, us, vs, va,v). Note that if §(u,v) = 4, we
in fact have ug = vs.

Recall that for any vertex, we define the level of vertex v as ¢(v) to be the index i where
si < deg(v) < s;—1. For any path P, define ¢(P) = min,cp ¢(v) to be the minimum level of any
vertex in P, or alternatively the level of the maximum degree vertex of P. Let 5]- denote the estimate
after executing DuksTrA from all w € D;j. We now proceed by case analysis on the levels of the
vertices comprising shortest path P.

Case 2.3.1: ((u) = {(v) =k We show a +4 additive error in this case. Without loss of generality,
assume f(uz) < £(vz). Then, for length 4 paths when uz = v3, we actually have P C Ej,,)
so that after the execution of DuksTrA at the ¢(ug) iteration, Sg(u2)<’u,§,’l)) < 6(ug,v) + 1 where
us =1 (uz, De(u2)). Then, in the k-th iteration, when we execute DisksTrA from v, we have access
to the edges (v, u3), (u3, u2), (u2, w) to find a path of length at most d(u,v) + 2.

Now, suppose we have a length 5 path so that us # vs. If P ¢ FEy,,) then £(u3),{(v3) < £(uz).
Then, P C Ejy,,) so that from vj =r (’1)3, D@(vg)) the path (v3, v3) 0 Py, u, © (u2,u3) C Go(vg) 05 and
DuksTRA computes an estimate,

do(vg) (V5 u3) < 0(vs, us) +2
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Then, from u3, since (u3, v3,v3) 0 Py, » C G(uz),u3» DUKSTRA computes,

A

Ot(uz) (U3, V) < Oy(ug) (b, v5) + 1+ 8(v3,v) < 6(uz, v3) + 3+ 6(vs,v) < 6(uz,v) +3

Finally, in the k-th iteration (v, u3,us,u) C Gk, so Dukstra finds a path of length at most
d(u,v) + 4.

Case 2.3.2: ((P) = 1 and min(¢(u),¢(v)) < k —1 Recall that P = (u,ug,us,vs,vs,v). For
d(u,v) = 4, note that ug = vs.

This case is handled by Phase 2.1. Without loss of generality, assume deg(u) > deg(v) so
that deg(u) > sgp_1. Since £(P) = 1, there is some vertex w such that deg(w) > s;. Then, let
w* =r(w,Dy) € Dy and v* = r(u, Dg_1) € Di_1. Since P C Gy,

B(w*, u*) = b, (w*,u*) < §(w,u) +2 < C+2
A(w*,v) = b, (w*,v) < d(w,v) +1 < C+1

Therefore, since both entries are finite, we obtain in the (min, +) product an estimate at most,

d(u*,v) < d(w,u) + d(w,v) +3 < §(u,v) + 3

Then, in Phase 2.3, when we executing DusksTraA from Gy, ,,, we take the edge (v, u*) and (u*, u)
to find, R )
d(v,u) < d(u*,v)+1 < 0(u,v) +4 < 26(u,v)

Case 2.3.3: ((P) > 2 and /(uz) = {(v2) =2 Recall that P = (u, ug, u3, v3, v2,v). For é(u,v) =4,
note that ug = vs.

We handle this special case by noting that the number of distinct levels in the path P is small.
Without loss of generality, suppose ¢(v) < £(u). Then, after the 2nd iteration,

92 (usz,v) < d(ug,v) +1

as P C Ep and EbUE™ C Gays. Then, after the £(v)-th iteration, we take the path (v*, u3, u2, u)
to obtain, R R
ooy (V" u) < 02(v*, uz) +2 < 0(ug,v) +4 < 0(u,v) +3

In the final iteration, we take the path (v, u*, u) to obtain a +4 approximation.

Case 2.3.4: ((P) > 2 and min(¢(uz2),l(v2)) = 2,max(l(u2),4(v2)) > 3 Recall that P =
(u, u2,us,v3,v2,v). For §(u,v) =4, note that ug = vs.

Without loss of generality, assume £(ug) = 2 and £(vy) > 3. If £(v) < £(u), then we can proceed
in the above case to obtain a +4 approximation. Thus, assume ¢(u) < ¢(v). We can now break our
analysis into two sub-cases. In the remaining cases, we use the Depth 3 BFS search from Line 31
to ensure correctness.

Suppose {(v2) < ¢(u) < £(v). This case is illustrated in Figure 4a. Since ¢(vy) > 3, we have
deg(va) < s3. Then, BFS(Go,v2,3) finds uy so that 3(1}2,71,2) = §(v2,u2) = 3. Then, denote
vy = 1(v2, Dy(y,)). After Line 36 since va € q(v3, Dy(y,)), We obtain 8@(1)2)(7);,71*) < 6(vi,u) + 1 via
the path (v3, ug, u,u*). Then in the ¢(u)-th iteration, since £(u) < ¢(v), we execute DuyksTRrA from
u* and use the path (u*, v}, v, v) to find Sg(u) (u*,v) < 6(u,v)+ 3. Then, executing DuksTrA from

v in the k-th iteration, we take the path (v, u*, u) and find an estimate, S(U, v) < 0(u,v) + 4.
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Finally, suppose ¢(u) < ¢(vz). First, if {(u) = 2 = ¢(P), then from Lemma A.3 we have that
after the second iteration dg(u*,v) < &(u,v)+1 and obtain a +2 approximation in the k-th iteration
via the path (v, u*,u). We can therefore assume ¢(u) > 3.

Then, we execute a Depth 3 BFS from u as illustrated in Figure 4b so that after Line 31 we
have M, 3(v3) = 3 (for length 4 paths, we in fact obtain M, 3(v2) = 3). In particular, after Line 36,
6(u*,v3) < 6(u,v3) + 1 where u* = r(u, Dy(uy)-

Since f(u) < £(v2),£(v), in the £(u)-th iteration, we find v from u* via the path (u*, v3, v2,v) so
that (5g y(u*,v) < 0(u,v) + 1. Finally, in the k-th iteration, from v we take the path (v,u*,u) to
find,

6(u,v) < 8(u,v) 42

and obtain a 42 approximation.

Case 2.3.5: ((P) > 2 and min(¢(u2),4(v2)) > 3 Recall that P = (u,ua,us,vs,ve,v). For
d(u,v) = 4, note that ug = vs.

Without loss of generality, assume f(u2) < ¢(v2). Since u,ug,v2,v all have degree at most s,
we can freely afford Depth 3 BFS from any of these vertices in the graph Gs.

Without loss of generality, suppose ¢(u) < ¢(v). For length 4 paths, we have computed a
6(u,v2) = 3 after Line 31 so that after £(u)-th iteration, 6(u*,v) < d(u,v) + 1 and we obtain a +2
approximation in the k-th iteration via the path (v,w*,u). Similarly, if £(u) < £(vy), we obtain a
+2 approximation for length 5 paths.

Thus, we have £(v2) < ¢(u). Then, as in the above case, we compute a Depth 3 BFS from v,
so that after the £(v9)-th iteration, 5[(v2)(v§,u) < §(ve,u) + 1. Then, after the £(u)-th iteration,

8g(u) (u*,v) < 6(u,v) + 3 and we obtain a +4 approximation in the k-th iteration.

Case 2.4: §(u,v) =3 For length 3 paths, we prove that we find a +2 approximation. Denote the
path P = (u,ug,va,v).

We can assume that the maximum degree vertex of P is either ug,vs. Otherwise, let u be the
endpoint of maximum degree. We compute Sg(u) (u*,v) < é(u,v)+1 and obtain a +2 approximation
in the k-th iteration via path (v,u*,w).

Suppose without loss of generality ¢(u) < ¢(v). Then, M, 2(v2) = 2 so that after Line 36,

S(u*,v) < 3

where u* = r(u, Dy(,)). Executing Dukstra from u*, we can take the path (u*,vs,v) and obtain
5g(u)(u*, v) < §(u,v) + 1. Then, in the k-th iteration, we take the path (v,u*,u) and obtain a +2
approximation.

Case 2.5: §(u,v) =2 For length 2 paths, we in fact find the exact distance. Since P C G, in
Line 30 we compute depth 2 BFS from each vertex, and therefore find (u,v) = é(u,v) = 2. O

Time Complexity

Proof. We analyze the time complexity of our algorithm. x, C' are parameters that will be optimized.

Phase 1 Following the same arguments as Phase 1 of the randomized algorithm, we can bound
the running time of Phase 1 as,
0 (nw(l,lfx,1)>
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Phase 2 In Phase 2, we have a graph G, of maximum degree n® and therefore m < n'**. From
Lemma 2.6, the execution of DEcomposE requires O(m) = O( 142) time.

In Phase 2.1, we can upper bound |D;| = O(nl_ ) by Lemma 2.6. Likewise, |Dg_1| =
O(n'~%). Executing BFS on graph Gy, with O(n'*%) edges from each w € D; requires O(n’>*%)
time.

Now, computing the (min, +) product of A, B requires time,

O (w@ﬂ—%al—%)) ~0 (nwu,l—z,l))

by Proposition C.3.
In Phase 2.2, computing Line 30 requires time O(n

3k

0 (n 1;43”). Overall, Phase 2.2 requires time,

22) while computing Line 31 requires time

9] <nl+2x + n1+3k;4x>

Finally, we turn our attention to Phase 2.3. Fix some iteration i. Since the sets g(w, D;) are
disjoint, ZweD lg(w, D;)| < n so that Line 36 requires time O(n?) over all w € D;. We bound
|D;| < O(n'~"%*) by Lemma 2.6. Each invocation of DuksTra requires time |E; |= ( 1+k_lz+1$)
so that across all w € D, all invocations of DuksTrA can be completed in time O(n? )

We ignore Phase 3 for now as we will find that it is not the computational bottleneck. Phases

1 and 2 require time,
0 (nw(l,l—x,l) Lopltee 1+t n2+%>

Using [Bra|, we choose x = 0.4414248 and k = 7 to obtain the time complexity O(n2'07203166) for
Phase 1 and 2. Finally, we conclude the proof by noting that BounbepApprTiveAPASP (G, 6,C)
requires time O(n2'05794292) by Corollary 5.14 and DeENseAPASP (G, C) requires time O(n35/17) =
O(n?>%%%9) by Lemma 3.2. O

4 (2,0)-Multiplicative Approximations for Long Paths

In this section, we present algorithms for computing (2, 0) approximations for paths of at least some
length. We begin with a combinatorial result that gives a (2,0) multiplicative approximation for
paths of length at least k for even values of k > 4.

4.1 Multiplicative Approximation for Long Paths
Theorem 4.1. Let k > 4 be an even integer. Algorithm J computes a (2,0) approximation for all

paths of length &(u,v) > k in expected time O (n2+2<k171)).

In Appendix E, we improve the above bound for k& = 4 and 5.

High Level Overview As a simple example, we begin with by showing that we can obtain a
(2,0) approximation for §(u,v) > 4 in time O(n'3/6). Decompose the graph with degree thresholds
s1=n%6 59 =n*6 ... s5 =nl/6. Let P be a shortest path of length at least 4. If P C Es3, then
we execute BK2APASP(G3) in time n'3/% where G3 = (V, F3) has maximum degree sy = n*/6.
Otherwise, P ¢ E3 and vertex w € P of maximum degree has deg(w) > sg and is dominated by
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w* = r(w, Dy(y)). Suppose deg(v) > deg(u). Let z = b(v, P) be the blocking vertex so deg(z) > s5
and 2% = 7(2, Dy(,)) € D5. From w*, since P C Ey(,),

d(w*, 2*) <0
S(w*,v) < 6(w,v) +1
Since Dy(yy C Da, and 2 + 5+ 6 < 13, the path (v,w*, 2%, 2) o P, exists in Gg, (see Line 49 of
Algorithm 4) and DuksTrA computes a +4 approximation.

For the remaining overview, assume k > 6. We want to obtain a (2,0) approximation for paths
of length at least k. Of course, it suffices to compute a +k approximation. Let P be a path. We

will choose [ levels with degree thresholds sq, s9,...,$_1 (note that s; = 0). In order to compute a
+k approximation, it suffices to have for all w with deg(w) > s, _s—s and for all v € V, an estimate
2

~

d(w*,v) < §(w,v) +5

Then, following a similar argument to Lemma A.2, we obtain a +k additive approximation at the
[-th level. In order to guarantee a +5 error at the (I— %) level, we require the edge set Dy, X D, _ k-2
2

for some choice of Ij.

Suppose P C Ej 4. Then, we run BK2APASP(G),11) and compute a (2,0) approximation on
P. Otherwise, P ¢ Ej, 41 so the maximum degree vertex z € P has deg(z) > s;, and there is some
vertex z* = r(z, Dy(.)). Let Py, be the sub-path from w to v and let y = b(w, P, ) be the blocking

vertex so that (y) <1 — % and there is y* = r(y, D;_x—2). Since Dyy C Dy, and P C Ey.),
2

S(w*, 2%)

o(z*,y")

< o(w,z)+2
< 6(z,y) +2

If Djy x D,_x—2 C G,_k-a ., the path (w*, 2*,y*,y) o Py, C G;_k-a ,. and DKsSTRA computes
2 2 3
an estimate at most,
d(w*,v) < §(w,v)+5

The only restriction on [y therefore is that

k—4 k—2
B L V|
lo+<l 5 )+<l 5 )_ I+

lo<k—2

or

which justifies our choice of [y = k — 2. We then choose [ to optimize the running time trade-off
between the executions of DuksTra which requires time O(n>*1/!) and BK2APASP which requires

time O (n'¥s;,) = O (n'Psp_s) = o) <n2'5_¥),

Algorithm Our algorithm begins by initializing the distance estimates with the adjacency matrix
and setting parameters lg,l. Next, Line 45 decomposes the graph with [ — 1 degree thresholds.
In Phase 1, at each level j, we compute DiusksTtrA from w € D, on the graph G, in Line 50.
The graph G, consists of edge set E; U E* U (w x V') and Dj, x Dj, for all j + j1 + jo <20 — 1.
Finally, we take the minimum between the estimate computed above and the estimate given by
BK2APASP on the graph Gy,+1 = (V, Ey41).
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Algorithm 4 LoneMurripLicaTivEAPASP (G, k)

Input : Unweighted, undirected graph G = (V, E)) with n vertices; even integer k

Output: Distance estimate 6 : U x V — Z such that 6(u,v) < é(u,v) for all u,v € V and
6(u,v) < 26(u,v) whenever 6(u,v) > k

Phase 0: Set up and Decompose Graph
. 1 eF
d(u,v) + { (v, 0)
oo o/w
I+ 2(k-1)
lo — k-2

s”—nl_% foralll1 <i<l-1
(Dl, Do, ..., Dl), (El, Es, ... ,EZ), E* DECOMPOSE(G, (81, 82, ..y 8171))
Phase 1: Compute Distance Estimates on High Degree Paths
for 1 <j<ldo
for w € D; do
Gj@ — (‘/, E; U (Uj+j1+j2§2l+1 Dj, x Djz) UE*U(w x V))
5+ DukKSTRA(G 4, W, 3)
5 + min (5, BK2APASP(GZO+1)> where Gy, 41 (V, Ejy41)

Warm-Up: k =4 We first show that we can obtain a O(n'3/%) algorithm for computing (2, 0)
approximation for paths of length at least 4.

Proof. Since k = 4, we have [ = 6 and [y = 2. We decompose the graph with degree thresholds
S§1 = TL5/6,82 = n4/6,...,55 = n1/6.

We execute BK2APASP on G3 = (V, E3). Therefore, if P C E3, we obtain a (2,0) approxima-
tion via BK2APASP.

Otherwise, P ¢ FEj3. In this case, we claim to compute a +4 approximation, which implies a
(2,0) approximation for d(u,v) > 4. The vertex w € P of maximum degree has deg(w) > s2 and is
dominated by w* = r(w, Dy())-

Without loss of generality, suppose deg(v) > deg(u). Let z = b(v, P) be the blocking vertex
from v. Since P ¢ Es3, z # u and deg(z) > s5.

If w = z then since P C Ey,), B(P) = {u,v,w} (Definition 3.4) and we obtain a +4 approxi-
mation. In particular,

&(w)(w*, v) < o(w,v)+1

where w* = 7(w, Dy()). If £(v) = 6, then,

A

0(v, 1) < Sy (v, w*) + 1+ 8w, u) < 5(u,v) +2
Otherwise, if v* = r(v, Dy()),
5Z(v) (’U*7 U) < Sf(w) (/U*’ w*) +1+ 5(’[0, ’LL) < 5(07 ’LL) +3

Of course, this implies a +4 approximation when executing DisksTra on G, by taking the path
(u,v*,v).
Therefore, w # z. From w*, since P C Ey,),

o(w*, 2") < o(w,2) + 2
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S(w*,v) < 8(w,v) +1

Since Dy, C D2 and 2* € D5, and 2+ 5+ 6 < 13, the path (v,w*, 2%, 2) o P, , exists in Gg, and
DuksTRA computes a +4 approximation.

N

§(v,u) < 8(v,w) + 5w, 2%) + 1+ 8(z,u) = d(v,u) + 4

To analyze the running time, it suffices to observe that for each i, | D;| = O(n*/%) while G, has
O(n*=(=1/6) edges so that the computation of DIJKSTRA requires O(n'3/). Finally, computing
BK2APASP on G3 = (V, F3) requires O(m+/n) = O(n'3/5). O

Correctness Finally, we prove Theorem 4.1 for general k > 6.

Proof. First, we note that d(u,v) < 6(u,v) since BK2APASP is correct and every edge weight in
Gjw is a distance estimate computed by some path in the original graph G.

Suppose P C Ej 1. By the correctness of BK2APASP, 6(u,v) < 20(u, v).

Then, suppose P ¢ Ej,11. Suppose £(v) < £(u). Recall from Lemma A.2 the blocking vertices
B(P) = {zg,x1,...,2:} and levels Lg(P) of path P.

Let a = minz(m)q o 411 be the minimum index of an element in the blocking set such that
)=

lz;) <l— %0 + 1. Since P is not contained in Ej 1, we can assume a exists and a > 1. Otherwise,

every edge is in E,_1_, = Egp42)/2 C Ek—1 = Ej41. Since [ > Uxy) > l(xa) > ... > l(x) > 1
2

(Lemma A.1), we can upper bound,

lo lo k
a <] <l 2+> 5 5

Let z, € B(P) be the corresponding vertex in B(P). Since P has an edge not in Ej 1, the last

blocking vertex of minimum level must have ¢(x;) < lp. Recall that we denote v* = r (v, Dg(,u)) for
any vertex v. Since P C FEj,), we again have 55(%)(1:;;"@;) < d(xy,mq) + 2 and 5g(mt)(:v;k,xz+1) <
5(:()t, :L'a+1) + 2.

Consider the £(x,)-th iteration. The edges Dy(,,) X Dy, are in Gyz,)

at1) as,

a

l l
0(2) + U(zas1) + L(za) < o+ <l—20> + (l—20+1> =2 +1

Next observe that zy € Py, 4,,, (Lemma A.1), as each blocking vertex x;11 = b(x;, Py, z,_,) is by
definition in the sub-path P, ,, ,. Therefore we have the path (z},z}, 2}, 1, Zat1) © Pryyy 2,1 SO
DuksTRA computes an estimate at most,

Ot (@ Ta—1) < Op(ey (T, TF) + Sp(an) (27, Thopr) + 1+ 8(Zas1, Ta1)
< 6(35(17 xt) + 5($ta l‘a+1) + 6($a+17 CCa,1) +5
S (5(1’,1, ﬂfa_l) +5

Then, following a similar argument to the inductive step of Lemma A.2, we claim the following
forall 1 <j <a.
Op(z;) (@], wj—1) < 0(zj,25-1) +2(2+ (a— 7)) +1

where we have established the base case j = a above. We now proceed by induction for j < a.
Consider an execution of DuksTrA from 2} in Gg(xj),x;. Let ;11 be the blocking vertex from the
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previous iteration. We take the edges (m}f,x;H), (x;+1,a:j+1) € E*, and the remaining edges in
Ejy(z;)- By induction, we have,

8((%)($J,$3 1) 5 (zj+1)($J,ZL']+1) + 1+ 5(.%)4_1,1‘3 1)
0(xj, wja1) + 22+ (@ — ( + 1)) + 3+ 0(2j41,2j-1)
)

(@5, xj—1) +2(2+ (a —j)) +1
Thus, we have, ) )

5@(1,)(’[)*,71) = 56(351)(1{71'0) < 5(1), U) + 2((1 + 1) +1
From u, we take the edge (u,v*), followed by (v*,v) € E* so that,

~

5(u,v)§3( y(u,v") +1
<6d(u,v)+2(a+1)+2
< d(u,v)+k

Time Complexity

Proof. We set lp = k — 2 and leave [ to be optimized. .
Decompose requires O(In?) time. Over all D;, the invocations of Dukstra requires O(n?+1/!)

time, as for each i, |D;| = O(n/s;) and |E;| = O(ns;_1) while |D;, x Dj,| = O (SJ SZL) =
~ J1ti2 ~ 9_i=1l . . . ' ’
O(n 1 ):O(n l)as]1+172<2l+1fj

BK2APASP on (41 requires s, nld = pl5H=57 time, Balancing,

1 k—2
24-=25--"1°
7 l

we solve to obtain,

2l+1:gl—k+2
l

Lok
2
I=2(k—-1)
Thus, the algorithm runs in time O(n?+/!) = O(n%ﬁ) O

4.2 Faster Multiplicative Approximations for Long Paths with FMM

In this section, we improve upon Theorem 4.1 using fast matrix multiplication.

Theorem 4.2. Let k > 4 be an even integer. Algorithm J computes a (2,0) approximation for all
paths of length 6(u,v) > k in expected time O(n2+l*k+2) where x,l are chosen to minimize,

max | w I—Lm 1—=x 1—&1‘ 2—|—L15—|—m
2(l—k‘—|—2)’ ) 20—k +2) ’ l—k+4+2"7

In Table 1 and Proposition C.4, we exhibit a few running times for 6 < k& < 10.
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High Level Overview We begin by showing that we can obtain a (2,0) approximation for
§(u,v) > 4 in time O(n2019738523)  Set parameters z = 0.51973523, M = 35 and | = 29 so that
lp = 2. Decompose the graph with degree thresholds sy = n®,s3 = n262/27 o = n®/2T. Let
P be a shortest path of length at least 4. If P C Ej3, then we execute BK2APASP((G3) in time
plote = p201973523 where G5 = (V, E3) has maximum degree so = n®. If 6(u,v) > M, then
DensEAPASP computes a +M approximation and we obtain a (2,0) approximation. Otherwise,
P ¢ Ej5 is of length at most M and vertex w € P of maximum degree has deg(w) > s2. Suppose
deg(v) > deg(u). Let z = b(v, P) be the blocking vertex so deg(z) > sz and z* = r(z, Dy(,)) € Das.
Let 3 < deg(w) < 5*1. Since P C F;, we obtain the estimates from w*,
(w,2) +2 < M +2

(w",
S(w*,v) < (w,v) +1< M +1

Then, the bounded (min, +) product computes,

~

d(v,2") < d(v,2) +3

as v € V, z* € Dog, w* € C;. Finally, the path (v, 2*, z) o P, ,, exists in G, and DusksTRA computes
a +4 approximation.

For the remaining overview, assume k > 6. In Algorithm 4, we obtained a +5 approximation
after the ( ) iteration by including edge sets D; x D, = for all i < [y in the edges of G, _ =

W
for w € D,_k—4. Using fast matrix multiplication, we will pre compute the distances obtained from
these edges and instead encode them in smaller edge set w x V.

Consider a shortest path P. If P C Ej 41, then we again invoke BK2APASP to compute a
(2,0) approximation. Therefore, suppose P ¢ Ej ;1. For a large enough constant M, we can
invoke DENsEAPASP (G, M) (Lemma 3.2) or ApprriveAPASP (Theorem 5.6) to compute a +M
approximation without affecting the overall running time. Therefore, we can also assume that
d(u,v) < M.

We decompose the graph G into (1—x)logn levels with each degree threshold defined as t; = ;.
We compute dominating sets C; of size O(n/t;) and edge sets Fj of size at most O(nt;_1) = O(nt;).
Again, to obtain a +k additive approximation, it suffices to have a +5 approximation after the
B(P) = {1'0,1'1,.. l‘t}
(Definition 3.4). Let a be the minimum 1ndex buch that ((z,) <1 — T so that l(xq41) <1 — %
and £(z¢) < ly as we have P ¢ Ejg,11. Then, if J% < deg(z;) < 57, we have P C Fj» and in the
i*-th call to DoMINATINGSETAPASP,

= 9

By our assumption d(u,v) < M both entries in the matrices constructed by DoMmiNATINGSETAPASP
are finite. Furthermore, z; € Py, 4., (Lemma A.1) so the bounded (min, +) product computes,

S(ak, k) < 8(Ta, Tar1) +4

Then, in the graph Gy(,,) .: there exists the path (@}, 25 1 Tat1) © Pryyy 2., and we obtain an
estimate at most,

S(af, 2 ) < 6(xa, Tae1) +5

26



Algorithm Algorithm 4 and Algorithm 5 are similar overall, so we only highlight the differences
here. In Phase 1, we use a bounded (min, +) product to replace the edge sets D;, x Dj,.
In Line 61, we decompose the graph G into (1 —x)logn degree thresholds and at each threshold

invoke DoMINATINGSETAPASP to compute approximate distances between D, i, and D, 1, , in
2 2
Line 63. In Phase 2, for each level j > Iy + 1, we execute DuuksTrA from each vertex w € D; on
the graph G, = (V, E; U E* U (w x V)) in Line 68.
Finally, we take the minimum of our estimate with the estimate produced by BK2APASP and

DENSEAPASP.

Analysis We briefly argue that Algorithm 5 equipped with fast matrix multiplication should

outperform the combinatorial Algorithm 4. Indeed, suppose we use naive matrix multiplication,

so that the largest matrix multiplication contains matrices of size D, 1, x Dy, and Dy, x D,
2

B 3 _ _ Iy lg—2
of—n~ :0<n3 <1+2(ll0))+2(llo>x>
Slo%)_t0 %) 1oy
- [ g (2=2
-0 (nS (Q(llo))m>

o4
which requires time,

Balancing the running times,
x

L =9
Lt T T,

3

we obtain,

L L=l
T

so that the overall running time is 2—1—%, which matches the combinatoiral algorithm Algorithm 4.

Warm-Up: k=4 We begin by showing that we can obtain a (2,0) approximation for §(u,v) > 4
in time O(n?01973523),

Proof. Using [Bra], we set parameters = 0.51973523 and [ = 29 so that Iy = 2. Choosing M = 35
suffices to ensure DENsEAPASP requires time O (n2'0195) (Lemma 3.2).

Decompose the graph with degree thresholds so = n®, s3 = n262/27 gog = n®/2T Let P
be a shortest path of length at least 4. If P C FEj, then we execute BK2APASP((G3) in time
nldte = p201973523 where (3 = (V, E3) has maximum degree so = n®. If §(u,v) > M, then
DenseAPASP computes a +M approximation and we obtain a (2,0) approximation.

Then, assume P ¢ FEj3 is of length at most M and vertex w € P of maximum degree has
deg(w) > s2. Suppose deg(v) > deg(u). Let z = b(v, P) be the blocking vertex so deg(z) > sog and
2" =r(z,Dy()) € Das. If 2 =w, we obtain a +4 approximation as in Algorithm 4.

Assume 2z # w. Let 7 < deg(w) < 5% Since P C Fj, we obtain the estimates,

2)+2< M2
V) +1<M+1

b(w*, 2*) < 6
S(w*,v) < &(

Then, the bounded (min, +) product computes,

w7
w7
6(v,2*) < 6(v,2) + 3

27



52

53

54

55
56

57
58
59
60
61
62

63
64
65

66
67

68

69

70

Algorithm 5 FMMLoNeMurripLICATIVEAPASP (G, k)

Input : Unweighted, undirected graph G = (V, E') with n vertices; approximation parameter k

Output: Distance estimate 6 : U x V — Z such that 6(u,v) < é(u,v) for all u,v € V and
6(u,v) < 26(u,v) whenever 6(u,v) > k

Phase 0: Set up and Decompose Graph

5 {1 (u,v) € E

d(u,v) +
oo o/w
Parameters x,[ chosen to minimize

tmax = I P S S U el S B UL
max = THA% | & 2W—k+2) U T2 —k+2)" ) T k20T

M chosen so that 2 + ﬁ < tmax
l() —k—2

s - nh forall 1<i<I—I

(DZO, Dl0+1a . ,Dl), (Elo, El0+17 . ,El), B+« DECOMPOSE(G, (8[0+1, Slo4-25 -+ 5 3171))
Phase 1: Compute Intermediate Distance Estimates on High Degree Paths

ti < g forall 1 <i<b—1=[(1~-2x)logn]

(Cl, Cy, ..., Cb), (Fl, F, ... ,Fb), F* DECOMPOSE(G, (tl, to,... ,tbfl))

for 1 <i<bdo

‘ $ < min (5, DoMINATINGSETAPASP (Gi, D, ,D Ci, M + 2)) where G; = (V, F;).
2

-4
Phase 2: Compute Distance Estimates
forlp+1<j<ldo
for w € D;j do
Gjw— (V,E;UE*U (w x V))
5 +— DukSTRA(Gj , W, 3)

6 + min (5, BK2APASP(GZO+1)> where Gy, 41 < (V, Ejy41)

§ + min (5, DenSeAPASP(G, M))

as v € V,2* € Dog, w* € C;. Finally, the path (v, 2%, z) o P, ,, exists in G, and DusksTRA computes
a +4 approximation.

The computation of every invocation of DuksTrA requires time O(n2+x/g7), since | — lp =
27. The computation of BK2APASP requires time O~(n1'5+x). The overall complexity of
DoMINATINGSETAPASP is dominated by the computation of bounded (min, +) products, which

requires time,
O <nw(1—2£7,1—a;,1))

where we have again plugged in | = 29,lp = 2. Plugging in x = 0.51973523 yields the desired
complexity. O

Correctness We prove Theorem 4.1 for general k > 6.

Proof. Let u,v be vertices and P a shortest path of length §(u,v).
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First, note 8(u, v) < §(u, v) for all u, v as DoMINATINGSETAPASP returns d(u, v) > 0(Gy, u,v) >
d(u,v) by Lemma C.1. In Phase 2, every edge weight in G}, is the length of some path previously
found in the original graph G. Finally, BK2APASP and DenseAPASP return estimates 6(u, v) >
d(u,v).

Now, we only need to show d(u,v) < 26(u,v) If P C Ej, 11, this immediately follows from the
correctness of BK2APASP. If d(u,v) > M, then we have correctness by DENseAPASP, since,

6(u,v) < 8(u,v) + M < 26(u,v)

Therefore, assume P ¢ Ej 41 and 6(u,v) < M. Without loss of generality, suppose £(v) < £(u).
Recall from Lemma A.2 the blocking vertices B(P) = {xo, z1,...,%¢} and levels Lg(P) of path P.

Let a = mine(mv) <,_lg_4 ¢ be the minimum index of an element in the blocking set such that
1)=t77

Ux;) <1— %0 + 1. Since | > £(x1) > l(x2) > ... > l(xy) > 1, we can upper bound,

lo lo k
<l-(1-041)=2_1=2_9
‘= ( 2+> 2 2

Since P is not contained in Ej, 4, we can assume a exists and a > 1.

Let z, € B(P) be the corresponding vertex in B(P). Since P has an edge not in Ej 1, the last
blocking vertex of minimum level must have ¢(x;) < lp. Recall that we denote v* = r (v, Dg(v)) for
any vertex v.

Let 5% < deg(w:) < 5#= and x7 = r(z4,Cj+). Since P C Fi«, the i*-th invocation of
DoMINATINGSETAPASP computes

N

O+
52‘* (37

(xt,2q) +2< M +2

(zf,zq)
3 (4, Xqr1) +2< M +2

)
*
a

<4
<4

8

+1)

)

These entries are finite in the matrices A;=, B; constructed by DoMiNATINGSETAPASP.

Note that x; € P, (Lemma A.1). Furthermore, ¢(x,) < [ — %0 + 1 implies 2 € D, 1

asTa+1 54’_1

and £(2q+41) < £(z,) implies x| € D, 1. Then, the bounded (min, +) product computes,

2

0 (5, To11)

Then, in the £(z,)-th iteration, we can take the edge sequence (z, x|, Zq+1) and the remaining
edges in Ej(,,) to compute a distance estimate at most,

S(ak, xi_q) < Op(ak,ahy) + 14 8(Tat1, Tam1) < 8(Tay Ta1) + 5

The remaining proof follows exactly as in Theorem 4.1.

Time Complexity

Proof. We set lg < k — 2 and leave x,l, M to be optimized. Phase 0 requires O(an) time overall
as we only invoke DEcompose. Invoking DuksTRA requires O(nQJrW) time as |D;| = O(n/s;)

and |Ej| < O(ns;j_1). BK2APASP requires O(my/n) = O(n'Ps;,) = O(n'5+®) time as we call
BK2APASP on graph Gj,41, a graph with maximum degree s;, = n”.
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Phase 1 calls DomiNaTINGSETAPASP b = O(1) times. In each call, we call BFS on the graph
(V, F) from dominating set C; in time O (|C;||F;|) = O (tﬂiQnti> = O (n?). Then, we compute a

x |Cy| and |Cy] x ‘Dl ‘ Since |C;| =

BounpEDMINPLUs on matrices of size at most ‘Dl I oy
2 3

O(|Cy]) = O (%) =0 (2°) = 0 (n'=*), all computations of BounpEDMINPLUS require time at
most,

L .

~ k—2 k—4
=0 (n“<12<lk+2>x’1f’fvlzuk+2>‘”))

To optimize, we use [Bra| and choose z,! minimizing,

k—2 k—4 T
. = L S S RS D bl B SRR
. max(“’( 21 ki) ” 2(l—k+2)> kT2 ”)

2
Finally, note that DENSEAPASP requires O(n2Jr 3 -2 ) time. Given our choice of x, [, we simply
choose M to be a large enough constant such that the running time of DENseAPASP does not
exceed 2+ 3]\427_2 < Thax- We give a few example running times in Proposition C.4 and Table 1. [

5 Additive Approximation via Monotone (min, +) Product

In the following section, we will use the fast monotone (min,+) product of Chi, Duan, Xie, and
Zhang | | to the additive approximation framework of Dor et al. | |. In particular, this
will generalize the result of Deng et al. | | to all distances. Whereas Deng et al. | |
use fast rectangular matrix multiplication for bounded difference matrices, we will require a more
general fast rectangular matrix multiplication. To do so, let us begin by designing a fast algorithm
for multiplying rectangular matrices, of which only one is monotone.

5.1 Rectangular Monotone (min, +) Product

Following the algorithm of | |, we give a simple extension of their result for monotone
matrices to rectangular monotone matrices. This result slightly extends the work of Durr | |
to handle the most general case of rectangular matrices, which is required in our application.

Theorem 5.1. Let A be a n® x n® integer matriz with non-negative entries bounded by O(n*). Let
B be a n® x n® row-monotone integer matriz with non-negative entries bounded by O(n*). Then,
there is an algorithm MoNoToNEMINPLUs computing C = A x B in time,

~ (a+b+p)+w(a,b,c)
0 (n 2 )

Since the algorithm and proof remain largely unchanged, we only provide a sketch of the proof.

Let a € [0,1] be a parameter to be fixed, and let p be a uniformly random prime chosen
in [40n%,80n®]. We make the same simplifying assumption as in | |. By Lemma 3.4 of
| |, this assumption is justified.
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Assumption 5.2. (Assumption 3.1 of [ ]) Leti€ [n%,k € [nb],j € [n]. For alli,k, Ay
is either oo or (Ajx mod p) < §. For all k, j, By;j is either oo or (By; mod p) < §. Each row of
B is monotone.

Lemma 5.3. (Lemma 3.4 of [ ]) Let A be a n®xn® integer matriz with non-negative entries
bounded by O(n). Let B be a n® xn® row-monotone integer matriz with non-negative entries bounded

by O(n). The computation Ax B can be reduced to a constant number of A*x B* where A*, B! satisfy
Assumption 5.2.

Proof. We only define the relevant matrices, leaving the proof to | |. Define for i € {1,2,3},

A(,(Ci) _ {Aik (=Dp 1) < (A mod p) < %
! 00 o/w

(
By ={p|By/p+1] ¢ wwlmdm 2
p|Bii/p+1] %< (B mod p)
p|Brj/p] +p/3] (Br; modp) <k
Bg) = ¢ By; B < (By; mod p) 2p
p | Brj/p+1] ZF < (Bg; mod p)
pBrj/p] +[2p/3] (Bx; modp) <%

3
BY = {p|By/p) + [20/3] &
By; ¥

Bk]’ Bkj mod p) < B
<

<

|

Then, the matrices,

AW A® —1p/3], A® — [2p/3], BD, B®) — [p/3],B® — [2p/3]

all satisfy Assumption 5.2. O
Define h such that 2"~1 < p < 2" TFor all 0 < [ < h, define AEQ = {WJ if A
is finite and oo otherwise. Define B,(clj) = LWJ if By; is finite and oo otherwise. Define

Aj = |Ai/p] if Ay is finite and oo otherwise. Define By, = |[By;/p| if By; is finite and oo
otherwise. Since A*, B* are monotone, C* = A* x* B* can be computed in ON(n(“+b+“)_O‘) time using
segment trees as described in | |. If Cyj is finite, then by Assumption 5.2 Cj; mod p < %p
so that Cf; = [Ci;/p].

In the next phase, we compute C® for [ = h,h —1,...,0. Note that C") is not necessarily
AW « BO We require C® to satisfying the following properties if Cjj is finite:

1 {(cij modZ[l))—Q(2l—1)J §Ci(;') < {(cij monp)+2(2l—1)

IO o = = C;. i for jo < 71, the elements CZ( j)o’Ci(?o +1,...,CZ-(7?1 are monotonically non-
decreasmg.

Notice that when [ = 0, we have Ci(](.) ) — C;; mod p, which combined with Ci*j allows us to
recover Cj;.

The entries of A, BO CW are therefore non-negative integers at most O ( o ) or oo. Since

B® is monotone, every row is composed of at most O ( 57 ) intervals, where all the values in each
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interval are identical. Now, C* has O(n#~®) intervals in each row. Within each interval, C*) has

0 (g—?) intervals, so that C(®) has O (g—?) such intervals in each row.

Definition 5.4. (Definition 3.1 of [ ]) A segment (i, k, (jo,71)) with respect to BY, CW
where i € [n%,k € [n%],j0,51 € [n°] and jo < j1 satisfies that for all jo < j < ji, B() = Bl(cgo’
* * l * *
B, =By, C) =0 and C = Cy,.

We will also maintain sets Tb(l) for —10 < b < 10 where Tb(l) consists of segments (i, k, (jo, j1))
satisfying Ax < oo and Afy + By, # Cfj and A} + BY) = Y + b for all j € [jo, j1]. Finally, we

turn to the computation of each C) matrix.

Computing C?)

1. Since p < 2", AW B are zero-matrices. Likewise, C") = 0 satisfies the required properties.
For b # 0, T(h) = () and Téh) includes all segments (7, k, (jo, j1)) where A;; < oo and AY, +

k]o 7C 2]0
2. Let [ < h. We will construct C(l),Tb(l) from CU+1), Tb(Hl).

(a) Polynomial Matrix Multiplication
Construct Af, = 2 AW - 2A(l+1)y‘4 AT A;p, finite and 0 otherwise. Define Bp analogously.
Compute Cp = APBP. Since the x degree is either 0 or 1, and the y degree is at most
n®, this phase requires O(n®(®09)+2) time.

(b) Subtracting Error Terms
If C’fj = 0, then C’i(jl-) = 0o0. Otherwise, for all b, we collect all monomials A\z°y?® where

d= CZ-(;H) + b and let ijb(:c) be the sum of all such A\z¢. Next, we compute,

(1) (l+1) (l) (l+1)
RP _ § : Ay —24; +B, 2B,
z]b( ) Xk

(l,k,(jo,jl))GTb(Hl)J'G[jo,jl]

Let s;5 be the minimum degree of z in ijb(x) — Rfjb(x) and compute c;jp = 2d + s;5p

(or ¢jp = 00 if 845 = 0). Finally, output C’i(jl.) = miny, ¢;jp.

a—l—c—l—a) (H‘l)

time. Notice each T, has at most 2 different

+)

Constructing ijb(x) requires O(n

B ,gl]) and thus two Rp »(x). Since each interval in B (") is broken into at most 2 intervals,

+1)D

we can compute C?. -time. The overall

i7b
time required in this stage is therefore O(n®+ete 4 |Tb(l+1)|).
D)

(z) — Rijb( x) using segment trees in O(\Tb

. . (
(c) Computing Triples T}

It is shown in | | that each segment with respect to BUH) C(H+1) splits into O(1)
segments with respect to B, C) and furthermore Ub ) ¢ Ub (1) , so it suffices to
(I+1)

enumerate T, "/, breaking each segment into O(1) sub-segments. The time required is

o).

It then suffices to bound the size of the sets Tb(l), which we do below in Lemma 5.5. Finally,

we can optimize parameter o and compute the overall running time. Note that the overall running
time is,
O (n(a+b+u)—o¢ + nw(a,b,c)—i—a + na+c+a) _ O <n(a+b+u)—o¢ + nw(a,b,c)—i—a)
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giving the desired result. The proof of correctness follows exactly as in | |.
Lemma 5.5. The expected number of segments in Tb(l) 18 O(n(““’*“)*a)

Proof. Suppose first 2! > 165- Then, BW_ c® have at most O (’;—‘;) =0 (%) = O (n*~%) intervals

in a given row. The overall number of intervals is therefore bounded by O (n(@+b+#)—a
Consider a segment (i, k, (jo, j1)) and arbitrarily pick j € []0, j1] where A;y, finite and A% + B, #
Cy;- Then, by Assumption 5.2, we have |A;; + By — Cyj > £. We now bound the probablhty that

(i, k, (jo, 1)) € T". By definition, this implies that,

A, mod p By; mod p 0
R

Since L(C"j mod p)fz(Qlfl)J <coW < L(Cn mod2€)+2(2171)J

Ajxz, modp By modp C(C; modp
2l + 2l B 2l

~b<4
Let C;j = Aijq + Byj, so that,
—4- 28 < (Ay, + Brj — Aig — Byj) modp—b-2' <4.2

so that (A, + Byj — Aig — Bg;) mod p takes one of O(2) values r in the range [2/(b—4),2!(b+4)].
Since |b| < 10, the largest such value is bounded by |r| < 14 -2/ < B < 1|A; + By; — Aiqg — By
where we used 2! < 5.

Then, if By;, By; are from B in Lemma 5.3, then,

|(Aix + Brj — Aig — Byj) —r| = O(n")

The number of primes larger than 40n® that divide this quantity is therefore at most £ = O(1). In
particular, such a p is chosen with probability n~%.

On the other hand, if Byj, By; may have been set artificially to some number congruent to
0,[p/3],[2p/3] in Lemma 5.3. We can still bound the probability that p divides |(A;, + Bij —

Aijqg — Bgj) —r|, as in | |.
natbtu
2l

tation we can upper bound \T )| = O(nlatttm—ay, O

Finally, we have O(2!) such remainders r, and in total O ( ) segments, so that in expec-

5.2 Framework for Additive Approximations via Monotone (min, +) Product

We now give an improvement on the generalized algorithm of Dor et al. | |, using fast matrix
multiplication to give a better trade-off between additive approximation error and running time.
This extends the work of Deng et al. | | to additive error beyond +2.

Theorem 5.6. Let § > 4 be an even integer. Let G be an undirected, unweighted graph with n
vertices. Algorithm 6 computes § such that 6(u,v) < d(u,v) < é(u,v) + B for all u,v € V in time,

2z
) (n2+ﬁ) where x is the solution to, w ( gém 1—z,1-— g+3$> 14+ 45;225

*w(a, b, c) is the minimum value such that the product of a [n®] x [n’] matrix by a [n"] x [n] matrix can be
computed in O(n*(**9)*¢) arithmetic operations for any constant € > 0. Note w = w(1,1,1).
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Before we present a high level overview of Theorem 5.6, let us recall some useful definitions.

Definition 5.7. For a spanning tree T C E of a connected graph G = (V, E) on n vertices, an
Euler Tour of T is a sequence of vertices vi,va,...,van—1 where each vertexr of G appears at least
once and the edges (vi,viy1) €T for all 1 < i <2n—2.

Given a spanning tree T, an Euler tour of 7' can be found in O(|T'|) time by conducting depth
first search on 7.

Definition 5.8. Let G = (V, E) be a graph on n vertices and D C V. Consider an arbitrary Euler
Tour on G, denoted v1,...,vop—1. X is an Euler Tour Distance Matrix of D on V if A is a
|D| x (2n — 1) matriz where X (w, i) = 6(w,v;) for w € D and v; as ordered in the Euler Tour.

It was first observed by Deng, Kirkpatrick, Rong, Vassilevska-Williams, and Zhong | |
that it is possible to encode the results of a BFS search in a row bounded difference matrix by
ordering the vertices according to an Euler tour.

We now present a high level description of our algorithm.

High Level Overview First, we recap the algorithm of Deng et al. | | and explain why
it does not generalize to additive approximations beyond +2. Consider a +4 approximation. The
natural approach is to use a bounded difference matrix multiplication to compute a +2 additive
approximation on paths with some vertex of degree at least n* and to invoke SPaArRsEAPASP (G, 4) on
paths where all vertices have degree at most n®. If wpp(1,1 — x,1) denotes the exponent required
to compute a rectangular bounded difference (min, +) matrix product with input n x n'=% and
n'~? x n, then this algorithm requires time n?t3 where z is the solution to wpp(l,1—z,1) =2+ 5.
For current bounds on wgp, this is larger than the 15—1 given by the combinatorial algorithm of Dor,
Halperin, and Zwick | |. Why? The DENseEAPASP algorithm decomposes the graph G into
5 levels, whereas the above algorithm has only decomposed G into 4 levels.

Indeed, only using rectangular matrix multiplication wpp(1,y, 1) for some y € [0, 1], we will not
be able to obtain any improvement on DENseAPASP(G,4). For example, recall that the degree
thresholds are s; = n%/®, 59 = n3/5, 53 = n?/5, s, = n'/®. In order to improve the overall running
time, we must decrease s4 so that the final iteration of computing DisksTrA on E5 from all D5 =V
does not require O(n'/?) time. If we wish to decrease s4, then the size of Dy increases. To limit the
overall time of running DiusksTrA from Dy on Fy, we must therefore decrease s3. Following the same
reasoning, we must decrease so and s1. However, the combinatorial algorithm DEnseAPASP also
includes the edge set Dy x D4 when executing DuuksTtra from Ds = V. In particular, either Dy or
D, needs to reduce in size, which implies that at least one of so, s4 needs to increase, contradicting
our previous conclusions.

We cannot hope to succeed simply by using fast (min, 4+) matrix multiplication to replace the
first level D;. However, we use fast (min, 4+) matrix multiplication to replace the edge set Dy X Dy
and more generally D;, x Dj, for j + ji + jo < 2k + 1. Consider +4 approximation as a basic
example. Let P be a shortest path between u,v. If P C E3, then we compute a +4 approximation
as in SPARsEAPASP. Therefore, suppose P C E; and P ¢ Ej; for some j € {1,2}. Let y be
the vertex closest to v such that P, , C E5. Let z be the vertex of maximum degree in P. Let
y* = r(y,D4) and 2" = r(z, Dy(;)). In the combinatorial algorithm, since Dy x Dy C G54, we
find the path (v, z*,y*,y) o P, and compute a +4 approximation. Instead, we use a fast (min, +)
product to find,

A~

6(v,y") < min 3(v,w) +3(w,y") < 5(v,2") +8(z",y") < 3(v,y) +3
we 2
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to obtain the same approximation. To utilize fast matrix multiplication, let  be some parameter to
be optimized. Since P C FEj3 is handled by SparseAPASP, we decompose the graph G, = (V, Eyz)
into 3 levels. Then, for 1 < j < (1 — z)logn thresholds t; = -, we compute a dominating set
C; and edge set Fj. For each j, we construct matrix A; of dimension D4 x C; and matrix B;
of dimension C; x V where we ensure B; is a monotone matrix by using the Euler tour distance
matrix construction and the transformation BDToMonoTonNE. Filling in these matrices with the
results computed by BFS from C; on the graph (V, F}), we compute the correct distance estimate
required in Section 5.2. Since overall the BFS require time O(n?), the running time of (min, +)

matrix multiplication dominates.

We use a (min, +) product to replace the edge set D, XD,.

From z*, we compute §(z*,v) < 6(z,v) + 1 and 6(z*,y*) < 6(z,y) + 2
The (min, +) product yields (v, y*) < 8(v,y) + 3

Then, (v,¥%, ) © Pryu3 € Gyspy SO S(wuw) <s(w,u) +4

—_—— - - o

\\\\ \\
~ \
\\ \
N \
So \
~ 1
@ O/ N @
l(w)=5 I(y) =4 l(z)<2 I(v)=5

Figure 5: Using (min, +) product to replace edge set Do x Dy. Solid lines represent eges in G.
Dotted black lines represent paths in G. Dashed blue arrows represent distance estimates used in
the (min, +) product. Dashed black arrows represent edges w x V' in the graph Gj .

We have already discussed +6 approximation in Section 3.2.

For general + approximation, let k = &2_2 and kg = k— | k/3] —2. By Lemma A.3, if any path
P C Ejy 41, then we already obtain a +/S-approximation as in SPARseAPASP. Then, to ensure a
+6 approximation for paths containing a higher degree vertex, we need to ensure that we have a
+5 approximation after the (kg + 3)-th iteration, we can follow the arguments of Lemma A.3 to
obtain a 4/ additive approximation from this point.

We demonstrate this case in Figure 6. In this example, a is a vertex on the shortest path P
between u, v such that £(a) = ko + 3. While the diagram only shows d(a*,v) < d(a,v) + 5, a similar
argument holds for all x € P.

Let b be the vertex closest to a such that P, C Ej,43. Let z be the highest degree vertex in

n

Pyp. Suppose g7 < deg(z) < 57=r. Then, after computing the (min, +) product A; * B;, we have

an estimate

~

d(a*,b*) < (a,b) +4
given by the blue arrows. In particular from a*, the path (a*,b*,b) 0 P, C G434+ s0 that

d(a*,v) < d(a,v) +5

We next argue that our algorithm has an improved running time. Suppose we use naive matrix
multiplication. Then, the time exponent to compute a MoNnoToNEMINPLUS combinatorially is,
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Figure 6: Computing a distance estimate between u, v. Solid black lines denote edges in G. Dotted
black lines represent paths in G. Blue dashed arrows denote distance estimates used in the (min, +)
product (Phase 1). Black dashed arrows denote edges w x V' in the graph G, (Phase 2).

B—2 B—4\ ., 38-4
<1—ﬁ+2x>+(1—$)+<1—6+2x>—3 513 x

Then, balancing this with the 2 4 % exponent required to execute SPARSEAPASP,
35 —4 2
g 3074, %@
B+2 B+2
so that,
i B+2
38-2
2 B+2

and obtain running time exponent 2 + 13352 = 24 W{Q, thus recovering the approximation
algorithm of Dor, Halperin, and Zwick | |. In particular, by using fast matrix multiplication
instead, we obtain a faster running time for all values of .

Algorithm We are now ready to describe our algorithm. We begin our algorithm by initializing
the distance estimate matrix as the adjacency matrix of the graph G, as well as setting parameters
x,k. Then, we decompose our graph into |k/3]| + 3 levels according to the degree thresholds
Skoy Sko+1s -y Sk—1-

In Phase 1, we further decompose the top level into roughly (1 — x)logn levels. At each level,
we execute BFS from every vertex w in the dominating set C; on the graph (V| F;). We construct
two matrices A;, B; encoding the computed distances between Dy, 42, C; and Cj, Dy, 13 respectively.

In order to apply the MoNoToNEMINPLUS algorithm of | |, we define B] to be the Euler
tour distance matrix of C; on G; (see Definition 5.8) observing that this is a row-bounded difference
matrix. Then, we modify this matrix into a row-monotone matrix by adding j to each column j
and taking a sub-matrix of the columns corresponding to Dy 43 to obtain a monotone matrix, as
discussed in Section B.2. In the pseudocode, this is contained in the invocation of BDTOMONOTONE.
Then, we compute the (min, +) product of A;, B; using MoNoTONEMINPLUS.

In Phase 2, we execute DusksTrA from each D; for ¢ > kg + 1. In each iteration, we search the
graph G, consisting of E; U E*U (w x V).

We now present the algorithm and proof of Theorem 5.6.
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Algorithm 6 AppiTiveAPASP(G, f3)

Input : Unweighted, undirected Graph G = (V, E) with n vertices; approximation parameter 3
Output: Distance estimate d : U x V — Z such that d(u,v) < 6(u,v) < 6(u,v) 4 8 for all u,v € V

Phase 0: Set up and Decompose Graph
. 1 ,v) € E
d(u,v) + (1, 0)
oo o/w
36-2
ke =5
T solutiontow(l— ﬂ+2x 1—2z,1— ﬂ+2 ) —1—1—4[;:_225

Sp_i < n T2 for all 1 <i < |k/3] +2
ko k—(|k/3|+2)=k—|k/3] -2
(Dko, Dk0+1, ceey Dk), (Ekm Ek0+1, - ,Ek), B+ DECOMPOSE(G, (Sko, Skodls« -+ Skfl))
Phase 1: Estimate Distances on High-Degree Paths
ti < gy forall 1 <i<l—1=[(1—-x)logn]
(Cl, CQ, e Cl), (Fl, Fy, ... ,E), F* DECOMPOSE(G, (tl, to,... ,tlfl))
for0<i<ldo
for w € C; do
Xi(w) < BFS(w) on G; = (V, F})
6(w, v) + min(8, X;(w,v)) for all v € V
Construct | Dy, 2| X |Cj| matrix A; where A;(v, w) = X;(w, v)
Construct |Cj| x (2n — 1) Euler tour distance matrix B; of C; on G;
B, - BDToMonotonNg(B})[C}, Dy, 3]
§ < min(§(w, v), MonoToNEMINPLUS(A;, B;))
Phase 2: Estimate Distances on Low-Degree Paths
for kp+1<j<kdo
for w € D;j do
Gjw— (V,E;U(uxV)UEY)
5 +— DuKSTRA(G 4, W, 5)

Warm-Up: g =4

We begin by showing a proof of correctness for the case of 8 = 4. The somewhat simplified argument
in this case will be generalized to arbitrary 8 > 6 below.

Lemma 5.9. Algorithm ApprriveAPASP(G,4) returns an estimate 6 such that §(u,v) < 6(u,v) <
d(u,v) +4 for all u,v.

Proof. Let P be a shortest path between u,v. Note that &k =5, ky = 2.

Suppose P C E3 = Ej,4+1. Then, L(P,5) C {3,4} and |L(P,5)] < 2. By Lemma A.3, since
D5 = D =V, we obtain a +4 approximation in Phase 2.

Thus, P has some vertex with degree at least so = n®. Let y denote the vertex in P with degree
at least s4 closest to v. Let z be a vertex of maximum degree on P and i* be the integer 1 <1 <
such that &= < deg(z) < 5#=;. Since P C Fi+, we have in the i*-th iteration of Phase 1 that
Xi+(2%,u) < (z,u)+1 and X;(2*,y*) < (2,y) +2 where z* = r(z,C4+), y* = r(y, Ds). Therefore,
after Line 88,

~

O (u, y*) < Xy=(u, 2%) + X (2%, y") < d(u,2) + 6(z,9) + 3 =(u,y) + 3
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Now, in the 5-th iteration in Phase 2, when we execute Dijkstra from u, we have an edge (u,y*)
with weight at most 6(u,y) + 3, an edge (y*,y) € E and the remaining edges in E5 = E}, so that,

General Case: 5> 6

We now present the proof of Theorem 5.6.

Proof. (Correctness) Let u,v € V be a pair of vertices and P be a shortest path between w,v. Let
deg(P) = maxyecp deg(v) be the maximum degree of any vertex on P.
Note by the definition of k + 3ﬁ 2 and f is an even integer,

2(%/3J+1):2Q§—;J +1> <3

By Lemma 5.10, we only need to show &(u,v) < 6(u,v) + 2(|k/3] +1).
Recall that Vi = {v € V s.t. deg(v) > s} from Definition 2.3.

Case 1: deg(P) < s, In this case, we have P C Ej,1+1, and we may follow the proof of
SparseAPASP by Dor, Halperin, and Zwick | |. By assumption L(P, k) C {ko + 1,ko +

.,k — 1} so that |L(P,k)| < |k/3] + 1. From Lemma A.3, it immediately follows that
5(u,v) < 2(1k/3] +1).

Case 2: deg(P) > si, By assumption, there is a vertex w € P with deg(w) > sg,43. Then, with
Lemma 5.11, we have that for all z € P,

8ko+3(w*a :1:) < 5(“’71") +95

Then, following the same argument as the inductive step of Lemma A.2, consider any vertex
w € P such that ¢(w) > j for j > ko + 3. We claim the following for all j,

oj(w* ) < 6(w,x) +2(5 — (ko + 1)) + 1

where above we have shown the base case for j = kg+3. We now proceed by induction for j > ko+3.
Consider an execution of DusksTrA from w* in G ,,. For any vertex x € P, let y be the last vertex
on the sub-path P, , with {(y) < j — 1.

If no such vertex exists, then P, , C F; and we compute an exact distance from w* so that
S(w*, x) < 8(w, ) + 1.

In particular, deg(y) > s;—1 so let y* = r(y, D;j—1). We take the edges (w*,y*), (v*,y) € E*,
and the remaining edges in F;. By induction, we have,

o (w*, ) < 61 (w*,y*) + 14 d(y, x)
< O(w,y) +2(( —1) = (ko + 1)) + 3+ 6(y, v)
<d(w,z)+2(j— (ko+1))+1
Then, on the final iteration, let w be the closest vertex to v on P such that deg(w) > sk_1.
From u, we take the edge (u,w*), followed by (w,w*) € E* and the remaining path in E}, so that,

S(uv U) < 316—1(“7 w*) +1+ 5(’(0, U)
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(w,w) +2(k =1~ (ko +1)) +2+ 0(w,v)

<
<o(u,v)+2(lk/3] +1)

completing the proof. O

Proof. (Time Complexity)

Recall that £ = O(1) is a constant.

Phase 0 requires O(m) time, as DEcompost requires O(k(m + n))-time.

We examine Phase 1. Constructing the Euler Tours and BFS trees require O(n?)-time over all
iterations, as |Cj||F;| = O(n?). The expensive step therefore is the (min,+) product, which we
compute with an invocation to MonoToNneEMiNPLus. By Theorem 5.1, this requires,

~ [ (atbtp)tw(abe)
0] (n 2 )

where we apply

k)

|k/3] +2
b=1—-=x
:17LWM—1x
lk/3] +2
w=1

since all distances in G' are bounded by n.
In Phase 2, each |D;j| = O (nlf(k*j) lk/3J+2) and |Ej| <O (nH(k*]H) W?’J“). Therefore, each

invocation of DuksTra in Phase 2 requires time O <n2+ lk/gHQ).
Finally, we balance terms to optimize,
2|k/3]+2 |k/3] |k/3]—1
(3 = Tk/3]+2 55) +w (1 ~ et el - Lk/3J+2x> x

2 B +LhBJ+2

To get the exact expression, we plug in k = 362—_2 and in particular [k/3] = 5§ — 1.

23 B—2 B—4

2 BT
23 B—2 g—4 dx

3— z|+wll-— z,l—z,1———x ) =4+

( ﬂ+2> ( B+2 ﬁ+2) B+2

B—2 g—4 > 44283

wll- z,l—z,1———x ) =1+ x
( B+2 B+ 2 B+2
Table 2 exhibits the running times for a few values of 8 utilizing [Bral. O

In the following lemma, we show that every distance estimate produced is feasible. That is, each
distance estimate can be attained by some path in G.

Lemma 5.10. Algorithm 6 returns & such that d(u,v) < 5(u, v) for all u,v € V.
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Proof. This holds simply by observing that every distance estimate is produced by some path in
the original graph G.

Every estimate in Phase 1 found by concatenating two paths in G;, a subgraph of G.

In Phase 2, the only edges added are of the form u x V. However, the weights of these edges,
if finite, are computed by a previous step as the length of some path from u to the relevant vertex
wevV. O

We present the key lemma for correctness below. In particular, we prove that we have a good
additive approximation after the (kg 4 3)-th iteration.

Lemma 5.11. Let P be a shortest path between u,v. In Phase 2 of Algorithm 6, let w be a vertex
of P with deg(w) > sk,+3. Then, for every vertex x € P, the (ko + 3)-th iteration of Phase 2 finds
a path of length §(w,x) + 5 from w* to x where w* = r(w, Dy, 43).

Proof. Let P, , denote the sub-path of P between w and x.

Case 1: deg(Pys) < si, Consider the path P, ;. By Lemma A.3, since deg(w) > sk,43, we have
that, L(Py ) C {ko + 1, ko + 2} so that,

8k0+3(w*’ .’E) < 6(“’7 'CC) +5

Case 2: deg(Py) > sk, We now arrive at the key case depending on Phase 1. Let y denote the
vertex in P, , closest to x with degree deg(y) > sp,4+2 and z be a vertex of maximum degree on
Py . Then, let i* be the integer 1 < i <[ such that j&= < deg(z) < 5#=. Let y* = r(y, Diy12)
and z* = r(z,Cj+).

In particular, since P C F;» we have in the ¢* iteration of Phase 1 that X;« (2%, w*) < (2, w)+2
and X;-(2%,y*) < d(z,y) + 2. Now, since B/ is an Euler tour distance matrix, it is therefore a 1-
bounded difference matrix by the triangle inequality. Then, the procedure BDToOMoONOTONE creates
a row-monotone matrix keeping values bounded in O(n). Finally, B; is a row-monotone matrix as
the sub-matrix of a row-monotone matrix. Thus, we can use MoNnoToNEMINPLUS(A;+, Bj+) to
compute,

Op (W, ") < Xiw (w7, 2%) + Xi= (2%, y7) < 0(w, 2) +6(2,9) +4 = 0(w,y) + 4

Now, in the (kg + 3)-th iteration in Phase 2, when we execute DuksTra from w*, we have an
edge to y* with weight at most §(w,y) +4. If deg(z) > sk,+2, and therefore y = x, we take an extra
edge (z*,z) € E* to find a path of length at most §(w,y) + 4+ 1 = 6(w,x) + 5. Otherwise, after
using the edge (y*,y) € E*, the remaining edges of P, , are in Ej ;3 and we can conclude,

O3 (W, x) < dp (W, y*) + 1+ 8(y,2) < 5(w,y) +(y,2) +5 = d(w,x) +5

5.3 Additive Approximations for Constant Length Paths

In this section, we give a simpler algorithm that uses fast matrix multiplication to obtain fast
algorithms for general additive approximations on small distances. We employ this result in the
proof of Theorem 3.3.
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Theorem 5.12. Let § > 4 be an even integer and C > 0 be a constant. Let G be an undirected,
unweighted graph with n vertices. Algorithm 7 computes § in time,

0 (n+75)

5—2 5—4) 2x
wll- z,l—z,1———2 ) =2+
< B+ 2 B+2 B+2

such that &(u,v) < 0(u,v) for all u,v and whenever §(u,v) < C, &(u,v) < d(u,v) + f.

x is the solution to,

The above result also implies a more efficient algorithm for approximating distances up to small
polynomials.

Corollary 5.13. Let € > 0. Then, there is an algorithm computing 8 in time
0 (n*5%2)

x 18 the solution to,

6—2 [3—4) 2x
wll——=——z,1—2,1— z)+e=2+
( B+2 B+2 B+2

such that &(u,v) < 6(u,v) for all u,v and whenever §(u,v) < n, 6(u,v) < d(u,v) + B.

Proof. The only difference with the proof of Theorem 5.12 is the setting of x and the complexity
analysis. For bounded C, the computation of the (min, +) product requires time,

_B=2,1_,1_8=4
an(l ﬁ+2x,l z,1 [3+2$)

Now, since the entries are bounded instead by n®, we bound the computation of the (min,+)
product by,

nw(l—%m,l—x,l—%x) +e

We now present a high level overview of Theorem 5.12.

High Level Overview The algorithm is essentially a simplification of the previous Algorithm
6. Indeed, we can invoke BounpepMiNPLus in place of MonoToNEMINPLUS, which is a faster
algorithm and does not require the transformation BDToMONOTONE.

Algorithm Algorithm 7 is identical to Algorithm 6. The only modification is the invocation of
BouNpEDMINPLUS in place of AbpiTivEAPASP, as the entries to the matrices are now bounded
by constant C.

Below, we exhibit some running times for specific choices of 3, using [Bra].

Corollary 5.14. We obtain the following running times for an additive approximation on distances

d(u,v) <C.
15} time
4| 7, 20931481
6 | 1205794202
8 | 7204220679
10 | 7203322582

We now present the algorithm and proof of Theorem 5.12.
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Warm-Up: =4

We begin by showing a proof of correctness for the case of 5 = 4. The proof is almost identical to
Lemma 5.9.

Lemma 5.15. Algorithm BounpepADpDITIVEAPASP(G,4,C) returns an estimate & satisfying:

1. 6(u,v) < 6(u,v) for all u,v
2. 6(u,v) < 6(u,v) +4 for all §(u,v) < C

Proof. Let P be a shortest path between u,v. Note that k =5, kg = 2.

Suppose P C E3 = Ej,4+1. Then, L(P,5) C {3,4} and |L(P,5)] < 2. By Lemma A.3, since
Ds = Dy, =V, we obtain a +4 approximation in Phase 2.

Thus, P has some vertex with degree at least s = n®. Let y denote the vertex in P with
degree at least s4 closest to v. Let z be a vertex of maximum degree on P and ¢* be the integer
1 <4 <[ such that 2?* < deg(z) < 21?—_1 Since P C Fj«, we have in the i*-th iteration of Phase 1
that X+ (2%, u) < d(z,u) +1 < C+ 1 and X;=(2",y*) < 0(z,y) +2 < C + 2 where z* = r(z,Cj+),
y* =r(y, D4). Therefore, since the entries in A;«, B;« are finite, we compute in Line 110,

~

Now, in the 5-th iteration in Phase 2, when we execute Dijkstra from u, we have an edge (u, y*)
with weight at most 6(u,y) + 3, an edge (y*,y) € E and the remaining edges in E5 = E}, so that,

O(u,v) < 0i (u,y) + 14 6(y,v) < 6(u,y) +6(y,v) +4 < 5(u,v) + 4
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Algorithm 7 BounpepAppITIVEAPASP (G, 3,C)

Input : Unweighted, undirected Graph G = (V, E) with n vertices; approximation parameter 3,
distance bound C

Output: Distance estimate § : U x V — Z such that d(u,v) < 6(u,v) for all u,v € V and

0(u,v) < d(u,v) + B whenever 6(u,v) < C.

Phase 0: Set up and Decompose Graph
A 1 E
d(u,v) + (u,0) €
oo o/w
38—2
e /3 1173
. k/3 k/3|—1 T
x < solution to w <1 — Lk/3J+2x’1 —x,1— Wx> =2+ [k/3]+2
sp_ < n' " TFAIFZ for all 1 <4 < |k/3] + 2

ko< k—(|k/3]+2)=k— |k/3]| —2
(Dko, Dk0+1, RN Dk), (Ekm Ek0+1, ce ,Ek), E* DECOMPOSE(G, (Sko, Sko+1s -+ Skfl))
Phase 1: Estimate Distances on High-Degree Paths
ti < g forall 1 <i<l—1=[(1-2x)logn]
(Cl, Cy, ..., Cl), (Fl,FQ, R ,E),F* — DECOMPOSE(G, (tl,tQ, . ,tlfl))
for 0 <i<ldo
for w € C; do
Xi(w) < BFS(w) on G; = (V, F})

A~

6(w, v) + min(8, X;(w,v)) for all v € V

Construct | Dy, 42| x |C;| matrix A; where A;(v,w) =
00 o/w

Xi(w,v) Xi(w,v) <C+2

00 o/w

{Xz-(w,v) Xi(w,v) <C+2
Construct |C;| X |Dy,+3| matrix B; where B;(w,v) = {

§ + min(d, BounpEpMINPLUS(4;, B;, C + 2))
Phase 2: Estimate Distances on Low-Degree Paths
for kp+1<j<kdo
for w € D; do

Gjw=V,E; U(wxV)UE")

6 DukSTRA(G j ), W, 5)

General Case: > 6

We now present the proof of Theorem 5.12.

Proof. (Correctness) We will ignore cases that are too similar to Theorem 5.6. Note by the definition

of k + 352—_2 and 3 is an even integer,

2(Lk/3j+1):2q§—;J +1> <3

By Lemma 5.16, it suffices to check that for 8(u, v) < C, we have 6(u,v) < &(u, v)+2(|k/3] +1).

Let u,v € V be a pair of vertices such that d(u,v) < C. Let P be a shortest path between u, v.
Let deg(P) = max,cp deg(v) be the maximum degree of any vertex on P.
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Case 1: deg(P) < sy, Since L(P,k) C {ko+1,...,k — 1}, correctness holds as in Theorem 5.6.

Case 2: deg(P) > s, By assumption, there is a vertex w € P with deg(w) > sg,+3. Then, with
Lemma 5.17, we have that for all z € P,

8k0+3(w*a JJ) < 5(w7 [E) +5
The remaining proof follows as in Theorem 5.6. O

Proof. (Time Complexity)
As the only modifications are in Phase 1, we examine only the complexity of this phase. Each
|Ci| = (—) O(2') Each graph F; has O(ntz) edges. Thus, each BFS requires O(n?)-time. Over

k iterations, this is again O(n?)-time.

~ ~ ~ _ _Lk/3]
Now, |Dyy+2| = O ( 2 ) =0 ( n ) =0 <n1 W3J+2m>. Similarly, we can upper bound

Sko+2 Sk—|k/3]
i ) n 5 (- tisaTse !
the size of Dk0+3 as ’Dk0+3’ =0 (m) =0|(n Lk/3]+ . Flnally, ‘C ‘ (2 ) =

O(nl_w). Thus, each BounbDEDMINPLUS requires time,

/3] K/3] 1
w<1_Lk/3J+2x’1_$’1 Lk/3J+2>

Recall that Phase 2 requires time O <n2+ Lk/ §J+2>. Finally, we balance terms to optimize,

[k/3] [k/3] —1 x
QT Y RNV B L7/ e R S
w( R 2 TP T kB et ) T T kBl 2
To get the exact expression, we plug in k = 352_2 and in particular |k/3] = g —1. O

In the following lemma, we show that every distance estimate produced is feasible. That is, each
distance estimate can be attained by some path in G.

Lemma 5.16. Algorithm 7 returns 6 such that 6(u,v) < 6(u,v) for all u,v € V.

Proof. This holds simply by observing that every distance estimate is produced by some path in
the original graph G, as argued in Lemma 5.10. O

We present the key lemma for correctness below. In particular, we prove that we have a good
additive approximation after the (ko 4 3)-th iteration.

Lemma 5.17. Let P be a shortest path between u,v. In Phase 2 of Algorithm 7, let w be a vertex
of P in Viy13. Then, for every vertex x € P, the (ko + 3)-th iteration of Phase 2 finds a path of
length §(w,z) + 5 from w* to x.

Proof. Let P, , denote the sub-path of P between w and x.

Case 1: deg(Py) < sk, This is identical to Case 1 of Lemma 5.11.
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Case 2: deg(Py) > sk, We now arrive at the key case depending on Phase 1. Let y denote the
vertex in P, , closest to x with degree deg(y) > sg,+2 and z be a vertex of maximum degree on
Py,z. Then, let i* be the integer 1 <4 < such that ;& < deg(z) < 5#=. Let y* = r(y, Dgy+2)
and z* = r(z,Cj+).

Since P C Fj«, in the ¢* iteration of Phase 1 X;=(z*,w*) < §(z,w)+2 < C+2 and X;=(2*,y*) <
d(z,y) +2 < C + 2. Since the entries are finite, we use BounpEDMINPLUS(A;+, B;+) to compute,

Op (w7, ") < Xiw (w7, 2%) + Xi= (2%, y7) < 0(w, 2) +6(2,9) +4 = 0(w,y) + 4

Now, in the (ko + 3)-th iteration in Phase 2, when we execute Dijkstra from w*, we have an
edge to y* with weight at most §(w,y)+4. If deg(z) > sk,+2, and therefore y = x, we take an extra
edge (z*,z) € E* to find a path of length at most §(w,y) + 4+ 1 = 6(w,x) + 5. Otherwise, after
using the edge (y*,y) € E*, the remaining edges of P, , are in Ej ;3 and we can conclude,

Oro+a(w”, @) < b (w",y") + 1+ 8(y, 2) < 6(w,y) +8(y, ) + 5= 6(w,2) +5

6 Weighted Approximation via Approximate (min,+) Product

In this section, we generalize our results to graphs with arbitrary non-negative weights. Let wt(e)
denote the weight of an edge e € E. For any subset of edges S C E, let wt(S) = >__.gwt(e) denote
the total weight of edges in S. Throughout, we assume all weights are non-negative.

Preliminaries We first require some preliminary results analogous to unweighted graphs for com-
puting dominating sets, and degree decompositions. Note that this decomposition is slightly different
than what is used in previous sections.

Lemma 6.1. Let G be a weighted, undirected graph on n vertices. For a given edge e incident to
vertex v, let rank,(e) be the order of e among all edges incident to v when ranked in increasing
order of weight. For example, if e is the lightest edge incident to v, rank,(e) = 1. For a neighbor
w € N(v), we also denote rank,(w) = rank,(v,w) to be the rank of the edge (v, w).

Given thresholds s1 > so > ... > si_1, there is an algorithm WEIcHTEDDECOMPOSE that outputs
edge sets {E;}%_,, edge set E*, and vertex sets {D;}f_| satisfying,

1. E; ={(u,v) € E s.t. min(rank,(u,v), rank,(u,v)) < s;_1}.
2. D; dominates Vs, = {v € V s.t. deg(v) > s;} and |D;| = O (ﬂ>

8
3. E* = Ule E; where each Ef C E has for every v € Vi, at least one edge (v,w) € E} where
w € D; and rank, (v, w) < s;.

Furthermore, WeicaTEDDECOMPOSE Tuns in O(kn?)-time.

We define the level of a vertex and edge analogously as in the unweighted case. For a given
vertex v € V, define the level of v, denoted £(v), as the integer i such that s; < deg(v) < s;—1. For
a given edge e € E, define the level of e, denoted £(e), as the integer i such that e € E; \ Eii1.

6.1 (1+¢,2w) Approximation

For a given path P, let h(P) denote the weight of the heaviest edge in P. For a pair of vertices u, v,
let wy,, denote the minimum A(P) over all shortest paths P between u, v.
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For any integer k > 1, let h(P, k) denote the weight of the k-th heaviest edge in P and h(P, k)
denote the sum of the weights of the k heaviest edges in P. We analogously define wy (k) =
minp h(P, k) over shortest paths P between u,v.

Using combinatorial methods, Cohen and Zwick | | gave a O(n"/3) algorithm for +2w,,,
approximation. They in fact prove a stronger result and gain a (7/3,0) multiplicative approxima-
tion. With Fast Matrix Multiplication, Berman and Kasiviswanathan | | gave a (1 +¢,2wy )
algorithm in time O(n?2°). In this work, we use our techniques to improve upon their algorithm
and design a (1 + ¢, 2w, ,) algorithm with running time roughly O(n2152).

Theorem 6.2. Let € > 0. Let G be an undirected, weighted graph with n vertices and weight
function w : E — RT. Algorithm 8 computes & in time,

2.15195331
~ n
O ———
S

such that §(u,v) < d(u,v) < (14 €)8(u, v) + 2wy,
Throughout, we use the approximate (min, +) product of Bringmann et al. | |.

Theorem B.12. Let A, B be two integer n X n matrices with non-negative entries. Let € > 0.
There is an algorithm ApproxiMATEMINPLUS that returns C in time O (n®/e) such that for all
1<i,5<n,

(A% B)i; < Cij < (1+¢€)(A*B)j;

We provide the proof in Appendix B.2 for completeness.

High Level Overview Let z be a parameter to be set later. Let s; = n* and sy = n%/2 and
Dy C Dy € D3 =V and E3 C Ey C E1 = E be the output of WeicaTEDDECOMPOsE. There are
3 cases to consider. Let P be a shortest path between u,v. If P C E3, then we compute an exact
distance from w in the graph G C G3 4.

Suppose P C Ey but P ¢ E3. Let e = (a,b) be the closest edge to u such that e ¢ E5 and let
a be the vertex closer to u so that P,, C E3. Then, deg(a) > s2 so there is a* = r(a, D2) such
that rank,(a*) < sp. Since P C Ey, d(a*,v) < wt(a*,a) + 6(a,v). Then, (v,a*,a)o Py, C G350
DuksTRA computes an estimate,

~

S(v,u) < (v, a*) +wt(a*,a) + d(a,u) < §(v,u) + 2wt(a*, a) < §(v,u) + 2wt(a,b) < §(v,u) + 2wy,

as rank,(a*) < so < rank,(b).
Finally, suppose P ¢ Es. Let P C F; and P ¢ Fy;. Let e = (a,b) € F; \ Fi+1. Since P C F;,

(o9

(a*,u) < wt(a*,a)+ d(a,u)
(a*,v) <wt(a*,a) + d(a,v)

>

Then, from the ApproximMaTEMINPLUS product,

§(u,v) < (1 n %) (6(u,v) + wt(a*, a)) < (1 n %) (6(u, v) + 2wt(a, b)) < (1 + £)8(u, v) + 2w,

where rank,(a*) < t; < tj_1 < rank,(b).
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Algorithm 8 WeicHTED2ADDITIVEAPASP (G)

Input : Weighted, undirected Graph G = (V, E) with n vertices

Output: Distance estimate 6 : U x V — Z such that §(u,v) < 0(u,v) < 6(u,v) + 2wy, for all

u,v €V
Phase 0: Set up and Decompose Graph

3(%1})(_{1 (u,v) € E

oo o/w

x « solution to w (1,1 —x,1) =2+ 7
51,89 < n”, ns

(D1, Da, D3), (E1, E9, E3), E* < WEicHTEDDECOMPOSE(G, (51, $2))
Phase 1: Estimate Distances on High-Degree Paths

ti < g forall 1 <i<l—1=[(1-2z)logn]

(C1,Cy,...,C), (Fy, Fy, ..., F}), F* + WeicaTeEDDECOMPOSE(G, (t1,t2,...,t;_1))

for 0 <i<ldo

for w € C; do

Xi(w) < Dukstra(w) on G; = (V, F;)

6(w,v) + min(d, X;(w,v)) for all v € V

Construct V' x C; matrix A; where A4;(v, w) = X;(w,v)
§ < min (5, APPROXIMATEMINPLUS (AZ-, A;fp, 1+ %))

Phase 2: Estimate Distances on Low-Degree Paths
for 2 <j<3do
for w € D;j do
Gjw=V,E;U(uxV)UE¥)
5+ DukSTRA(Gj y, W, 3)

Proof. (Correctness) We follow a similar proof to that of Cohen and Zwick |
vertices u,v and let P be a shortest path between u, v.

|. Fix a pair of

Case 1: P ¢ E» Let ey € P be edge such that ey ¢ Fy. Let 1 < j <1 —1 such that P C Fj
but PN (F; \ Fj41) = 0. Such a j must exist as F; = E and Fj contains edges with rank at most

t1 = 5ty <n¥soeg ¢ .

In particular, we now choose a specific e = (a,b) such that e € Fj \ Fj;1. By the correctness of
WEeIGHTEDDECOMPOSE, rank,(e), ranky(e) > ¢;. Since both a,b have degree at least t;, let z € D;
such that (z,a) € E7 so that rank,(z,a) < t; < rank,(e). Now, since (z,a), P C Fj, when we

execute DusksTRrA from x, we have
(z,u) <
(2, v)

Then, from the ApproxiMaTEMINPLUS product,

o

d(a,u) +wt(z,a) <4
d(a,v) +wt(z,a) < d(a,v) + wt(a, b)

[N
(AN

where the second inequality follows as %wu,v < %(5 (u,v).
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Case 2: P C Ey and P ¢ E3 Let e = (a,b) € E3 \ E3 be the closest such edge to v so that
rank,(e), rank,(b) > so. Let b be the closest vertex to v. Then, there is # € Dy such that (x,b) € E3
and rank(x,b) < s2 < ranky(e). When we execute DukstrA from z, since P C E», we find,

6(z,u) < 8(b,u) +wt(z,b) < 6(b,u) + wt(a,b)

Then, when we execute DuksTra from u, we use the edge (u,x) and obtain,

0(u,v) < d(z,u) + wt(x,b) + §(b,v) < §(u,v) + 2wt(a,b) < o(u,v) + 2h(P)

Case 3: P C E35 Note D3 = V. In this case, P C F3 so that when we execute DyksTrA from
u € D3 we find exactly the path P and therefore §(u,v) < &(u,v).

In all cases, we obtain an approximation é(u,v) < (14 €)d(u,v) + 2h(P) for some shortest path
P. We complete the proof by taking the minimum over all shortest paths P. O

Proof. (Time Complexity)
The analysis of time complexity is extremely similar to that of Deng et al [ ].
From Lemma 6.1, both calls to WeicHTEDDECOMPOSE require time O (n?). In Phase 1, for a

fixed i € [I], we can bound |C;| = O(t;) and each graph F; has at most O(

invocations of DuksTraA require O(n?) time over all I. Since |C;] < O(t;) = O(n'~%), the invocations

- edges so that all
. ~ w(l,1—=z,1 .
of ApproxXIMATEMINPLUS requires O (%) time.

In Phase 2, [Do| = O(n'=%/2),|Ey| = O(n'*®) and |D3| = O(n'~%),|F3| = O(n'**/2) so that
both invocations of DuksTra require O(n*+%/2) time.
Thus, we solve for x as the solution to,

w(1,1—x,1):2+§

Using [Bra], we choose 2 = 0.30390661 and obtain the running time O(n>15195331), O

6.2 (1+¢,pw) Approximation for 5 > 4

We now extend Algorithm 6 to handle weighted graphs, proving the following analogue of Theorem
5.6.

Theorem 6.3. Let 5 > 2 be an integer and € > 0. Let G be an undirected, unweighted graph with
n wertices. Algorithm 9 computes § such that 6(u,v) < d(u,v) < (1 + €)d(u,v) + 2wy (B) in time
~ [ 2t _ 2

oln 1 1—%@1—:&1 [Bm ):2—1—%. Here, wy(B)

denotes the total weight of the B heaviest edges of a shortest path P.

where x is the solution to, w(

High Level Overview The weighted approximation differs from ApprriveAPASP in two key
points. First, we use a weighted decomposition of the graph computed by WEiGHTEDDECOMPOSE
in place of DEcompose. Second, we compute an approzimate (min, +) product with in place of an
exact (min, +) product.

Whereas Decomposk returns edge sets E; which require that at least one endpoint is of low
degree, WercHnTEDDECOMPOSE returns edge sets F; which contain the s;_; edges of least weight
incident to each vertex. In particular, for a given vertex v of level j, there is an edge (v,v*) to
v* € D; that is among the s;_; lightest edges incident to v. This ensures that when we encounter
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a blocking vertex, the edge that we take from its dominating vertex is lighter than the edge on the
path we would have traversed, ensuring that the additive error incurred is at most twice the weight
of some edge in the path. Since the blocking vertices are distinct, this allows us to bound our overall
error in terms of the weights of the k£ heaviest edges on the path P.

However, since weights can be large and not necessarily bounded by O(n), in order to compute
a fast (min, +) product, we must make a sacrifice in the accuracy of the (min, +) product and settle
for an approximate product. By choosing an appropriate error parameter €, we can compute an
efficient approximate (min,+) product while incurring only a (1 + €)-multiplicative factor in our
approximation.

Analysis Following Theorem 5.6, we exhibit an (1 + ¢, 2w, ,(2)) as an example, and note that
the general algorithm for 8 > 2 follows similarly.

For B =2, weset k=5 and kg = 2. If P C Ej3, then the SPARsEAPASP algorithm obtains a
+2wy, (2) approximation following Lemma 6.4. Suppose therefore P ¢ E3. As in the unweighted
case, we decompose G into logn levels with degree thresholds t; = % and compute dominating sets
C; of size O(n/t;) and edge sets Fj of size O(nt;_1) so that all invocations of DuksTRA require
O(n?) time.

Let P C Fjbut P ¢ Fj;1 and let e = (a,b) € F;\ Fj11. Then, a* = r(a,C;) and rank,(a*) < t;.
Let ¢/ = (¢,d) be the edge closest to u such that ¢ ¢ FEs and ¢ the endpoint closest to u. Let
c* = r(c, Dy) so rank.(c*) < s4. In the overview, we will assume e’ # e as otherwise we obtain a
+2w,, », approximation.

—
S
* -
e
~—
IA
3
—+
—
S
*
S
~
+
(o)
—
8
e
~—

Then, the approximate (min, +) product computes,

d(v,c*) < (1 + %) (0(v,c) + 2wt(a*, a) + wt(c, c))

Then, (v,c*,c) o Py C G5, so that DuaksTrRA computes,

d(v,u) <

We note that the general argument follows from a similar adaptation to Theorem 5.6.

Algorithm Algorithm 9 closely follows Algorithm 6. Observe that the only differences are the
usage of WeicHTEDDECOMPOSE in place of DEcomposk and the usage of ApproxiMATEMINPLUS
in place of MoNoTONEMINPLUS.

We present the algorithm pseudocode and detailed analysis below.
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Algorithm 9 WeicHTEDADDITIVEAPASP (G, f3)

Input : Unweighted, undirected Graph G = (V, E) with n vertices; approximation parameter 3
Output: Distance estimate d : U x V — Z such that d(u,v) < 6(u,v) < 6(u,v) 4 8 for all u,v € V

Phase 0: Set up and Decompose Graph
A 1 E
d(u,v) + { (w,0) €
oo o/w

k+38—1

. |k/3] [k/3]-1_\ _ g
x < solution to w <1 — Lk/3J+2x’1 —x,1— Wx> =2+ [k/3]+2
Sp_; < n' " TFAIFZ for all 1 <4 < |k/3] + 2

ko< k—(lk/3]|+2)=k—|k/3] —2

(Diys Dig+1s - - Di), (Ekys Ekg+1s - - - s Bi), E* < WEIGHTEDDECOMPOSE(G, (S, Sko+15 - - - » Sk—1))
Phase 1: Estimate Distances on High-Degree Paths

ti < g forall 1 <i<l—1=[(1—x)logn]

(C1, C'Q, ..., C), (F1, Fy, ..., F}), F* < WEeicaTeDDECOMPOSE(G, (t1,t2,...,t1—1))
for 0 <i<ldo

for w € C; do

Xi(w) < Dukstra(w) on G; = (V, F;)

6(w, v) + min(8, X;(w,v)) for all v € V

Construct | Dy, 2| % |Cj| matrix A; where A;(v, w) = X;(w, v)

Construct |C;| x |V| matrix B; where B;(w,v) = X;(w,v)

§ + min (5 APPROXIMATEMINPLUS AZ, Bi, 1+ 35 )

Phase 2: Estimate Distances on Low-Degree Paths
for kp+1<j<kdo

for w € D;j do

Gjﬂu =(V, Ej U (u X V) U E¥)

5+ DuKSTRA(G 4, W, 3)

To verify the correctness of our algorithm, we will require the following analog of Lemma A.3.
Note that this is equivalent to Lemma 5.2 in Cohen and Zwick | .

Lemma 6.4. Let G be an undirected, weighted graph with n vertices and m edges and weight function
w:E =R, Let n = sp, > Spy41 > ... > Sp—1 > S = 0 be degree thresholds.

For ko +1 < j <1, let 6; denote the estimate after the j-th iteration. Let P be a path between
w € Dj and v € V such that P C Ey,11. Define the set L(P,j) = {kg+1<i<j—1st PN
(Ei \ Eiy1) # 0}. Then, there is a set & C P such that |€;| < |L(P,j)|, & N E; = 0, and
3;(u,v) < wt(P) + 2wt(&;).

Proof. We proceed by induction. In the base case, let |L(P,j)| = 0 so that P C F;. In particular,
since u € D;, when we execute DisksTra in the j-th iteration, we find P so that Sj(u, v) = wt(P).

Now, let [L(P,j)| > 0. Let eg be the closest edge to v not in E;. Then, ey € Ej\ Ej4 for some | <
j. Let w be the endpoint of ey closest to v. Since deg(w) > s;, there is some w* = r(w, D;) € D; such
that rank,, (w*,w) < s; so that (w*,w) € Ej11 C E;. In particular, rank,, (w*, w) < s; < rank,(ep).
If we consider the sub-path P,,, C P, we have L(Py,l) C L(P,j)N{ko+ 1,ko+2,...,1 —1}.
Now, applying the inductive hypothesis to the path P, ., U (w, w*),

dj(w*,u) < w(Pyqy) +wt(w*, w) + 2wt(&)
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where & C P, U (w,w*), |&| < |L(Pyuw U (w,w*),1)| and & N E; = 0. Note since (w,w*) € Ej,
L(Py 1) = L(Pyw U (w,w*),1).

Now, in the j-th iteration, we use the path (u, w*), (w*, w) and the remaining sub-path P, , C E;
so that,

dj(w*, u) < wt(Pyw) + 2wt(&) + 2wt(w™, w) + wt(Pyp) < wt(P) + 2wt(&)) + 2wt(ep)

Note eg C Ej so that eg ¢ & and we can define £ = & U {eg}. Finally, it is easy to check
1€l =& +1 < |L(Pyw, )| +1<|L(P,j)| as l € L(P,j) \ L(Pyw,!). O

We are now ready to prove Theorem 6.3.

Proof. (Correctness) R R
Recall that 8 > 2. We prove the following for all 7 > ko + 3. Let §; be the estimate J after the
Jj-th iteration of Phase 2 in Algorithm 9. For u € Dj;,v € V and P a shortest path from u to v,

0j(u,v) < 6(u,v) + 2wt(&;)

where & C P, §;NE; =0 and || < j — (ko + 1). From Lemma 6.5, we have proved the base case
for j = ko + 3. Let j > ko + 3 and e = (a,b) be the closest edge in P to v not in E; and b the
endpoint closer to v.

Then, rank,(e), ranky(e) > s;_1 and j > ko+ 3. In particular, deg(b) > s;—1 so there is a vertex
b* = r(b, Dj_1) satisfying rank,(b,b*) < sj—1 and therefore wt(b,b*) < wt(e) and (b*,b) € E;, By
induction,

5,1 (0%, u) < 8(b*,u) + 2wt(Ej_1)
Then,

~

0;(w,v) < dj_1(b*, u) + wt(b*, ) + 6(b,v) < 6(u,b) + 6(b,v) + 2wt(Ej_1) + 2wt(b, b*)

Thus, define £ = £;j_1 U{(b,b*)} which satisfies the desired conditions since (b, b*) € E; C E;_q
and is therefore not in &;_;. Furthermore, with induction, |£;| < j — (ko + 1). In particular, for
j=k,since D, =V,

5(u,v) < 6(u,v) 4 2wt(E) < 8(u,v) 4+ 2h(P, |k/3] + 1) = 6(u,v) + 2h(P, B)
as desired, since k — (ko + 1) = |k/3] + 1. O

Proof. (Time Complexity)
Phase 0 requires O(m) time, as DEcompose requires O(k(m + n))-time.

We now examine Phase 1. Each |C;| = O (%) = O(2') Each graph F; has O(nt;) edges. Thus,

each DuksTrA requires O(n?)-time. Over k iterations, this is again O(n?)-time.

A A S 7L T ..
Now, |Dyy42| = O( n ) = O( n ) =0 <n1 [F/3]+2 > Similarly, we can upper bound

Sko+2 Sk—|k/3)
. ~ n S (1B, . = ol
the size of Dy 43 as |Dgy43] = O (m) = O |n AF27 | Finally, |C;)| = O(2") =

O(n'~?). Thus, each ApProOXIMATEMINPLUS requires time,

CLk/3) g LR/t
ln“’(l e -l )
&

o1



In Phase 2, each |D;j| = O (nl_(k_j) W;J“) and |E;| < O (n1+(k_j+1) L’“/gHQ). Therefore, each

invocation of DwksTra in Phase 2 requires time 0 <n2+ Lk/3J+2). Finally, we balance terms to

optimize,
|k/3] |k/3] —1 x
l1-——21—-2l1l—-—""F—2|=2+———
”< k3] 20 T T ke 2t T T kB2
To get the exact expression, we plug in k = 358 — 1 and in particular [k/3] = 3 — 1. O

Lemma 6.5. Let u € Dy,43 and v € V and P be a shortest path between w,v. Then, after the
(ko + 3)-th iteration of Phase 2 of Algorithm 9,

8(u,v) < 0(u,v) < 8(u,v) + 2wt(Eyr3)
for some Epy+3 C P of size at most 2 and Exyys N Egyys = 0.

Proof. We proceed by case analysis.

Case 1: P C Ej,.; By Lemma 6.4 and we have d(u,v) < 0py13(u,v) < 8(u,v) + 2wt(Exyss)
where |Exy+3] < |L(P, ko + 3)| < 2 and Eiyy3 N Egyt3 = 0.

Case 2: P ¢ Ey,y; Finally, suppose P contains some edge not in Ej ;. Let ey be the closest
edge in P to v not in Fy,y3 and wp be the endpoint closer to v. Then, both endpoints of eg
have degree at least sg,42 so that there is w§ = r(wo, Di,+2) such that rank,,(wo,w) < Sg,+2 and
therefore wt(wg, w) < wt(ep).

Note that there is some 1 < j < [ — 1 such that P C Fj \ Fiy1ast = % < n® = sp,. Let
e = (a,b) € P such that e € F; \ Fjy1. Then, rank,(a,b),ranky(a,b) > t;. Since deg(a) > s;, there
is vertex a* = r(a, D;) such that rank,(a,a*) < s; and (a,a*) € Fj41 C Fj. Since P C Fj, in the
J-th iteration and wg € Dy 4o,

X;(a*,u) <wt(a*,a)+ d(a,u) < d(a,u) + wt(a,b)
X;(a*, wy) < wt(a®,a) + 0(a, wo) + wt(wp, wy) < d(a, wo) + wt(a, b) + wt(e)

From the ApproxiMaTEMINPLUS, we have,

A~

§(u,wi) < (1 + %) (6(a, ) + 6(a, wo) + 2wt(a, b) + wt(eo)) < (1 + £)8(u, wo) + 2wt(a, b) + wt(eo)

If e = ep, then we automatically have X;(wg, u) < 6(wo,u) + wt(w§, wo) < 6(wo, u) + wt(eq).
Thus, we can assume e # eg.

Then, when we execute DusksTra from u in the (ko + 3)-th iteration, we use the edges (u, wg),
(w§, wo) and the remaining edges in Ej, 3, so that,

o(u,v) < 5(u,wf§) + wt(eg) + d(wo,v) < (1 +)d(u,v)+ < (1 +€)d(u,v) + 2(wt(a, b) + wt(eg))

We claim {(a,b),ep} satisfies the desired conditions. Clearly &, 43 has size 2. By definition,
eo & Egy+3. Recall rank,(e), ranky(e) > t; > #; > - > sy, 42 so that (a,b) ¢ Ey,3. O
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7 (a,B)-Approximate APSP

In Section 3, we showed the best known algorithm for (2,0)-multiplicative approximation on gen-
eral graphs, as well as observed that (%, 0)-approximation can be done in quadratic time, building
on a quadratic (2,1)-approximation due to Baswana and Kavitha | | and Berman and Ka-
siviswanathan | |. Furthermore, it is well known that any (2 — e, 0)-approximation is as hard
as Boolean Matrix Multiplication for any € > 0, and therefore requires Q(n“) time. However, it is
possible to obtain («, 3) approximations for o < 2 if we allow sufficient additive error 5. We will
briefly describe the trade-off in this section.

7.1 (a,p)-Approximation for Unweighted Graphs

Since our algorithms on unweighted graphs generally provide additive guarantees, the limiting fac-
tors are the pairs of vertices with short distances. The following result shows the running time
required to obtain an («a, 8) approximation using our previous results for a < 2.

Theorem 7.1. Let f>2 and 1 < o < 2. Let T(7y) denote the running time of Algorithm 7 when
gien approximation parameter vy.
Then, Algorithm 10 produces a (v, B)-approximate 6 such that for all u,v,

6(“7”) < 8(“)”) < 04(5(?,6,1}) + 8
in time O (T(7y)) where  is the largest even integer satisfying,

-1
vy<1+ p-l
2 -«
Before discussing the algorithm and proof, we give a high level overview and discuss our param-
eter choices.

High Level Overview Our goal in this section is to use our previous algorithms to obtain good
bi-criteria approximations for the APSP Problem. The idea is that by increasing the tolerance for
additive error, we can in fact obtain approximations where the multiplicative factor is less than 2.

The key component of our algorithm is running Algorithm 7. We will ensure small error on
short paths by invoking (2,1)-APASP and ensure accuracy on long paths with AbprTive APASP
(or alternatively DENSEAPASP) since we can choose an arbitrary constant k such that executing
AppITIVEAPASP or DENSEAPASP is not the computational bottleneck. The constant C' is chosen
so that any path incurring the larger additive error & is long enough to ensure that the multiplicative
error component « is small.

Why do we require 8 > 27 Let v be the approximation parameter used in the invocation of
Algorithm 7. Then for all paths of length v — 1 < §(u,v) < C, we obtain a +v additive error.
Therefore, for a fixed 8, the paths of length v — 1 have the worst multiplicative error. Let P be a
path of length v — 1. On such paths, we incur an error of v and thus 5(u, v) <2y—1. If g =1,
then we must have a > 2, whereas we are interested in a < 2. Thus, we require 5 > 2 in the input
of our algorithm.

As a sub-routine, we will require the (2, 1)-approximation algorithm of Baswana and Kavitha
[ | and Berman and Kasiviswanathan | ].

Lemma 7.2. There is an algorithm (2,1)-APASP that runs in time O(nz) and outputs estimate )
satisfying,
d(u,v) < d(u,v) < 26(u,v) +1

for allu,v e V.
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We will briefly remark that Algorithm (2,1)-APASP in fact returns a (2, 0)-approximation for
paths of even length, only returning a (2, 1)-approximation for paths of odd length.

Algorithm 10 MuLTtAppAPASP(G, o, )
Input : Unweighted, undirected Graph G = (V, E) with n vertices; approximation parameters

@,
Output: Distance estimate ¢ : U x V' — Z such that §(u,v) < d(u,v) < ad(u,v)+ g for all u,v € V
g=1
2—a
158 k < minimum k such that ApprTiveAPASP(G, k) requires O(T'(7y)) time

k=5
159 C + b

160 0(u,v) {

161 6 < min(é, (2,1)-APASP(G))
162 6 < min(é, BouNpEDADDITIVEAPASP(G, v, C))
163 § < min(§, AbpITIVEAPASP (G, k))

157 7y < maximum even 7y such that v <1+

1 (uw,v) €F

oo o/w

Proof. (Correctness) Let u,v € V.

Case 1: 6(u,v) > C Then, from AppITIVEAPASP,

A

d(u,v) < d(u,v) +k=(—1)C+ < ad(u,v)+

Case 2: v <§(u,v) < C Then, from BounbepADpDITIVEAPASP(G, v, (),

~

d(u,v) < o(u,v) + 7

Note that if 5 > ~, we have in fact already obtained a (1,) approximation. Thus, in the
following, assume 3 < ~.
For now, assume 6(u,v) = . Then,

6(u,v) < 26(u,v)
= (26(u,v) = B)+

26(u,v) —
_ WY =P
= (2— 5) o(u,v) + 5
v
noting that 2 — % <2-— % < «a as B < . We conclude the proof by noting that for all larger
paths, an additive error of v implies an («, 5) approximation, as desired.

Case 3: 0(u,v) <y—1 From (2,1)-APASP,

6(u,v) < 20(u,v) +1 = 20(u,v) — (B—1)+ 8 < (2—5_3 §(u,v) +
/7_
By our choice of ~,
2 — L_l <«
v—1



O

Proof. (Time Complexity) Throughout, we use the fact that v, are constants. Then, we chose
a constant k to satisfy T'(k) = O(T'(v)) where T'(k) is the running time of AppiTIvEAPASP
when required to produce additive error k. Since C' is a function of constants, C is a constant
as well. In particular, BounpEDADDITIVEAPASP requires O(7' (7)) time, (2,1)-APASP requires
O(n?) = O(T(v)) time, and ApprTIvEAPASP requires O(T (7)) time, proving the desired time
complexity. O

We give some examples for v = 6.

Corollary 7.3. In time T(6) = n%%3%2 (Corollary 5.1/), we can obtain any of the following

approrimations.
9 8 7 6
Z 9 2 4 he
(52)- (). (1) (3

7.2 Extension to Weighted Graphs

In this section, we give the simple observation that a good additive approximation can imply a
multiplicative approximation even for weighted graphs, if given sufficient additional additive error.

Theorem 7.4. Let 1 < a <3 and B > 1 be an integer. Let T(vy) be the running time of Theorem

6.5 when asked to produce a (1 + €,2wy(7v)) approzimation. Let v = [w-‘ — 1. Then,

Algorithm 9 produces an (o, 2wy, »(5))-approzimation in time T'(7).

Suppose for some integer v > 1 we have a (1 + ¢, 2w, (7)) approximation from Theorem 6.3.
Given an integer value 8 <+, suppose we want a (¢, 2wy (3)) approximation for APSP on weighted
graphs. Consider the edges that are the 8+ 1,5 + 2,...,7v-th heaviest edges in a given shortest
path P. Then,

-
+1

Y
S h(Pi) < (v - BRPA+1) < L
i=B+1 s

wt(P)

as the weight of the 8 + 1-heaviest edge is at most a ﬁ fraction of the path’s total weight. In

particular, if § is the distance estimate given by Theorem 6.3,

6(u,v) < (1+ &)wt(P) + 2h(P,~)

< (1+ owt(P) + 22 =B (P) + 20(P, B)

B+1
2y -p+1 7

Then, let us express 7 in terms of «, 8. In particular, we require v such that,

2v—p+1
OZ_W—FE
Y < (04—8)(5+21)+(5—1)
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Since 7 is an integer, we conclude that to give any (o, 2w, ,(3)) approximation, it suffices to
L(afs)(ﬁJrl)Jr(ﬁfl)J
2

find a (1 + &, 2wy (7)) approximation for v = . In particular, since we are free

to choose e, we can define,

QBB |y aBHHE-Y ¢ g
-1
o/w

V(ﬁﬁ);(ﬁl) |

or equivalently,

{M5+D;(BD]_1

As an example, suppose we want a (% + €, 2wu7v(2)) approximation. Then, define v = 3 and
apply Theorem 6.3.
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A Additive Approximation Algorithms of | | with a Different
Analysis

In this appendix, we state the approximation algorithms of Dor, Halperin and Zwick | |,
proving some useful properties about the algorithms that we require in our algorithm design.

Lemma 3.2. (/ ) Let 3 > 2 be even. Let G be an undirected, unweighted graph with n
vertices and m edges. There is an algorithm computing a +5-approximate APSP solution in time

~ _2 2 2
O(min(n* F+2mB+2 n*T36-2))
Denote SPARSEAPASP the algorzthm running in time O( +2m6+2) and DENSEAPASP the

algorithm running in time O(n” 35—2).

The pseudocode for DENSEAPASP and SPARSEAPASP are provided in Algorithms 11 and 12
respectively. Although we never explicitly call SPARseEAPASP, we implicitly run it as a sub-routine
in many of our algorithms.

Algorithm 11 DenseAPASP(G, 3)

Input : Unweighted, undirected Graph G = (V, E) with n vertices and even integer (3
Output: 0 : U x V — Z such that 6(u,v) < d(u,v) < 6(u,v) + g for all u,v € V

3<—{1 (u,v) € E

o0 o/w
SB 2

k <+
s; < nt % foralllgigk—l
(Dl, Do, ... ,Dk>, (El, FEo, ... ,Ek), B+ DECOMPOSE(G, (81, $9,... ,8]671))
for 1 <i<kdo

for w € D; do
Giw (V7 E;U(uxV)UE*U (Ui+j1+j2§2k+1 Dj, x Dj2))
6 + DukstrA(Gj 4, w, 6)

Algorithm 12 SparseAPASP(G, 5)

Input : Unweighted, undirected Graph G = (V, E) with n vertices, m edges, and even integer 3
Output: 6 : U x V — Z such that 6(u,v) < 6(u,v) < 6(u,v) + 8 for all u,v € V
5o 1 (u,v)€FE
oo o/w
k ﬁ+2
Si (m/n)l_% forall1<i<k-—1
(D1, Do, ...,Dy),(E1, Es,...,Ey), E* + Decomposg(G, (S1,52,...,8t-1))
for1 <i<kdo
for w € D; do
‘ 6 + DuksTRA(Gj 4, w,6) where Gy, — (V, E; U (ux V) U E*)

60



A.1 Closer Analysis of SpaArRSEAPASP

Instead of bounding the approximation error simply by using the number of thresholds used in the
degree decomposition, we perform a more fine-grained analysis to bound the approximation error
based on the structure and degrees of a given path P. Recall the definition of blocking vertices and
blocking levels.

Definition 3.4. Let u,v be vertices in a graph G and P a path between w,v. Let (Dy,...,Dy),
(E1,..., Ey) be the outputs of a call to DEcompose with degree thresholds s1,. .., sk—1. If there is
an edge (a,b) € P such that (a,b) & Ey,), the blocking vertex of P from u, denoted b(u, P), is
the closest vertex to v that is an endpoint to such an edge. If no such edge exists, then b(u, P) = v.

Then, the blocking vertices of P is the set B(P) = {xg,z1,...,x¢} defined in the following
manner:

1. zp=u
2. x1=v
8.z, =b (%’—1, PIFLIFQ) where Py, | 2, , 15 the sub-path of P between x;_1,x;—2.

For any j > {(v), blocking levels of P at level j is the set Lp(P,j) = {l(x;) s.t. x; €
B(P) and ¢(x;) < j}. Denote Lg(P) = Lp(P,{(v)).

We begin with some simple properties to note about the blocking vertices and blocking levels of
a given path P.

Lemma A.1l. Let P be a shortest path and B(P) = {xg,z1,...,x:} be the set of blocking vertices.
Then,

1. k> (xy) > l(xa) >...>l(x) > 1.

2. Forall2<i<t,zi1 ¢ Py, ,-

3. B(Py;2:4,) C B(P) and Lp(Py, z,.,) C Lp(P) for1 <i<t—1.
4o Poy oy C Py g0y €. CPpygy =P

Proof. Property 1 follows as for any edge (a,b), £(a,b) = min(¢(a), £(D)).

Property 2 follows as for all ¢ > 2, x; € Py, | 4, ,-

B(P;; +;.,) C B(P) follows by the construction of the blocking vertices, noting that x;, 241
determine the remaining blocking vertices. Then, Lp(P, +,,,) C Lg(P) follows as the blocking
levels are constructed from the blocking vertices.

Property 4 follows as x; is chosen as a vertex on the path P, O

i—2,Ti—1"

We now give the deferred proof that the number of blocking levels directly determines the
additive error accumulated on a given path when executing SPARsEAPASP (Algorithm 12).

Lemma A.2. Let u,v be vertices in a graph G and P be a shortest path between u,v. Let B(P) be
the blocking vertices of P. Then, Algorithm 12 in the £(v)-th iteration computes distance estimate
5 such that,

(v, u) < Sy (v*,u) < 8(v,u) + 2| Lp(P)| + 1

For any level j > £(v), if v € Dj,

S(v,u) < 65(v,u) < 8(v,u) + 2|Lp(P,j)|

Proof. We proceed by induction. Suppose |Lg(P)| = 0. Then, B(P) = {zg,z1} = {u,v}. In
particular, P C Ey, so that Algorithm 12 finds the exact distance in the /(v)-th iteration.
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Therefore, assume |Lp(P)| > 0 and denote B(P) = {xo,z1,...,x¢}. Since £(v) < L(u), x2 # u.
Consider the sub-path P, ;, = Py, 4,. Then, the set Lp(P,4,) C Lp(P) by Lemma A.1 and
l(xz9) € Lp(P)\ Lp(Py4,) so that Lp(P) is strictly larger. By the inductive hypothesis, in the
¢(v)-th iteration of Algorithm 12,

(Ot (@3,0) + 1) + 6(w2,u) + 1
0(w2,v) + 2|Lp(Pyz,)| + 6(22,u) +3
§(u,v) + 2|Lg(P)| + 1

gé(v) (’U*, u)

INIA TN

When v € Dg(v),

0(v,u) < Sy(ay) (w3,0) + 1 + 6 (w2, u)
< 6(22,0) + 2|Lp (P a,)| + 6(22,u) +2
< 6(v,u) + 2|Lp(P)|
Now, let j > ¢(v) and v € D;. If |Lp(P,j)| =0, then P C E; and we compute an exact distance
in the j-th iteration. Otherwise, let b = b(v, P) and b* € Dy where £(b) < j so that,
0j(v,u) < by (v,b%) + 1+ 3(b, )
< 6(v,b) +2|Lp(Pyy)| + 2+ 0(b,u)
< 6(u,v) +2[Lp(P, 7]
where we have used the inductive hypothesis and Lg(Fy,) C Lp(P,j) and £(b) € Lp(P,j) \
Lp(Pyy). O

In many cases for our algorithms, it suffices to use the following weaker lemma. Here, we bound
the additive error simply by the number of levels occurring in the shortest path, whereas above the
notion of blocking vertices takes into account the specific positions where each level occurs.

Lemma A.3. Let u,v be vertices in a graph G and P be a shortest path between w,v. Suppose
l(v) < L(u).

For j > ((v), let L(P,j) = {{(w) s.t. w € P and l(w) < j} and let L(P) = L(P,{(v)) =
{l(w) s.t. w e P and l(w) < £(v)}. Then, Algorithm 12 in the £(v)-th iteration computes distance
estimate & such that,

5(v*,u) < Oy (v*, 1) < 5(v,u) + 2| L(P)| + 1

Furthermore, for j > £(v) such that v € D;,
j(v,u) < 6(v,u) + 2|L(P, )]
Proof. This follows from Lemma A.2 as Lg(P,j) C L(P, j) for all paths P and iterations j. O

B Dominating Sets and Degree Decomposition

In this section, we give the proofs of Lemmas 2.4, 2.5, 2.6 and 6.1.

Lemma 2.4. Let U be a universe of n elements. Let F = {Si,...,Sn} denote a collection of
subsets S; C U such that |S;| > s for all i. Then, there is a deterministic algorithm HIrTINGSET

that computes a hitting set X of size O ("log"> of F in time O(ns). There is also a randomized

algorithm rRHIrTINGSET that with high probability computes a hitting set X of size O <"k’%> of F
in time O(n).
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Algorithm 13 HirtineSET(U, F, 5)

Input : Universe U of n elements and a collection F of n subsets of size at least s
Output: Hitting set X of size O (nlogn/s)

X« 0
c(j) + |{Si € Fst. j€ S} forall jeU
while F # () do

v < arg maxjey ¢(j)

X «+ X U{v}

F—{Sie Fst. v¢s;}

c(j)«— {Sie Fst. je S} foral jeU

Proof. We begin with the deterministic algorithm HrrrineSeET With pseudocode provided in Algo-
rithm 13. Without loss of generality, assume all |S;| = s. Otherwise, drop all but the first s elements
of each subset S; and observe that any hitting set of the resulting collection must also be a hitting
set for the original collection.

Now, initially we have > . ; c(j) = > g,c 7 [Sil = ns. When the algorithm terminates, we have
an empty collection F so that ZjeU ¢(j) = 0. In each iteration, the most expensive operation is
to update F and c(j). By keeping {S; € F s.t. j € S;} in addition to the count ¢(j) alone, we can
update F and ¢(j) in O(1) time for each decrement of ¢(j). Thus, the overall running time can be
bounded by O(ns).

We now bound the size of output set X. Let T} denote the number of sets remaining in F after j
elements have been added to X. Then, Ty = |F| = n, [ X| = minj>o 5. 75=07, and Tj = Tj 1 —c(u;)

where u; is the j-th element added to X. By our choice of ¢(u;), we have ¢(u;) > nTi’ls since there

s
are Tj_1 sets of size s and n — (j — 1) =n — j + 1 elements not in X. Then,

s S S\J sj
T, <([1—— | T;_1 <1 1—-— (1——) < ne n
]_( n_]+1> j—1 = 01:[0< n—l><n " < ne

When j = ”10% we have T; < 1 so T; = 0. In particular, |X| < nlo%. L

Proof. The randomized algorithm rHirTINGSET simply samples each element with probability p.
Clearly this algorithm runs in time O(n).

First, we bound the probability that X is not a hitting set. For each subset of size s, the
probability that no element is sampled can be bounded as,

(I—p)°<e®
By the union bound, the probability some subset has no element sampled can be bounded as,
ne P8

so if p = clogn/s, we upper bound this as n'~¢ for some constant ¢ > 1.

Then, to upper bound the size of X, we apply a standard Chernoff bound to see that |X| =
O (nlogn/s) with high probability. O
Lemma 2.5. Let G be a graph on n vertices. There is a deterministic algorithm DomINATE and
randomized algorithm rDomINATE that computes a dominating set D of size O (@) of Vs in

time O(m + ns) and O(n) respectively.
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Proof. Given the previous result, we simply apply HirTiNgSET or RHITTINGSET on the subsets
N(v) U {v} for all v € V5. Since |V5| < n, note that our previous result is also correct for all
collections F of at most n subsets as we can augment F with n — |F| subsets and any hitting set
of the augmented collection is also a hitting set for the original collection. O

Lemma 2.6. Let G be a graph on n vertices. Given degree thresholds s1 > so > ... > si_1, there is
a deterministic algorithm DeEcompose and a randomized algorithm rRDEcomposk that outputs edge
sets {E;}%_|, edge set E*, and vertex sets {D;}¥_ satisfying,
1. E; ={(u,v) € E s.t. min(deg(u),deg(v)) < s;_1} is the set Es,_,.
2. D; dominates Vi, = {v € V s.t. deg(v) > s;} and |D;| = O <S%) For convenience, Vs, may
also be denoted V;.
S DiCDyC...CDy=Vand E, CE,_1C...C L =F.
4. E* = Ule E} where each Ef C E has for every v € V;, at least one edge (v,w) € EF for
w e D;.

Furthermore, Decompose runs in O(kn?) time and RDEcompose runs in O(kn) time. Note that
rDEcomPosE satisfies the above conditions with high probability.

For a given vertex v € V, define the level of v, denoted £(v), as the integer i such that s; <
deg(v) < s;—1. For a given edge e € E, define the level of e, denoted {(e), as the integer i such
that e € E; \ Eiyy.

We first discuss the deterministic algorithm DEcomMposE.

Proof. By Lemma 2.5, we can compute each D; with Dominate in O(ns;) = O(n?) time, so that
overall we can compute all D; in O~(k‘n2) time. Furthermore, we canensure D1 C Dy C ... C D =V
by augmenting the D; as necessary. Of course, when constructing D;, we can easily construct £
by choosing the appropriate edges when we add a vertex to v to D;. Finally, we can construct E;
in O(m) time by examining each edge for the degrees of its endpoints. O

Next, we discuss the randomized algorithm rRDEcoMPOSE.

Proof. Using the randomized construction RDominaTE, we can likewise choose p; = for large
enough c to ensure correctness by the union bound. O

clogn
Si

Lemma 6.1. Let G be a weighted, undirected graph on n vertices. For a given edge e incident to
vertex v, let rank,(e) be the order of e among all edges incident to v when ranked in increasing
order of weight. For example, if e is the lightest edge incident to v, rank,(e) = 1. For a neighbor
w € N(v), we also denote rank,(w) = rank, (v, w) to be the rank of the edge (v, w).

Given thresholds s1 > so > ... > Sk_1, there is an algorithm WEeicHTEDDECOMPOSE that outputs
edge sets {E;}%_,, edge set E*, and verter sets {D;}¥_, satisfying,

1. E; = {(u,v) € E s.t. min(rank,(u,v), rank,(u,v)) < s;—1}.
2. D; dominates Vs, = {v € V s.t. deg(v) > s;} and |D;| = 0) (ﬂ)

8
3. E* = U§:1 E? where each Ef C E has for every v € Vi, at least one edge (v,w) € E} where
w € D; and rank, (v, w) < s;.

Furthermore, WeicaTEDDECOMPOSE Tuns in O(kn?)-time.

We define the level of a vertex and edge analogously as in the unweighted case. For a given
vertex v € V, define the level of v, denoted £(v), as the integer i such that s; < deg(v) < s;_1. For
a given edge e € F, define the level of e, denoted {(e), as the integer i such that e € E; \ Fiy1.
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Proof. As before, constructing F; can easily be done in O(m) = O(n?) time. To construct D;,
for every vertex with degree at least s;, we compute a hitting set for its neighborhood restricted
to the s; — 1 lightest neighbors. In particular, we compute a hitting set for the sets {v} U {w €
N(v) s.t. rank,(w) < s;} of size s; for each v € V,. Then, this guarantees that the edge (v, w) € E}
satisfies the additional constraint rank,(v,w) < s; for v € V;,. By our previous arguments, D;

dominates V;, and has size O (s@ . Note that as before computing D; requires O(n?) time. O

B.1 Useful Results on Fast Matrix Multiplication

We will extensively use various algorithms for efficiently computing matrix products. We lay out
some of the key results used below. The matrix multiplication exponent w(a, b, c) denotes infimum
over all constants ¢ such that we can multiply two matrices of dimension n% x n® and n? x n¢ in O(nt)
time. Denote w(1,1,1) as the constant w. As the results given in this section are quite involved, we
omit them for brevity and instead provide references to the relevant proofs.

Theorem B.1. (/ |) The matriz multiplication exponent w < 2.37188.

See Duan, Wu, and Zhou | | for the appropriate proof. The dual matrix multiplication
exponent « is the supremum over all constants k such that w(1,k,1) < 2.

Theorem B.2. (/ /) The dual matriz multiplication exponent o > 0.31389.

Lemma B.3. (/ |) For any fized value 0 < kg < 1 and ko < k <1,

k—k
(L k1) < w(l ko, 1) + (@ —w(1 ko, 1)) 37—
— ko
We refer the reader to Le Gall and Urrutia | | and Le Gall | | for the proofs of the

above two results. We will also use some useful properties of w, in particular that it is convex,
symmetric and linear.

Lemma B.4. (Corollary 5.1 of [ /) Suppose w(1,a,b) =w(l,d’,b') =c. Then, fort e [0,1],
wlitxa+ (1—t)xad txb+(1—-t)*xb)<c
Lemma B.5. Lett,a,b,c > 0. Then,

w(a,b,c) =w(a,c,b) =w(b,a,c) =w(b,c,a) =w(cab) =w(eb, a)

and
w(ta,tb, tc) = tw(a, b, c)
See, for example, Lotti and Romani | | for the former result and Huang and Pan | |
for the latter. The following theorem of Huang and Pan | | gives improved bounds on general

rectangular matrix multiplication for matrix products where a, b, ¢ are distinct.

Theorem B.6. (Theorem 8.1 of [ /) Suppose r > 1>t > 0. Then,

<
w(t,1,7) < C(T—i)—i—(l—t)—i—(w—l)(t—a) t=a
T a<t<l1
See Huang and Pan | | for the proof of the above result. We will use the following corollary

as a generalization,
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Corollary B.7. Suppose 0 < a < b < c. Then,

b+c ¢ <«
w(a,b,c) < _ o _ b=
( ) {a(w 2)+b(1+10:aaw)+c(1 a) a < % <1
Proof. By linearity (Lemma B.5), we have,
w(a,b,c) =b-w (%, 1, g)
- b- ( + 1) ;7 <a
=1y 80z %) w-1)(§-0)
=
s<o

l—«

b+c
= a(w—2)+b(1+a—aw)+c(1—a)

B.2 Fast (min,+) Matrix Multiplication
Recall that for two matrices A, B, their (min, +) product, denoted A * B, is defined as,

(A * B)z’j = mkin A + Bkj

While computing (min, +) product in general is difficult, there are several structured instances
in which efficient algorithms are known beyond the trivial O(n?) algorithm. We describe a few that
we will require here. First, we begin with the case that all entries are bounded.

Theorem B.8. (/ ]) Let A, B be two n x n integer matrices with entries bounded in absolute
value by M. Then, there is an algorithm BouNDEDMINPLUS computing the (min, +) product C =
A x B in time O(Mn®).

Proof. Without loss of generality, we can assume the entries of A, B are in fact non-negative and
therefore in the range [0, M]. Otherwise, define non-negative matrices A}, = A;, + M and B, ;=
By; + M with values in the range [0,2M]. Given the product A"« B’, we can easily recover A B
as,

(A"« B')j —2M = HllIlA/k + By; —2M = mkinAi;C + Byj = (A x B);j

Given A, we define the polynomial matrices A, = xik if Ay, is finite and 0 otherwise. We define
BP analogously, and compute CP = AP BP using fast matrix multiplication in O(M n¥) time. Then,
for each entry in CP, if ij = 0, we set Cj; = 0o and otherwise, we compute the lowest degree term
x¢ and set C;; = c¢. Now, we prove that that C' = A x B. Recall that (A x B);; = miny, A;;, + By;.
(A * B);j is infinite if and only if all A;, + By; are infinite. If either Ay, By; is infinite, then the
corresponding entry in AP, BP is zero. Thus, if all A;; + By; are infinite, C’p =0so0 Cy; =

Suppose (A * B);; is finite. Then Clpj = x4#FBki where the sum ranges over all k Where
A, + By is finite. Taking the minimum degree, we have (A x B);;, proving correctness.

Let us now analyze the performance of the above algorithm. Constructing AP from A, B? from
B, and C from CP requires time at most O(Mn?). Computing CP? = APBP requires O(Mn®) as
each multiplication of at most M degree polynomials requires O(M ) time. O

More generally, there is also a sub-cubic algorithm when the entries have bounded differences

[ I
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Definition B.9. An n x n matriz is called b-bounded difference if for alli,j, |A;; — Aijt1| < b
and |A; j — Ait1, j| < b. If only the former holds, the matriz is row bounded difference. If only
the latter holds, the matriz is column bounded difference.

A more general requirement may be that the entries are monotone. That is, the values of each
row (or column) are monotonically increasing.

Definition B.10. An n xn matriz is called row-monotone if all entries are non-negative integers
bounded by O(n) and each row of this matriz is non-decreasing. A column-monotone matriz is
defined similarly.

Theorem B.11. (/ /) Let A, B be two n x n integer matrices with entries A;j, Bi; = O(n).
Suppose furthermore that B is either row-monotone or column-monotone. Then, there is an algo-

rithm MoNoToNEMINPLUS computing the (min, +) product C' = A B in time O (ﬁ"#)

See Chi, Duan, Xie, and Zhang | | for a detailed proof. We also provide a proof overview
in the proof of Theorem 5.1. Given a b-bounded difference matrix, it is easy to construct a row-
monotone matrix, by adding the b - j to the j-th column. To recover the (min, +) product, sim-
ply subtract the same constant from each column in the result. We describe this procedure as
BDToMonoTonNE. By a similar argument, we can convert row-bounded difference matrices to row-
monotone matrices, and column-bounded difference matrices to column-monotone matrices. We
will also use the simple observation that the sub-matrix of a monotone matrix (chosen by selecting
a subset of rows or columns) is a monotone matrix.

We also require the approximate (min, +) product of Zwick | |.

Theorem B.12. Let A, B be two integer n X n matrices with non-negative entries. Let € > 0.
There is an algorithm ApProXIMATEMINPLUS that returns C in time O (n®/e) such that for all
1<i,j<n,

(AxB)y; < Cij < (1+¢€)(Ax*B)y;

Proof. Suppose the entries of A, B are in the range [0, M]. Let the resolution R be a parameter to
be set later. Initialize Cj; < oo for all 4, j. For every |log R] < r < [log M, define,

Ak /2" <Ay <27
Ag,;u{fR w27 0< Ay <
00 o/w
By /2" < B <27
B](!j)<_{fR kj/2"] 0 < Byj <
J 00 o/w

and compute C") « BounbepMinPrus(A( B R). Update Cij < min (Cij,%c(ﬂ). The
inequality (A * B);; < Cj; follows as A B always round its entries up. Suppose (Ax B);j =
A;q + By; and without loss of generality A;q < By;. Let 1 <'s < [log M| where 25—1 < By; < 2°.
If s < log R, then the C6% computes (A x B);; exactly. Thus, assume s > log R. Then,

2" < 240, B 2t 4

O < 7 (A +BY) < A+ By + T < (14 5 ) (4% B)y
Then, if we set R = O (1/¢), we obtain the approximation error (1+¢) and note that each invocation
of BounpEDMINPLUS requires O(n*/e) time. O
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C Missing Proofs

Lemma C.1. Let G be an unweighted, undirected graph on n vertices. Let & be the estimate output
by Algorithm 2. Then, 6(u,v) < d(u,v) for all u,v € V.

Proof. Consider some ¢t = 27. Then,

o(u,v) = min d(u, w) + 0(w, v)d(u,v)

so that Algorithm 2 outputs d(u,v) < 6(u, v) for all u, v. O

Lemma C.2. Let G be an unwez’ghted, undirected graph on n vertices. Let & be the estimate output
by Algorithm 3. Then, 6(u,v) < §(u,v) for all u,v € V.

Proof. We will show for all vertex pairs (u,v) that §(u,v) < &(u,v). To do so, it suffices to observe
that every estimated distance is witnessed by some path in the graph G.

Initially, the only finite entries of & are edges (u,v) in the graph G. Phase 1 calls
DOMINATINGSETAPASP (G, V,V,Cy,C + 1) so that 5(u, v) > §(Gy,u,v) > 6(u,v) for all u,v since
G; C G is a sub-graph and Lemma C.1.

Similarly, Phase 2.1 calls DomiNaTINGSETAPASP (Gy,,V, D1, D1, C + 2) so that after Phase
2.1, 6(u,v) > 6(Gs,,u,v) > d(u,v) as Gy, € G.

In Phase 2.2, any path found by BFS in subgraphs G,, G2 C G is naturally also a path in G.

In Phase 2.3, since for any u € ¢(w, D;), (u,w) € E, by the triangle inequality,

14+ 0(u,v) > 1+ 8(u,v) > §(w,v)

Thus, any distance in G} ,, is witnessed by some path in G. Therefore, executing DisksTrA on G 4
with weight function é will not return any distance 6 smaller than the shortest distance between
Uy V.

Finally, we conclude by noting the correctness of BounpeEp AppIiTIVEAPASP and DENSEAPASP
implies 6(u, v) < 6(u,v). 0

Proposition C.3. For any = € [0,1] and any integer k > 1,

(k—1) x
1,1 — 1—— ) <w(l,1—2a,1
w(? k x? k —w(7 '1:7)

Proof. Recall that by symmetry of w, w(1,1—2,1) = w(1,1,1—2x). The claim follows from applying
Lemma B.4 with ¢ = % O

Proposition C.4. We obtain the running times in Table 1 for (2,0) approzimation on paths of
length §(u,v) > k from Theorem 4.2.

Proof. Recall from Theorem 4.2 we wish to minimize the following,

m L N S el S B UL S
Y 2—k+2) " T o i—k+2) ) Tk 2 T

In all cases, we can set M to be some arbitrary constant without affecting the asymptotic running
time.
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k=6 We minimize,

2x T
max(w(l—H,l—x,l—H) 2+l 415+a:

Using [Bra], we set [ = 51,z = 0.50980335 and obtain the running time O (n?01084688)

k=8 We minimize,

3z 2x T
max(w(l—l(j,l—az,l—l6),2+l6,1.5+a}

Using [Bra], we set [ = 74,z = 0.50716126 and obtain the running time O (n?00745825),

k=10 We minimize,

4x 3x
max(w(l—l_S,l—Ll T ) 2+l 81.5+a:

Using [Bra], we set [ = 96,z = 0.50496404 and obtain the running time O(n?00573823),

k=12 We minimize,

5x 4x
L B L 1.
max(”< I~ " l—10> +1—10 5+x>

Using [Bra], we set I = 119, 2 = 0.50432041 and obtain the running time O(n200462679) O

D A Quadratic (—, 0)-Approximate APSP on Unweighted Graphs

In the section, we briefly observe that a %—approximate APSP solution can be obtained in O(n2)—
time. This follows simply from a O(n?)-time (2, 1)-approximate APSP algorithm due to Baswana
and Kavitha | | and Berman and Kasiviswanathan | | along with the result of | |

Lemma D.1. Given an undirected, unweighted graph, Algorithm 14 outputs a (2,0) approzimation
for paths of length 6(u,v) < 2. in O(n?)-time.

Algorithm 14 Distance2APASP(G)

Input : Unweighted, undirected Graph G = (V, E) with n vertices
Output: Distance estimate 6 : U x V — Z such that §(u,v) < 6(u,v) for all u,v and §(u,v) < 4
for all d(u,v) =2

d(u,v)(—{l (u,v) € E

oo o/w
5; ¢ g forall 1 <i<k—1= [logn]
(Dl, Do, ... ,Dk), (El, FEo, ... ,Ek), B+ DECOMPOSE(G, (81, $2,... 73k:—1))
for 1 <i<k=|logn|+1do
for w € D; do
X;(w) < DuksTrA(w) on graph (V, E;U(wxV)UE*, 5)
6(w,v) < min(d(w,v), X;(w,v))
6(u,v) < min(d(u,v), (v, u))
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Proof. First we analyze the running time. Note k = O(1) so that Decomposk requires O(n?) time.
Fix an iteration i. Then |D;| = O (s%)’ E; has ns;_1 edges, while E* U (w x V) have size O(n).

Thus, each iteration i requires O(n?) time. Over logn iterations, Algorithm 14 requires O(n?) time.
Consider now §(u,v) = 2 and a path P = (u, w,v). Without loss of generality, assume deg(u) >
deg(v) so that P C Ey,). Let u* € Dy, be its representative r(u, Dy(,)). Then, the execution of

DuksTrRA from u* returns S(U*,v) < 3 via the path (u*,u,w,v). Now, in the final iteration, we
have 6(v,u) < 4 via the path (v, u*,u) when executing DuksTrA from vertex v.

Finally, it is easy to observe that d(u,v) > &(u,v) for all u,v (without any assumption on the
distance) since all traversed paths exist in the original graph G. O

Combining Lemma D.1 with the algorithm of Baswana et al. | | or Berman et al. | |
gives the desired result.

Corollary D.2. There is an O(n2)—time algorithm that computes a (Z 0)—appr0zimate APSP so-

3
lution in undirected, unweighted graphs.

Proof. Of course length 1 paths can be directly deduced from the adjacency matrix in time O(n?).
From Lemma D.1, all distance 2 paths can be approximated within (2, 0)-approximation in O (n2)
time. For paths of length 3 or more, a (2, 1)-approximation is at least as good as a (%, 0) approxi-
mation. O

E Faster Combinatorial (2,0)-approximation for path lengths > 4.

In this section, we give an improved combinatorial algorithm for finding (2,0) approximations for
paths with length & > 4. We obtain a +-additive approximations for paths of length at most g+ 1
for every even [ on dense graphs. In particular, we apply the algorithm with 8 = 4 to compute a
+4 approximation on paths with length at most 5. This implies a (2,0) approximation for paths of
length at least 4.

Theorem E.1. Let G be an undirected, unweighted graph with n vertices. Let B > 4 be an even
~ 2 ~
odd integer. Algorithm 15 computes in expected time O (n2+ 35+2) a distance estimate § such that

§(u,v) < 8(u,v) for all u,v € V and 6(u,v) < 8(u,v) + B for all 6(u,v) < B+ 1.

Notation and Definitions We define some notation that will be useful in this section. Let G

be an undirected, unweighted graph. Let 8 be an even integer, k = ?)BTH and kg = 0 — 2. Let

Si,82,...,5,_1 be degree thresholds. For kg +1 < k < ko + g — 1 define r; = g —(i—(kp+1)) and
let N(u,r;) ={v €V s.t. §(u,v) <r;} be the r;-neighborhood of w.

Definition E.2. For a vertex uw € V and set S C V', let p(u, S) = arg min,egs d(u,v) be the closest
vertex in S to u.

We note that p(u,S) can be efficiently computed by executing Dukstra on the graph G
augmented with a dummy vertex w with 0 weight edges to every vertex v € S. For a given
i, X(u,7) is an arbitrary subset of N(u,r;) if |N(u,r;)] > s; and C(w;) = N(u,r;) N Diyq if
IN(u, ;) N Diy1| < 12s;_1logn. Roughly speaking, X (u, ) is the first s; vertices encountered when
conducting a BFS from u. For details on how X (u,i),C(u,i) are computed see Lemma E.3.
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High Level Overview To illustrate our algorithm, we walk through an overview of how to com-
pute a +4 approximation for paths of length at most 5. For a +4 approximation, the DENSEAPASP
algorithm decomposes graph G into 5 levels. Instead, we will show that we can decompose the graph
G into 7 levels. Thus, define thresholds s; = n%7, s = n®7 ... s¢ = n'/7. As length 5 paths are
the most challenging to handle, let u,v be vertices and P a shortest path of length at exactly 5.
If P has a vertex of degree at least so, since 246+ 7 = 15 = 2% 7 + 1, we may include the edge
sets (2, D; x Dg = O(|Ey|). we can include these edges and obtain a +4 approximation following
similar arguments to DEnseAPASP (Figure 1).

Thus, let us assume P C E3. If P C Es, then the blocking levels L(P,7) C {5,6} (Definition 3.4)
so that we can obtain a +4 approximation via Lemma A.3. Then, assume P ¢ Fs5, so P has some
edge in Ej \ Ejq for j € {3,4}. Denote the length 5 path P = (u, ua, us, v3, v2,v).

We will argue that if ¢(ug) < 4, then we obtain a good additive approximation. Suppose
|N(u,2)| > s3, so that from p(u, D3) € N(u,2) (Definition E.2) we compute an exact distance
5(p(u, D3),v) = 8(p(u, D3),v) < 8(u,v) + 2. When we add 2, we obtain a +4 approximation.
Figure 7 gives an illustration

Figure 7: Estimate when |N(u,2)| > s3. Solid lines denote edges and dotted lines denote paths in
(. Black dashed arrows denote computed distances estimates. Blue solid arrows denote a constant
additive term.

SHORTADDITIVEAPASP (Algorithm 15) samples each dominating set D; randomly with the
algorithm rDominaTe, rather than following the greedy deterministic construction of DomiNATE.
With high probability, if [N (u,2)| < s3, then |C(u,3)| = |N(u,2) N Dy| = O(sg) and if £(us) < 4,
then Lemma A.3 guarantees that 6(u},v) < 6(ugz,v) +3 = 6(u,v) + 2. We efficiently iterate over
C(u,3) and update &(u,v) < 2 + min,eo(u,3) 6(w, v) to obtain a +4 approximation. Figure 8 gives
an illustration.

We can compute the sets X (u, i), C(u,i) efficiently as we will terminate our BFS whenever s;
distinct vertices are encountered, which requires time at most s? < s3 = O(n®/7).

Then, we can assume deg(usz),deg(vs) < s4. In particular, only one edge (us,vs) is not in Ej.
We now execute Dukstra from every vertex w € D; on graph G, containing (at least) the edges
E;UE*U(wxV).

Since only one edge is not in Es, the blocking levels of P (Definition 3.4), Lp(P) cannot contain
both {3,4}. If the blocking levels Lp(P) do not contain every level from {5,6}, then we obtain a
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Suppose P C E;. Suppose £(v,) = 4. Let k = 7 so the degree thresholds are sy, S5, ..., S¢

There are two cases:

1. If [N(v,2)| = s3, we augment D5 to include some vertex p(v, D3) € N(v,2) N Ds and 2 + §(p(v, D3),u) < (v, u) + 4

2. Otherwise,|N(v,2) N D,| < s¢,and v3 € C(v) = N(v,2) N D,. Then, §(v3,uw) < §(v3,u) + 2 < 8(v,,u) + 3 5o that 2 +
8(v3,u) < 8(v,u) + 4. Since N(v,2) N D, is small, and we can iterate through all candidate vertices of C(v).

Thus, we can assume ¢(v,) = 5.

Iw) =6 I(w,) =5 I(vy) = 4 Iv) =6

Figure 8: Imposing the degree restriction ¢(ve) > 5

good additive approximation from Lemma A.2 as there are at most 2 blocking levels. On the other
hand, suppose {5,6} C Lp(P). Note ¢(u3),?(v3) < 5, otherwise we obtain a +4 approximation as
Lp(P) = {5,6}. Assume without loss of generality that {(v) < ¢(u) as in Definition 3.4. If £(v) = 5,
then since P C Fy,,), d(u3,v) < 6(us,v). Since the remaining edges are in Es, G -

Otherwise, ¢(v) > 6. If ¢(v) = 7, then ¢(u) = ¢(v) = 7 and we obtain a +4 approximation
following the same argument as Theorem 3.3. Therefore, assume ¢(v) = 6. If {(ug) > 6, then the
blocking vertex b(v, P) = uz and we obtain a +4 approximation as B(P) = {u, v, us}.

We can therefore assume ¢(ug2) = 5. However, since this vertex has degree at most s4, we use a
depth 2 BFS in Line 209 to bypass the middle edge entirely, therefore obtaining a +4 approximation,

as illustrated in Figure 9. The depth 2 BFS requires time sys4 = O(n®/7).

We have assumed #(u,), ¢(v,) = 5.

However, naively applying the DHZ algorithm we still obtain a +6 approximation if using 7 levels.

In this case, we use a depth 2 BFS from u, and therefore avoid the blocking vertex v;when conducting Dijkstra from w3 in the
£(u,) iteration.

This allows us to obtain a +4 approximation.

R — -————
-

l(u)=6 l(uy) =5 l(vy) =5 lv)=6

Figure 9: Using depth 2 BFS to bypass the central edge.

Algorithm In Phase 0, we initialize the distance estimates to the adjacency matrix, set parameters
k, kg and decompose the graph G into k degree thresholds. To compute the dominating sets, we use
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a random construction RDEcompose which samples all vertices with identical probability. Finally,
we check that the dominating sets are computed correctly and are not too large. If there is an error
in the sample dominating sets, we return an exact APSP solution.

In Phase 1, we compute the sets X(u,7), C(u,7). For a given i, if |[N(u,r;)| > s; is large,
we let X (u,i) be an arbitrary subset of size s; within this neighborhood. On the other hand, if
|N(u,r;)| < s; is small, we let C(u,i) = N(u,r;) N Diy1 given |N(u,r;) N Ditq] is small. If we are
unable to compute either X (u,7) or C(u,i), we return an exact APSP computation.

Then, for vertices u with degree at most sg,42, we compute a depth 2 BFS in the graph Gy 41.
Finally, we augment D; with a hitting set for X (u, ) for all u with large N(u,r;). Note that when
we augment D;, this does not affect the sets r(u, D;) for deg(u) > s; or q(w, D;) for w € D;. These
relationships are fixed at the computation of RDEcOMPOSE.

In Phase 2, we begin by iteratively executing DisksTrA from each vertex w € D; on the graph
G consisting of edges Ej, E* as well as w x V' and Dj;, x Dj, for all indices j + j1 + jo < 2k + 1.
Before the execution of DuksTraA, each vertex w € D; examines its constituency (Definition 2.2)
and updates its distance estimates where an improvement can be found.

Finally, each vertex u examines p(u, D;) and C(u,i) where appropriate to update its distance
estimates for all other vertices v € V.

Preliminaries for Proving Theorem E.1

A key ingredient of our algorithm is computing small neighborhoods of each vertex. In the following
lemma, we describe how to compute X (u, i), C(u,1) efficiently.

Lemma E.3. Suppose 8> 4. Letu €V and kg +1 < i < ko + g — 1. Algorithm 15 computes
X (u,i),C(u,i) in time O (n2+%) such that,

1. X(u,i) C N(u,r;) and | X (u,1)| > s; if [N(u,7i)| > s;.
2. C(’LL, Z) = N(U,TZ') ND;qq if ‘N(’UJ,TZ) N Di+1| < 12sp_1 logn.

Proof. Fix some iteration ¢ and vertex u. We conduct a BFS on the graph G from u until we either
encounter a vertex at depth r; + 1 or s; distinct vertices. If we encounter s; distinct vertices first,
then |N(u,7;)| > s;, so define X (u,i) to be the distinct vertices encountered thus far. Otherwise,
if we encounter a vertex at depth r; + 1 first, then |N(u,r;)| < s; and we can efficiently compute
C(u,i) = N(u,r;)ND;y1 by iterating over the distinct vertices found and querying their membership
in Di+1.

To bound the time required to compute these sets, note that finding s; distinct vertices requires
time at most 512. In particular, we can bound the time consumed by computing the BFS as,

2(kg+1)
2 2 _ 2=t
8i < Skgp1 =1 k

Note kg = 5 —2 = %(k‘ -1)-2= 2k — % Summing over all vertices u and iterations %, the total
time consumed is,

0 (w52 2 0 (= 2E722) o (wii) = 0 (n2+)

The last inequality holds whenever k > 7 or alternatively 8 = 2(k — 1) > 4. Computing C(u, 1)
requires only s; time as we only need to iterate over the vertices found in N (u,r;). O]
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Algorithm 15 SHorTrADpDITIVEAPASP (G, ()

Input : Unweighted, undire(ited graph G = (V, E) with n vertices; approximation parameter I3
Output: Distance estimate § : U x V. — Z such that 6(u,v) < d(u,v) for all u,v € V and

~

0(u,v) < d(u,v) + B whenever 6(u,v) < g+ 1
Phase 0: Set up and Decompose Graph

5w, v) 1 (w,v)eFE

oo o/w
ko« 2212 and ko + 5 — 2.
sin'kforalll1<i<k—1
(Dl, Do, ... ,Dk), (El, FEo, ... ,Ek), B+ RDECOMPOSE(G, (81, $2,..., Sk’—l))
for 1 <i<kdo
if D; does not dominate all neighborhoods |N(v)| > s; or |D;| > % then
‘ return APSP(G)
Phase 1: Compute X (u),C(u) for all u € V
for u e V do
for ko +1<i<ko+5 —1do
ri ¢ 8 — (i — (ko + 1))
if |N(u,r;)| > s; then compute X (u,?) (see Lemma E.3);
else if |N(u,r;) N D;y1| < 1281 logn then compute C(u,i) < N(u,r;) N Djt1;
else return APSP(G);
if deg(u) < sgo42 then 8(u,v) < min(d(u, v), BFS(Grys1,u,2)) where Groy1 = (V, Exor1);
for ko+1<i<ko+ g —1do D; + D; UHrrrineSET({ X (u,)}) for all u such that | X (u,7)| > s;;
Phase 2: Compute Distance Estimates
for 1 <j<kdo
for w € D; do
G (Vi By U (Uj sy sacanss Din X Dy ) UE"U (wx V)
S(w,v) min(é(w,v),minueq(w,[)j) 14 6(u,v)) forallveV
b+ DukSTRA(G ), W, 0)
for u,v € V do
for ko +1<i<ko+5 —1do
if 0(u,p(u, D;)) < r; then §(u,v) < min(8(u,v),r; + 6(p(u, D;),v));
if |C'(u,7)| < 12sj_1 logn then 6(u,v) + min(é(u, V), MiNyec (i) Ti + S(w,v));

The following lemma bounds the probability that we must compute an exact APSP solution.

Lemma E.4. Letu eV and kg +1 <1 < ky+ g — 1 Define the following events for each u,1.

Alu, 1) = {IN(u, )| > si}
B(u,i) = {|N(u,r;) N D;y1]| > 1281 logn}
For all u, let E(u,i) denote the error event E(u,1) = - A(u,i) A B(u,1).

For each 1 < i <k, let E(i) denote the event that either D; fails to dominate some neighborhood
of size at least s; or |D;| > %,

Let E = (Uf:1 E(i)) U (U, E(u, 1)) denote the event that any error event occurs.
Then, Pr(E) = O (=)

n2
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Proof. Fix u eV and ko +1 < qi < ko + g — 1, Consider the event E(u,1).
Pr(E(u,i)) = Pr(—=A(u,i) A B(u,i) < Pr(B(u,i) | 7 A(u,1))

Conditioned on —=A(u, i), define the random variable X = | N (u,7;)ND;t1|. Since D;4; is constructed
by sampling each vertex probability p = 3;:’“ X is the sum of at most s; Bernoulli random
variables. Let Y be the sum of s; Bernoulli random variables with the same probability p so that
Y stochastically dominates X. Note that E[X] < SIOgnSZ = 3sp_1logn. By a standard Chernoff

bound,

Pr(X > 12s5_1logn) < Pr(Y > 12s;_1logn) < exp(—3sk_1logn)

Thus, we can easily union bound over O(n) events E(u, 1) as each occurs with inverse exponential
probability. Note that C(u, ) is defined from the randomly chosen D;, and these sets are constructed
before D; is augmented by a deterministic hitting set of X (u, ) in Line 210.

From Lemma 2.6, RDominaTe with high probability satifies the necessary requirements. To see
this, consider some threshold s; and vertex deg(v) > s;. The probability D; fails to dominate s;
with P chosen above is at most,

(1—p)* < exp (=3logn) < n’

We union bound over all u, 4 to obtain the probability O(1/n?).

Second, the probability that |D;| > m is small by an identical argument to the error bound
for F;. Since we bound over O(1) events, these also occur with negligible probability. We conclude
the proof by union bounding over all the error events. O

Lemma E.5. Suppose that the error event E does not occur. Then, Algorithm 15 outputs 5 such
that,

6(u,v) < 0(u,v) < d(u,v) + B
for all §(u,v) <+ 1.
We delay the proof of Lemma E.5, instead beginning with a few useful lemmas that will be

crucial to our proof. In the following lemma, we prove that a reasonable additive approximation is
obtained whenever A(u,1) is true. That is, we assume |N(u,7;)| > s; is large.

Lemma E.6. Let kg+1 <1 < kg+ g —1. Let u,v be a pair of vertices and P C Ey, 11 be a shortest
path. Suppose |N(u,r;)| > s; where r; = g — (i — (ko +1)). Then, after Line 219 we have,

8(u,v) < 8(u,v) +

Proof. Suppose |N(u,r;)| > s;, then there is some vertex w € X (u,i) N D; C N(u,r;) N D; so that
d(u, p(u, D;)) < r;. In particular,

S(u, v) <1+ 3(p(u, D;),v)

Let us examine the quantity 6(p(u, D;),v). Since after Line 210 the shortest path in G between
u, p(u, D;) is at most 7;, we begin by showing that the path between u, p(u, D;) exists in the graph
G- If there is an edge missing from Ej;, let w be the vertex closest to u such that deg(w) > s;—_1.
Therefore, N(w) N D;—1 # @ and N(w) N D; # (. If w is not the vertex immediately preceding
p(u, D;), then this violates the property that p(u, D;) is the nearest vertex in D; to u. Otherwise,
if w is the vertex immediately preceding p(u, D;), then the edge (w,p(u, D;)) is accessible in the
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graph Gj , p,)- Thus, the shortest path of length 7; between p(u, D;),u is available in the i-th
iteration.

Consider now the a path P’ from p(u, D;) to v of length at most |P| + r;. By our arguments
above and P C Ej, 41, the path P’ is also in Ej ;1. From Lemma A.3, L(P") C {ko+1,...,i— 1}
has size at most i — (kg + 1), so we can conclude the total error is at most,

~

8i(p(u, D;),v) < 8(u,v) + 7 +2(i — (ko + 1))

Then,
d(u,v) < r; + d(p(u, D;), )
< 0(u,v) +2r; +2(i — (ko + 1))
=0(u,v) +2(ri+ (i — (ko +1)))
< 6(u,v) +

O

Next, we prove correctness under the assumption that B(u) is false. In particular, assume the
set |C(u,i)| = |N(u,r;) N Ditq] < 12851 logn is small.

Lemma E.7. Suppose that the error event E does not occur.

Let ko +1 < i < ko + g — 1. Let u,v be a pair of vertices with a shortest path P =
(u,u2,us,...,v3,v2,v) with all edges in Eg, 1. Suppose |N(u,r;) N Dipi| < 12s,_1logn. If
l(uy,) < i+ 1 then, after Line 220 we have,

~

d(u,v) < S(u, v)+ 0

Proof. Since #(uy;) < i+ 1, there is some vertex z € N(u,r;) N Dy such that z = r(u,,, Diy1) as
up, € N(u,r; —1). Since P C Ej,+1, then after the (7 + 1)-th iteration,

d(z,v) < 0(ur;,v) +2(i — ko) + 1

where we apply Lemma A.3 with L(P) C {ko+1,...,i} has size at most i — k.
Then, after Line 220, since z € N(u,7;) N Diy1 = C(u,1),

5(u,v) < i+ 6(2,0) < 8(up,,v) + 15+ 2(i — ko) + 1
Now, §(uy,,v) = 6(u,v) —r; + 1 so that,
0(u,v) < 8(u,v) +2(i — ko +1) < 8(u,v) + 8
asi+1<ko+5. O

From Lemmas E.6 and E.7 we can place an upper bound on the levels of many vertices of the
shortest path. The following lemma shows that we obtain a good additive approximation when
these bounds hold.

Lemma E.8. Let P = (u,ug,...,v3,v) be a shortest path of length at most B + 1 such that P C
Ey+1. Suppose the degrees ((uy,), L(vy,) > i+ 1 for all ko +1 <1i < ko + g —1.
Then, Algorithm 15 obtains an approximation such that S(u, v) < 6(u,v) + B.
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Proof. As before, let deg(P) = max,cp deg(v) be the maximum degree of any vertex in P and
¢(P) = miny,ep ¢(v) the minimum level of any vertex in P. In the following, we will frequently use
(some variant of) the following equality,

3
b-h=(30+1) - (3-2 =5 +3 1)
Let us begin by assuming P has length exactly 8 4+ 1 so that we can label the vertices P =
(U, uz, . - - 7uﬁ/2+17 Uﬁ/2+17 -, U2, U)'
If P C Ey,+3, then L(P,k) C {ko+3,...,k— 1} is a set of size at most k — ko — 3 = g, SO we

may apply Lemma A.3 and obtain a +S-approximation. Thus, in the following, assume P has an
edge in Fy,4+1 \ Eg,+3. In particular, there are at least two vertices x € P with deg(z) > s 2.
Suppose |Lp(P, k)| < g In the k-th iteration, as Dy = V', we have by A.2, oy (u,v) < 0(u,v)+p5.
Thus, we can assume |Lg(P, k)| > g
By assumption, the levels of vertices u,,, v,, are restricted. Recall that r; = g —(i—(ko+1))
so that,

Tko+1 Zg—((ko+1)— (ko + 1)) :g
Tho+5 -1 :g—((ko+§—1)—(k0+l)) =2

In particular, other than the two middle vertices, u g NPT the remaining vertices have level
2 2

at least ¢« +2 > ko + 3, so that we can assume both central vertices have degree at least sy 2.
Furthermore, at most one of these vertices can be a blocking vertex. Suppose for contradiction that
both are, so that one, for example u 841 has level kg + 1 and the other level ky + 2. However, in
this case P C Ejy,42 so that ug | cannot be a blocking vertex. In particular, if L(P, k) does not
contain all levels {ko +3,...,k z 1} then we can already obtain a 5 approximation by Lemma A.3.

Therefore, let Lp(P) denote the blocking vertices of P. Since ko + 3 € Lp(P), we have either
ug/2,vg/2 € B(P). Without loss of generality, suppose ug/, € B(P).

In Line 209, since deg(ug/2) < sky+2 and P C Ey, 41, we compute d(ug/2,vg/241) = 2. Then, if
UE/Q = r(ug/2, Diy+3), in Line 215, we have 5(ug/2,v5/2+1) < 3. We claim that,

5k0+3(u[*3/2,x) < (ugjp, ) +1

for all x € P. We have shown this already for = € {ug/o41,vg/241}. For @ € {u,ua,...,ug/},
this follows simply from the assumption that all these vertices have level at least kg + 3 so that
Py C Egyr3. For x € {vgs,...,v2,v}, when executing DisksTra We take the edge (“E/za V8 /2+41)
and the remaining edges of P in Ej 3.
This allows us to make the following claim stronger than Lemma A.2. For any w,x € P where
l(w) > ko + 3, R
Soqwy (W™, w) < 0(w,x) +2[Lp(Pya)| — 1 (2)

where we have shown the base case for £(ug/s) = ko + 3. The inductive step will follow similarly.
Let j > ko + 3 and ¢(w) = j. Let y = b(w, Py ) be the blocking vertex so that ¢(y) < {(w). Then,

dp(ay (W™, ) < Oy (W™, y*) + 14 8(y, 2)
< 0(w,y) + 2| Lp(Pyw)| +1+(y, x)
< &(

w,z) + 2|Lp(Pyg)| — 1
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where we have used |Lp(Py.)| > |LB(Pyw)| as £(y) € Le(Pye) \ LB(Pyw). Then, in the k-th
iteration, let w be the closest vertex to v such that deg(w) > si_1 so that,

(u,v) < 1 (u, w*) + 1+ 6(w, v) < 8(u,v) + 2| Lp(Puu)| < 0(u,v) + B

as Lp(Pyu) = {ko+3,...,k =2y U{min(l(ug/o41),€(vg/24+1)} has size g
To conclude, if P has length less than 3, then P C Ej, 13, so we obtain a 8 approximation by
Lemma A.3. O

Finally, we claim that all the estimates produced by Algorithm 15 are feasible.

Lemma E.9. Suppose error event E does not occur. Then, Algorithm 15 obtains an approximation
such that §(u,v) < 6(u,v) for all u,v € V.

Proof. We analyze each instance where the distance estimates are updated. In Phase 0, we ini-
tialize the distance estimates to the adjacency matrix. In Phase 1, we compute length 2 paths
in a sub-graph Gp,4+1 C G. Next, the distance estimates are updated in Phase 2 in computing
DuKSTRA(Gj w, W, 0) for all w € D;. Note that this is identical to Algorithm DenseAPASP, and
produces feasible distance estimates.

Line 36 does not violate feasibility as if v € ¢(w, D;) then (u,w) € E so that,

S(w,v) > 1+ 8(u,v) > 1+ 8(u,v) > (w,v)

by the triangle inequality, where we have also used that the previous estimates were feasible.
Finally, since p(u, D;) € N(u,r;) and C(u,i) C N(u,r;), the final distance estimates are feasible
as for any z € N(u,r;), the updated distance estimate,

5w, v) =i + 8(2,0) > 11+ 8(2,v) > 6(u,v)

where in the first inequality we used that the previous estimates are feasible and in the second we
used the triangle inequality. O

Proof of Theorem E.1

To prove the correctness of Algorithm 15, it suffices to prove Lemma E.5. Indeed, whenever FE
occurs, we compute an exact APSP solution, which is obviously correct. If E does not occur,
Lemma E.9 guarantees that each estimate is feasible, and is produced by some path in G.

Proof. Let u,v be a pair of vertices with shortest path P length at most 54 1. We proceed by case
analysis.

Case 1: P C Ej,+1 Suppose the assumptions of Lemma E.8 are not met, otherwise we obtain an
accurate approximation. That is, for some i, £(u,,) < i+ 1. In particular, u* = r(u, D;}+1) must be
in N(u,r;)ND;t1. Then, if [N (u, ;)N D;t1| < 12s;_1 logn, we obtain a correct estimate by Lemma
E.7. Otherwise, since E(u,i) does not occur, |N(u,i)| > s;, and we obtain a correct estimate by
Lemma E.6.

Case 2: P ¢ Ey, 11 We begin with the special case = 4, generalizing to S > 6 later.
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Warm up: =4 Note k =7,ky = 2. Let z be the vertex of maximum degree. Let w = b(u, P)
be the vertex closest to v such that deg(w) > sg,44 = S6. Since P = P, - Py, the sub-path
Py must contain the vertex z. Let z* = r(z, Dy(.)),w" = r(w, Dy,14). Since P C Ey(,), we have
54(2)(2*,u) < 0(z,u)+1 and &(z)(z*, w*) < 0(z,w)+2. Furthermore, since ¢(z)+ (ko+4)+ (ko+5) <
3kg +9 =2k + 1, in the kg + 5-th iteration,

8(“7”) < 5((2)(U7Z*) + 55(2)(2*7 w*) +1+ (5(’[1},’[)) < 6(U7U> +4

as desired.

Generalization to 5 > 6 Suppose ¢(v) < ¢(u). Recall from Lemma A.2 the blocking vertices
B(P) = {zo,x1,...,2:} and levels Lg(P) of path P.

Let a = ming(,,)<ky4+5¢ be the minimum index of an element in the blocking set such that

0(x;) < ko + 5. Since k > £(x1) > l(x2) > ... > l(x¢) > 1, we can upper bound,
B
Since P is not contained in Ej,41, we can assume a exists and a > 1.

Let x4 € B(P) be the corresponding vertex in B(P). Since P has an edge not in Ej 41, the
last blocking vertex of minimum level must have ¢(x;) < ko. Let v* =1 (v, Dg(v)) for any vertex v.
Since P C Ey(,,), we again have 34(mt)(m;k,:v2) < 0(wt, zq) + 2 and 53(%)(:6;*,:624_1) < 0(xyy Tgt1) + 2.

Consider the £(x,)-th iteration. The edges Dy(,,) x Dy are in Gyg,) .z, aS,

E(z)—i—ﬁ(maﬂ)—i-ﬁ(:ra)§k0+(k0+4)+(ko—|—5):3k0+9:3(1€—§—3> +9=2k+1

xa+1)

Then, since xy € Pr, 2,1,

Ot (@ Ta—1) < Opey (T, TF) + Sp(an) (27, Thoyr) + 1+ 0(Zas1, Ta1)
< 5(35(17 xt) + 5($ta ma+1) + 6($a+17 CCa,1) +5
< 5(3711’ xa—l) +5

Then, following a similar argument to the inductive step of Lemma A.2, we claim the following
forall 1 <j<a.

Op(a;) (@], wj—1) < 0(zj,25-1) +2(2+ (e — 7)) +1
where we have established the base case j = a above. We now proceed by induction for j < a.
Consider an execution of DuksTRrA from 2} in Gg(xj),x;. Let ;11 be the blocking vertex from the
previous iteration. We take the edges (:L‘}'f,xj-ﬂ), (:L‘}'TH,:EjH) € E*, and the remaining edges in
Ey(x,)- By induction, we have,

5((@-)(1;)1771) < 3€(xj+1)(l'§7x;+l) +1+ 5(£L‘j+1,l‘j71)
rj,xi41) +2Q2+ (a— (G +1))) +3+ (w1, 25-1)
rj,xj1) + 22+ (a—j))+1

—~~

Thus, we have,

~

6€(v)(v*’u) = 8@(11)($T7$0) < 5(U’ ’LL) + 2(0’ + 1) +1
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From u, we take the edge (u,v*), followed by (v*,v) € E* so that,

5(“” U) < SZ(U) (U, ’U*) +1
u,v) +2(a+1)+2

Thus, to prove Theorem E.1, it only remains to analyze the performance of Algorithm 15.

Proof. (Time Complexity)

We separately analyze the complexity of each phase. By Lemma E.4, E¥ occurs with probability
0 (%) Since in this case Algorithm 15 requires O(n?) time, this contributes at most O(n) to the
expected run-time. Thus, in the following assume that £ does not occur.

Phase 0 rRDErcomposk requires O(m +n) = O(n?) time to sample each vertex set randomly and
construct the edge sets F;. Verifying that D; is of the appropriate size and dominates |N(v)| > s;
requires time O(n?).

Phase 1 By Lemma E.3, computing the sets X (u, i), C(u, ) require time at most O <n2+%). By

Lemma 2.4, augmenting D; in Line 210 requires time O(n2)
Line 209 requires time,

~ ~ 2kg+2 ~
O (nsky+25k,) = O <n3* ¥ ) =0 <n2+%)
whenever 8 > 4 as shown in Lemma E.3.

Phase 2 First, we bound the complexity of each call to DisksTrA as in the proof of Lemma 3.2
- "
for DENsEAPASP. Fix some j. Then, |E;| < nsj—1 = n?*~*% and |Dj, x Dj,| = O (L X L) =

o - Sj1 Sia
0 (nn:n) =0 <n27%) as j1 + j2 < 2k + 1 —j. Note for any fixed w that (w x V) U E* has size
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O(n). Summing over |D;| = O (£> =0 (n%), all invocations of DksTRrA Tequire time O <n2+%>.
Line 215 requires time O(n2) as every vertex u is in at most one q(w, Dj) for any fixed j.
Finally, Line 219 requires time O(n?) over all u,v,4. By the bound on |C(u,i)| = O(n'/*), Line

220 requires time O (nH%). In particular, this is the overall time bound when E does not occur,

.. . . 38
giving the desired result by substituting k = < + 1. O

We have the following Corollary.
Recall the following result of Roditty | |.

Lemma E.10 (Theorem 5.1 of Roditty | ). Let k' > 6 be an even integer. There is an

~ 2 _2
algorithm that computes an additive k' — 2 approzimation in O(nQ_ M+2m¥+2) expected time, for
every u,v € V. for which §(u,v) < k.
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Corollary E.11. Let k > 4 be an even integer. Then, we can compute a (2,0)-approzimation for
distances §(u,v) > k combinatorially in expected time

~ ) 92 .2 o4 1 __ o5, 2
O(mm(n FHAmE+ n~ " 2= n T k42

In particular, we output & such that d(u,v) < 5(u, v) for all u,v and 5(u, v) < 26(u,v) whenever
d(u,v) > k.

Proof. We combine Theorem 4.1, Theorem E.1, Lemma 3.2 and Lemma E.10. If n2fﬁmk%4 is
the minimum term, we invoke the algorithm of Lemma E.10 with ¥’ = k + 2 and the algorithm
SPARSEAPASP of Lemma 3.2 with § = k + 2. For paths of length k£ < 0(u,v) < k + 2, we
obtain a +k approximation from Lemma E.10. For paths of length §(u,v) > k + 2, we obtain a
+(k + 2) approximation from SparseAPASP. In either case, we obtain a (2,0) approximation for
all 0(u,v) > k. The overall running time is,

~, 9__2 2
O(n k+4mk+4)

On the other hand, if n2+ﬁ is the minimum term, we invoke Algorithm 4 and obtain a (2, 0)
approximation for paths of length at least k& following Theorem 4.1.

Finally, if n2+ﬁ is the minimum term, we call Theorem E.1 with &’ = k+1 and DENSEAPASP
with 5 = k + 2. For any path of length at least k 4 2, the estimate from DeEnsEAPASP is a (2,0)-
approximation. For paths of length k& < §(u,v) < k+ 1, the estimate from SHorRTADDITIVEAPASP
is a (2, 0)-approximation. The overall computation time can be bounded by,

~ 2 2 ~ 2
O (n2+3k+2 + n2+3(7€+2)—2) = O <n2+ 3k+2>
O

1
Note that for k = 6, n? T = p21/10 — p2tmis | For larger k, the former term is smaller and
we apply Theorem 4.1. However, for k = 4,5, Algorithm 15 gives the best bound (see Table 1).
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