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Abstract

Attention-based neural networks such as transformers have demonstrated a remarkable ability to ex-
hibit in-context learning (ICL): Given a short prompt sequence of tokens from an unseen task, they can
formulate relevant per-token and next-token predictions without any parameter updates. By embedding a
sequence of labeled training data and unlabeled test data as a prompt, this allows for transformers to be-
have like supervised learning algorithms. Indeed, recent work has shown that when training transformer
architectures over random instances of linear regression problems, these models’ predictions mimic those
of ordinary least squares.

Towards understanding the mechanisms underlying this phenomenon, we investigate the dynamics of
ICL in transformers with a single linear self-attention layer trained by gradient flow on linear regression
tasks. We show that despite non-convexity, gradient flow with a suitable random initialization finds a
global minimum of the objective function. At this global minimum, when given a test prompt of labeled
examples from a new prediction task, the transformer achieves prediction error competitive with the
best linear predictor over the test prompt distribution. We additionally characterize the robustness of
the trained transformer to a variety of distribution shifts and show that although a number of shifts are
tolerated, shifts in the covariate distribution of the prompts are not. Motivated by this, we consider
a generalized ICL setting where the covariate distributions can vary across prompts. We show that
although gradient flow succeeds at finding a global minimum in this setting, the trained transformer is
still brittle under mild covariate shifts. We complement this finding with experiments on large, nonlinear
transformer architectures which we show are more robust under covariate shifts.

1 Introduction

Transformer-based neural networks have quickly become the default machine learning model for problems
in natural language processing, forming the basis of chatbots like ChatGPT [Ope23], and are increasingly
popular in computer vision [Dos+21]. These models can take as input sequences of tokens and return
relevant next-token predictions. When trained on sufficiently large and diverse datasets, these models are
often able to perform in-context learning (ICL): when given a short sequence of input-output pairs (called a
prompt) from a particular task as input, the model can formulate predictions on test examples without having
to make any updates to the parameters in the model.



Recently, Garg et al. [Gar+22] initiated the investigation of ICL from the perspective of learning partic-
ular function classes. At a high-level, this refers to when the model has access to instances of prompts of the
form (z1, h(z1),..., 2N, h(TN), Zquery) Where z;, Zquery are sampled i.i.d. from a distribution D,, and h is
sampled independently from a distribution over functions in a function class . The transformer succeeds
at in-context learning if when given a new prompt (', h'(z7), ..., 2y, h'(Z)y), guery) cOrresponding to an
independently sampled £’ it is able to formulate a prediction for g, that is close to h'(2q,e,,) given a
sufficiently large number of examples N. The authors showed that when transformer models are trained
on prompts corresponding to instances of training data from a particular function class (e.g., linear models,
neural networks, or decision trees), they succeed at in-context learning, and moreover the behavior of the
trained transformers can mimic those of familiar learning algorithms like ordinary least squares.

Following this, a number of follow-up works provided constructions of transformer-based neural net-
work architectures which are capable of achieving small prediction error for query examples when the
prompt takes the form (x1, (w, 1), ..., 2N, (W, TN), Tquery) Where z;, Tquery, W bLd- N(0, Iy) [Osw+22;
Aky+22]. However, this leaves open the question of how it is that gradient-based optimization algorithms
over transformer architectures produce models which are capable of in-context learning. '

In this work, we investigate the learning dynamics of gradient flow in a simplified transformer archi-
tecture when the training prompts consists of random instances of linear regression datasets. Our main
contributions are as follows.

* We establish that for a class of transformers with a single layer and with a linear self-attention module
(LSAs), gradient flow on the population loss with a suitable random initialization converges to a global
minimum of the population objective, despite the non-convexity of the underlying objective function.

* We characterize the learning algorithm that is encoded by the transformer at convergence, as well
as the prediction error achieved when the model is given a test prompt corresponding to a new (and
possibly nonlinear) prediction task.

* We use this to conclude that transformers trained by gradient flow indeed in-context learn the class
of linear models. Moreover, we characterize the robustness of the trained transformer to a variety of
distribution shifts. We show that although a number of shifts can be tolerated, shifts in the covariate
distribution of the features x; can not.

* Motivated by this failure under covariate shift, we consider a generalized setting of in-context learning
where the covariate distribution can vary across prompts. We provide global convergence guarantees
for LSAs trained by gradient flow in this setting and show that even when trained on a variety of
covariate distributions, LSAs still fail under covariate shift.

* We then empirically investigate the behavior of large, nonlinear transformers when trained on linear
regression prompts. We find that these more complex models are able to generalize better under
covariate shift, especially when trained on prompts with varying covariate distributions.

2 Additional Related Work

The literature on transformers and non-convex optimization in machine learning is vast. In this section, we
will focus on those works most closely related to theoretical understanding of in-context learning of function

"We note a concurrent work also explores the optimization question we consider here [Ahn+23]; we shall provide a more
detailed comparison to this work in Section 2.



classes.

As mentioned previously, Garg et al. [Gar+22] empirically investigated the ability for transformer archi-
tectures to in-context learn a variety of function classes. They showed that when trained on random instances
of linear regression, the models’ predictions are very similar to those of ordinary least squares. Additionally,
they showed that transformers can in-context learn two-layer ReLU networks and decision trees, showing
that by training on differently-structured data, the transformers learn to implement distinct learning algo-
rithms. A number of works further investigated the types of algorithms implemented by transformers trained
on in-context examples of linear models [APG23; AL23].

Akyiirek et al. [Aky+22] and Oswald et al. [Osw+22] examined the behavior of transformers when
trained on random instances of linear regression, as we do in this work. They considered the setting of
isotropic Gaussian data with isotropic Gaussian weight vectors, and showed that the trained transformer’s
predictions mimic those of a single step of gradient descent. They also provided a construction of trans-
formers which implement this single step of gradient descent. By contrast, we explicitly show that gradient
flow provably converges to transformers which learn linear models in-context. Moreover, our analysis holds
when the covariates are anisotropic Gaussians, for which a single step of vanilla gradient descent is unable
to achieve small prediction error.”

Let us briefly mention a number of other works on understanding in-context learning in transform-
ers and other sequence-based models. Han et al. [Han+23] suggests that Bayesian inference on prompts
can be asymptotically interpreted as kernel regression. Dai et al. [Dai+22] interprets ICL as implicit fine-
tuning, viewing large language models as meta-optimizers performing gradient-based optimization. Xie et
al. [Xie+21] regards ICL as implicit Bayesian inference, with transformers learning a shared latent concept
between prompts and test data, and they prove the ICL property when the training distribution is a mixture
of HMMs. Similarly, Wang, Zhu, and Wang [WZW?23] perceives ICL as a Bayesian selection process, im-
plicitly inferring information pertinent to the designated tasks. Li et al. [Li+23a] explores the functional
resemblance between a single layer of self-attention and gradient descent on a softmax regression problem,
offering upper bounds on their difference. Min et al. [Min+22] notes that the alteration of label parts in
prompts does not drastically impair the ICL ability. They contend that ICL is invoked when prompts reveal
information about the label space, input distribution, and sequence structure.

Another collection of works have sought to understand transformers from an approximation-theoretic
perspective. Yun et al. [Yun+19; Yun+20] established that transformers can universally approximate any
sequence-to-sequence function under some assumptions. Investigations by Edelman et al. [Ede+22] and
Likhosherstov, Choromanski, and Weller [LCW21] indicate that a single-layer self-attention can learn sparse
functions of the input sequence, where sample complexity and hidden size are only logarithmic relative to the
sequence length. Further studies by Pérez, Marinkovié, and Barcel6 [PMB19], Dehghani et al. [Deh+19],
and Bhattamishra, Patel, and Goyal [BPG20] indicate that the vanilla transformer and its variants exhibit
Turing completeness. Liu et al. [Liu+23] showed that transformers can approximate finite-state automata
with few layers. Bai et al. [Bai+23] showed that transformers can implement a variety of statistical machine
learning algorithms as well as model selection procedures. Abernethy et al. [Abe+23] showed that a pre-
trained transformer can be used to define a transformer that segments a prompt into examples and labels and
learns to solve a sparse retrieval task. Zhang et al. [Zha+23] interpreted in-context learning via a Bayesian
model averaging process.

A handful of recent works have developed provable guarantees for transformers trained with gradient-

2To see this, suppose (z;,y;) are ii.d. with z ~ N(0,A) and y = (w, x). A single step of gradient descent under the squared

loss from a zero initialization yields the predictor z — =7 (2 3" yizi) =2 (2 30 27 ) w ~ z T Aw. Clearly, this is not

n n
close to 2" w when A # I



based optimization. Jelassi, Sander, and Li [JSL22] analyzed the dynamics of gradient descent in vision
transformers for data with spatial structure. Li, Li, and Risteski [LLLR23] demonstrated that a single-layer
transformer trained by a gradient method could learn a topic model, treating learning semantic structure
as detecting co-occurrence between words and theoretically analyzing the two-stage dynamics during the
training process.

Finally, we note a concurrent work by Ahn et al. [Ahn+23] on the optimization landscape of single
layer transformers with linear self-attention layers as we do in this work. They show that there exist global
minima of the population objective of the transformer that can achieve small prediction error with anisotropic
Gaussian data, and they characterize some critical points of deep linear self-attention networks. In this
work, we show that despite nonconvexity, gradient flow with a suitable random initialization converges to a
global minimum that achieves small prediction error for anistropic Gaussian data. We also characterize the
prediction error when test prompts come from a new (possibly nonlinear) task, when there is distribution
shift, and when transformers are trained on prompts with possibly different covariate distributions across
prompts.

3 Preliminaries

Notation We first describe the notation we use in the paper. We write [n] = {1,2,...,n}. We use
® to denote the Kronecker product, and Vec the vectorization operator in column-wise order. For ex-

ample, Vec (% Z) = (1,3,2,4)7. We write the inner product of two matrices A, B € R™*" as

(A, B) = tr(ABT). We use 0,, and 0,,,x,, to denote the zero vector and zero matrix of size n and m x n,
respectively. For a general matrix A, Ag. and A.; denote the k-th row and k-th column, respectively. We de-
note the matrix operator norm and Frobenius norm as |-[[,,, and [|-[| -. We use I to denote the d-dimensional
identity matrix and sometimes we also use I when the dimension is clear from the context. For a positive
semi-definite matrix A, we write ||z||% := x " Az. Unless otherwise defined, we use lower case letters for
scalars and vectors, and use upper case letters for matrices.

3.1 In-context learning

We begin by describing a framework for in-context learning of function classes, as initiated by Garg et al.
[Gar+22]. In-context learning refers to the behavior of models that operate on sequences, called prompts,
of input-output pairs (21,41, .., TN, YN, Tquery), Where y; = h(z;) for some (unknown) function ~ and
examples x; and query Zquery. The goal for an in-context learner is to use the prompt to form a prediction
Y(xquery) for the query such that J(zquery) = h(Zquery)-

From this high-level description, one can see that at a surface level, the behavior of in-context learning
is no different than that of a standard learning algorithm: the learner takes as input a training dataset and
returns predictions on test examples. For instance, one can view ordinary least squares as an ‘in-context
learner’ for linear models. However, the rather unique feature of in-context learners is that these learning
algorithms can be the solutions to stochastic optimization problems defined over a distribution of prompts.
We formalize this notion in the following definition.

Definition 3.1 (Trained on in-context examples). Let D, be a distribution over an input space X, H C yr
a set of functions X — Y, and Dy a distribution over functions in H. Let £ : )) x Y — R be a loss function.
Let S = Upen{(21,Y1, ..., Tn,yn) : x; € X,y; € YV} be the set of finite-length sequences of (x,vy) pairs
and let

Fo={fo:SxX =), 0c0O}
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be a class of functions parameterized by 0 in some set ©. For N > 0, we say that a model f : S x X — Y
is trained on in-context examples of functions in H under loss ¢ w.r.t. (Dy, D) if f = fo« where 0* € ©
satisfies

6" € argmin@GGEP:(xl,h(acl),...,IN,h(acN),a:query) [ (fo(P), h($query))] ) 3.1

where x;, Tquery R D, and h ~ Dy are independent. We call N the length of the prompts seen during
training.

As mentioned above, this definition naturally leads to a method for learning a learning algorithm
from data: Sample independent prompts by sampling a random function h ~ Dy and feature vectors

Tiy Tquery RN D., and then minimize the objective function appearing in (3.1) using stochastic gradient
descent or other stochastic optimization algorithms. This procedure returns a model that is learned from
in-context examples and can form predictions for test (query) examples given a sequence of training data.
This leads to the following natural definition that quantifies how well such a model performs on in-context
examples corresponding to a particular hypothesis class.

Definition 3.2 (In-context learning of a hypothesis class). Let D, be a distribution over an input space
X, H C Y% a class of functions X — Y, and Dy, a distribution over functions in H. Let { : ) x
Y — R be a loss function. Let S = Upen{(Z1,Y1,.--,Tn,Yn) : i € X,y; € YV} be the set of finite-
length sequences of (x,y) pairs. We say that a model f : S x X — ) defined on prompts of the form
P = (x1,h(z1),..., 20, h(20r), Tquery) in-context learns a hypothesis class # under loss £ with respect to
(D, Dy) up to error ) € R if there exists a function Mp,, p, (€) : (0,1) — N such that for every € € (0,1),
and for every prompt P of length M > Mp,, p, (€),

EP:(xlvh(xl)7--'7$A47h(371VI)7$query) |:£ (f(P)7 h (xquer}/) >:| S n + g, (32)

S . iid.
where the expectation is over the randomness in T, Tquery ~ Dy and h ~ Dy.

The additive error term 7 in Definition 3.2 above allows for the possibility that the model does not
achieve arbitrarily small error. This error could come from using a model which is not complex enough
to learn functions in H or from considering a non-realizable setting where it is not possible to achieve
arbitrarily small error.

With these two definitions in hand, we can formulate the following questions: suppose a function class
Fo is given and Dy corresponds to random instances of hypotheses in a hypothesis class 7. Can a model
from Fg that is trained on in-context examples of functions in H w.r.t. (Dy,D,) in-context learn the
hypothesis class H w.r.t. (D, D,) with small prediction error? Do standard gradient-based optimization
algorithms suffice for training the model from in-context examples? How long must the contexts be during
training and at test time to achieve small prediction error? In the remaining sections, we shall answer these
questions for the case of one-layer transformers with linear self-attention modules when the hypothesis class
is linear models, the loss of interest is the squared loss, and the marginals are (possibly anisotropic) Gaussian
marginals.

3.2 Linear self-attention networks

Before describing the particular transformer models we analyze in this work, we first recall the definition
of the softmax-based single-head self-attention module [Vas+17]. Let E € R%*?~ be an embedding ma-
trix that is formed using a prompt (z1,y1,...,ZN, YN, Tquery) Of length IN. The user has the freedom to



determine how this embedding matrix is formed from the prompt. One natural way to form E is to stack
(z;,y;) " € R4 as the first NV columns of E and to let the final column be (Zquery, 0) "5 if 2; € R, y; € R,
we would then have d, = d + 1 and dy = N + 1. Let W5 W®@ € R%*de and WV € R% ¥4 be the key,
query, and value weight matrices, W' € R%*9 the projection matrix, and p > 0 a normalization factor.
The softmax self-attention module takes as input an embedding matrix E of width d and outputs a matrix
of the same size,

faen(BsWE WE WY WP) = E+ WFWVE - softmax <(W o > ’

P

where softmax is applied column-wise and, given a vector input of v, the i-th entry of softmax(v) is given
by exp(v;)/ Y, exp(vs). The d x dy matrix appearing inside the softmax is referred to as the self-attention
matrix. Note that fawn can take as its input a sequence of arbitrary length.

In this work, we consider a simplified version of the single-layer self-attention module, which is more
amenable to theoretical analysis and yet is still capable of in-context learning linear models. In particular,
we consider a single-layer linear self-attention (LSA) model, which is a modified version of fay, where
we remove the softmax nonlinearity, merge the projection and value matrices into a single matrix WV ¢
R%*de and merge the query and key matrices into a single matrix W@ € R >4 We concatenate these
matrices into § = (WX WFV) and denote

ETWEQE

fusa(E;0)=E+WPVE. ;

(3.3)
We note that recent theoretical works on understanding transformers looked at identical models [Osw+22;
Li+23b; Ahn+23]. It is noteworthy that recent empirical work has shown that state-of-the-art trained vision
transformers with standard softmax-based attention modules are such that (W5)TW® and WPWV are
nearly multiples of the identity matrix [TK23], which can be represented under the parameterization we
consider.

The user has the flexibility to determine the method for constructing the embedding matrix from a
prompt P = (21, Y1, ..., TN, YN, Lquery)- In this work, for a prompt of length N, we shall use the following
embedding, which stacks (z;,v;)" € R%*! into the first N' columns with (Zquery, 0)" € R as the last
column:

Yy Y2 - YN

We take the normalization factor p to be the width of embedding matrix £ minus one, i.e., p = dny — 1, since
each element in F - ET is a inner product of two vectors of length d. Under the above token embedding,
we take p = N. We note that there are alternative ways to form the embedding matrix with this data, e.g.
by padding all inputs and labels into vectors of equal length and arranging them into a matrix [Aky+22],
or by stacking columns that are linear transformations of the concatenation (z;, y;) [Gar+22], although the
dynamics of in-context learning will differ under alternative parameterizations.

The network’s prediction for the token zquery Will be the bottom-right entry of matrix output by fsa,
namely,

E — E(P) — <x1 o v IN xqaer)’> c R(d+1)><(N+1)‘ (34)

Z/J\query = :T/\query(E; 9) = [fLSA(E; 9)](d+1),(N+1)-

Here and after, we may occasionally suppress dependence on 6 and write Yquery (£'; ) as Yquery- Since the
prediction takes only the right-bottom entry of the token matrix output by the LSA layer, actually only part



of WV and WH® affect the prediction. To see how, let us denote

PV PV KQ KQ
whvV = Wil v € R+ prKQ Wi® e RUEFDX(E+D) (3 5)
) K K ) .
(wﬁv)T wgv (wmQ)T w22Q

where WV € R>*d BV whV € RY wl) € R; and WﬁQ € Rdxd; w{;Q,wg{lQ € R¢; ng € R. Then,
the prediction Yqyery is

_ EET\ [ WY
yquery - <(w§1‘/)T w{}v) : < N ) KO\T xqueryy (36)
(ws1°)

since only the last row of WV and the first d columns of WX affects the prediction, which means we can
simply take all other entries zero in the following sections.

3.3 Training procedure

In this work, we will consider the task of in-context learning linear predictors. We will assume training
prompts are sampled as follows. Let A be a positive definite covariance matrix. Each training prompt,
indexed by 7 € N, takes the form of Pr = (21, hr(Z7,), ..., Zr.N, hr(Z7,N), Trquery ), Where task weights
Wy L N(0, I4), inputs -, Tr query iLd N(0, A), and labels h,(z) = (w;, ).

Each prompt corresponds to an embedding matrix E-, formed using the transformation (3.4):

B - < Tr1 Tr2 C Tr N mT,query) c R(d+1)X(N+1)
T <w77 xT,l) <w77 337',2> T <w7'7 x’T,N) 0

We denote the prediction of the LSA model on the query label in the task 7 as ﬁmuery, which is the bottom-
right element of fisa(FE;), where f| s is the linear self-attention model defined in (3.3). The empirical risk
over B independent prompts is defined as

B

~ 1 R 2
L(Q) - 2B Z <yT,query - <w’r7x7',query>> . 3.7

=1

We shall consider the behavior of gradient flow-trained networks over the population loss induced by the
limit of infinite training tasks/prompts B — oo:

. ~ 1 ~
L(@) = lim L(Q) = §E’U)7—7$7—717"'71'T’N7$7—7query [(yT,query - <w77$7,query>)2] (3.8)

B—oo

Above, the expectation is taken w.r.t. the covariates {x”}ivzl U{%query } in the prompt and the weight vector
. iid. . . .
Wr, 1.6. OVEr Zr;, Tquery N N(0,A) and w,; ~ N(0, I;). Gradient flow captures the behavior of gradient

descent with infinitesimal step size and has dynamics given by the following differential equation:

d
3= ~VL®). (3.9)

We will consider gradient flow with an initialization that satisfies the following.



Assumption 3.3 (Initialization). Let o > 0 be a parameter, and let © € R4 be any matrix satisfying
10071 ||F = 1 and OA # 04y 4. We assume

-
WP 0) =0 <0d§d Od) , WERO)=¢ <®? Od) . (3.10)
0, 1 04 0

This initialization is satisfied for a particular class of random initialization schemes: if M has i.i.d. en-
tries from a continuous distribution, then by setting ©@T = MM /| M M ||, the assumption is satisfied
almost surely. The reason we use this particular initialization scheme will be made more clear in Section 5
when we describe the proof, but at a high-level this is due to the fact that the predictions (3.6) can be viewed
as the output of a two-layer linear network, and initializations satisfying Assumption 3.3 allow for the layers
to be ‘balanced’ throughout the gradient flow trajectory. Random initializations that induce this balancedness
condition have been utilized in a number of theoretical works on deep linear networks [DHL18; ACHI18S;
Aro+19; Azu+21]. We leave the question of convergence under alternative random initialization schemes
for future work.

4 Main results

In this section, we present the main results of this paper. First, in Section 4.1, we prove the gradient flow
on the population loss will converge to a specific global optimum. We characterize the prediction error
of the trained transformer at this global minimum when given a prompt from a new prediction task. Our
characterization allows for the possibility that this new prompt comes from a nonlinear prediction task.
We then instantiate our results for well-specified linear regression prompts and characterize the number
of samples needed to achieve small prediction error, showing that transformers can in-context learn linear
models when trained on in-context examples of linear models.

Next, in Section 4.2, we analyze the behavior of the trained transformer under a variety of distribution
shifts. We show the transformer is robust to a number of distribution shifts, including task shift (when the
labels in the prompt are not deterministic linear functions of their input) and query shift (when the query
example Tquery has a possibly different distribution than the test prompt). On the other hand, we show that
the transformer suffers from covariate distribution shifts, i.e. when the training prompt covariate distribution
differs from the test prompt covariate distribution.

Finally, motivated by the failure of the trained transformer under covariate distribution shift, we con-
sider in Section 4.3 the setting of training on in-context examples with varying covariate distributions across
prompts. We prove that transformers with a single linear self-attention layer trained by gradient flow con-
verge to a global minimum of the population objective, but that the trained transformer still fails to perform
well on new prompts. We complement our proof in the linear self-attention case with experiments on large,
nonlinear transformer architectures which we show are more robust under covariate shifts.

4.1 Convergence of gradient flow and prediction error for new tasks

First, we prove that under suitable initialization, gradient flow will converge to a global optimum.
Theorem 4.1 (Convergence and limits). Consider gradient flow of the linear self-attention network fisa
defined in (3.3) over the population loss (3.8). Suppose the initialization satisfies Assumption 3.3 with
initialization scale o > 0 satisfying o®||T'||opV/d < 2 where we have defined

- 1 1 dxd
I = (1—|—N>A+Ntr(A)IdeR .



Then gradient flow converges to a global minimum of the population loss (3.8). Moreover, WV and Wk@
converge to W*P vV and W*K Q respectively, where

1 (7t 0 1[0 0
WEQ = [tr (12)] o I T e i R @.1)
0, 0 0, 1

W=

The full proof of this theorem appears in Appendix A. We note that if we restrict our setting to A = I,
then the limiting solution described found by gradient flow is quite similar to the construction of Oswald
etal. [Osw+22]. Since the prediction of the transformer is the same if we multiply WV by a constant ¢ # 0
and simultaneously multiply WX® by ¢~1, the only difference (up to scaling) is that the top-left entry of
their W¥® matrix is I, rather than the (1 + (d + 1)/N)~1I, that we find for the case A = I.

Next, we would like to characterize the prediction error of the trained network described above when the
network is given a new prompt. Let us consider a prompt of the form (x1, (w, z1), ..., 2z, (W, Trr), Tquery)
idy (0, A). A simple calculation shows that the prediction Jquery at the global
optimum with parameters WEQ and WEV is given by

where w € R? and @, Tquery

1 M T, 1 T 1 M T —1
~ T Mzizl TiT; + M LaueryTquery HZi:l rixr; w r 0q Lquery
Yavery = \0g 1 1 ~~M T .. T 1M T T T
M 2= W Tl M Q= W Ty w 0g 0 0
M
T -1 T
= Tqueryl' ME iz, | w. 4.2)
i=1

When the length of prompts seen during training N is large, ™! ~ A~!, and when the test prompt length
M is large, ﬁ Zf\i 1 xeZT ~ A, so that Yguery ~ x;—ueryw. Thus, for sufficiently large prompt lengths, the
trained transformer indeed in-context learns the class of linear predictors.

In fact, we can generalize the above calculation for test prompts which could take a significantly different

form than the training prompts. Consider prompts that are of the form (x1,y1, ..., Zn, Yn, Tquery) Where, for

some joint distribution D over (x, y) pairs with marginal distribution z ~ N(0, A), we have (z;, y;) Hp
and Zquery ~ N(0, A) independently. Note that this allows for a label y; to be a nonlinear function of the
input x;. The prediction of the trained transformer for this prompt is then
~ _ T ﬁ Zi\il :L‘l:E;r + ﬁxqueryx(—;uery ﬁ sz\il LTilYi r-! 04 Lquery
Yquery = (Od 1) 1 MoT 1 M o -
7 2im1 Ti Yi 7 2im1Yi 04 0 0

| M
= Tqueryl ! (M > W) : 4.3)
i=1
Just as before, when N is large we have I' "' ~ A~!, and so when M is large as well this implies
Jauery ~ g o ATIE =z, inE — 2 4.4
Yquery = Tquery (r,y)N'D[yx] = Tquery argr]gin (:p,y)ND[(y <w,a:)) ] . 4.4)
we

This suggests that trained transformers in-context learn the best linear predictor over a distribution when the
test prompt consists of i.i.d. samples from a joint distribution over feature-response pairs. In the following
theorem, we formalize the above and characterize the prediction error when prompts take this form.



Theorem 4.2. Let D be a distribution over (z,y) € R? x R, whose marginal distribution on x is D, =
N(0,A). Assume Ep|y], Ep[zy], Eply?zx ] exist and are finite. Assume the test prompt is of the form
ii.d. .
P = (z1,y1,. ., TM, YM, Tquery), Where (4, Ys), (Zquerys Yquery) D, Let fisa be the LSA model with
parameters WV and W*K ?in (4.1), and Yquery is the prediction for Zquery given the prompt. If we define

_ T
a:=A 1E(x7y)ND [zy] , ¥ :=E@y)~p [(my —E(zy) ) (xy —E(zy) ) } , 4.5)
then, forT' = A + %A + % tr(A)Ig. we have,

E (f‘//\query - yquery)2 = min E (<w7 xquery> - yquery)2
wERL

Error of best linear predictor
1 1
- [ST2A) + < [lallfoage +260(8) ol ops + (A lalE 2y ], 46)

where the expectation is over (;,Y;), (Tquery, Yquery) - p.

The full proof is deferred to Appendix B. Let us now make a few remarks on the above theorem before
considering particular instances of D where we may provide more explicit bounds on the prediction error.

First, this theorem shows that, provided the length of prompts seen during training (V) and the length
of the test prompt (M) is large enough, a transformer trained by gradient flow from in-context examples
achieves prediction error competitive with the best linear model. Next, our bound shows that the length
of prompts seen during training and the length of prompts seen at test-time have different effects on the
prediction error: ignoring dimension and covariance-dependent factors, the prediction error is at most
O(1/M + 1/N?), decreasing more rapidly as a function of the training prompt length N compared to
the test prompt length M. Additionally, it is worth noting that even if M — oo, the gap between the predic-
tion error of the transformer with that of the best linear predictor does not vanish unless N — oo as well.
Thus, the transformer is inherently limited by training on finite-length prompts.

Let us now consider when D corresponds to noiseless linear models, so that for some w € R%, we have
(z,y) = (z, (w,x)), in which case the prediction of the trained transformer is given by (4.2). Moreover,

a simple calculation shows that the ¥ from Theorem 4.2 takes the form ¥ = ||w||3A + Aww ' A. Hence
Theorem 4.2 implies the prediction error for the prompt P = (x1, (w, 1), ..., T, (W, Tar), Tquery) 1S
Exla---vzkhxquery (Yquery — (w, mquery>)2
= L olBags + 022 old )+ s Lo + 2wl tr(A) + ful2 sy tr()?)
< TELwld + 5 [0l + 2 ol 0r(A) + ol (4]

The inequality above uses that I" - A. Finally, if we assume that w ~ N(0, I;) and denote « as the condition
number of A, then by taking expectations over w we get the following:
~ d+1)tr(A 1 _
Exly-wl’]ﬂ,mquery,w (yquery —_ <w, xquery>>2 S (]\)4_() + W [tr(A) —+ 2dtr(A) + tr(A 1) tr(A)Q]
o (d+1D)tr(A) N (1+2d + d?k) tr(A)
— M N2 )

10



From the upper bound above, we can see the rate w.r.t M and N are still at most O(1/M) and O(1/N?)
respectively. Moreover, the generalization error also scales with dimension d, tr(A) and the condition
number «. This suggests that for in-context examples involving covariates of greater variance, or a more
ill-conditioned covariance matrix, the generalization error will be higher for the same lengths of training and
testing prompts. Putting the above together with Theorem 4.2, Definition 3.1 and Definition 3.2, we get the
following corollary.

Corollary 4.3. The transformer fisa trained on length-N prompts of in-context examples of functions in
{z — (w,x)} wrt. w ~ N(0,1;) and Dy = N(0,A) by gradient flow on the population loss (3.8) for
initializations satisfying Assumption 3.3 converges to the model fisa(- ; *K Q, wF V). This model takes a
prompt P = (21,Y1,...,ZM,YM, Lquery) and returns a prediction Yquery fOr Zquery given by

~ KQ yi/PV T 1 () V1
Yquery = [fLSA(P; W* >W>k )]d-i—l,M-i—l = xquery A+ NA + N Id M Zl YiZi | -
1=

This model in-context learns the class of linear models {x — (w,x)} with respect to w ~ N(0, 1) and
D, = N(0,A) up to error i := (1 + 2d + d?k) tr(A) /N? (where & is the condition number of A): provided
M > (d+ 1) tr(A)e™L, the model achieves prediction error at most n + ¢.

It is worth emphasizing that the transformer fisa(- ; wk Q, WPV only learns the function class up to
error ) = O(1/N?) in the sense of Definition 3.2. In particular, training on finite-length prompts leads to
prediction error bounded away from zero.

4.2 Behavior of trained transformer under distribution shifts

Using the identity (4.3), it is straightforward to characterize the behavior of the trained transformer under
a variety of distribution shifts. In this section, we shall examine a number of shifts that were first explored
empirically for transformer architectures by Garg et al. [Gar+22]. Although their experiments were for
transformers trained by gradient descent, we find that (in the case of linear models) many of the behaviors
of the trained transformers under distribution shift are identical to those predicted by our theoretical char-
acterizations of the performance of transformers with a single linear self-attention layer trained by gradient
flow on the population.

Following Garg et al. [Gar+22], for training prompts of the form (x1, h(z1),...,2N, h(TN), Tquery)s

iid. i i . id.

let us assume z;, Tquery " prin and b~ D™, while for test prompts let us assume z; " pest
Tquery ~ Dyory» and h ~ D37, We will consider the following distinct categories of shifts:

* Task shifts: D" # DIt

* Query shifts: DSt # DSt

« Covariate shifts: D" £ Dtest,

In the following, we shall fix D" = N(0, A) and vary the other distributions. Recall from (4.3) that

the prediction for a test prompt (21, Y1, ..., ZN, YN, Tquery) is given by (for NV large),
1 & 1 &
Yquery = 5L';,|1—ueryF_1 (M Z yz$z> ~ m;—ueryA_l (M Z yixi) . 4.7
i=1 =1
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Task shifts. These shifts are tolerated easily by the trained transformer. As Theorem 4.2 shows, the trained
transformer is competitive with the best linear model provided the prompt length during training and at test
time is large enough. In particular, even if the prompt is such that the labels y; are not given by (w, ;) for
some w ~ N(0, I), the trained transformer will compute a prediction which has error competitive with the
best linear model that fits the test prompt.

For example, consider a prompt corresponding to a noisy linear model, so that the prompt consists of
a sequence of (x;,y;) pairs where y; = (w, x;) + ¢; for some arbitrary vector w € R and independent
sub-Gaussian noise ¢;. Then from (4.7), the prediction of the transformer on query examples is

1 < 1 & 1 &
=~ T -1 § T -1 § T T -1 E
Yquery = LUqueryA <M yl$l> = .’EqueryA <M T, ) w + .'EqueryA (M Ei$i> .
=1 =1 i=1

Since ¢; is mean zero and independent of x;, this is approximately x;eryw when M is large. And note that

this calculation holds for an arbitrary vector w, not just those which are sampled from an isotropic Gaussian
or those with a particular norm. This behavior coincides with that of the trained transformers observed
by Garg et al. [Gar+22].

Query shifts. Continuing from (4.7), since y; = (w, z;),

1 M
~ ~ T -1 T
Yaquery =~ xqueryA M Z Lil; w.
i=1

From this we see that whether query shifts can be tolerated hinges upon the distribution of the z;’s. Since
Dirain — Dlest if M is large then

-~ ~ T -1 _ T
Yquery ~ ‘TqueryA Aw = LqueryW- (4.8)

Thus, very general shifts in the query distribution can be tolerated. On the other hand, very different behavior
can be expected if M is not large and the query example depends on the training data. For example, if the
query example is orthogonal to the subspace spanned by the x;’s, the prediction will be zero, as was observed
with transformer architectures by Garg et al. [Gar+22].

Covariate shifts. In contrast to task and query shifts, covariate shifts cannot be fully tolerated in the
transformer. This can be easily seen due to the identity (4.3): when D" £ Dtest_ then the approximation
in (4.8) does not hold as ﬁ Zi‘il xZ:z:ZT will not cancel I'"! when M and N are large. For instance, if we
consider test prompts where the covariates are scaled by a constant ¢ # 1, then

M
~ T a1 T T -12 _ 2. T T
Yquery ~ ﬂﬁqueryA <M E Tix; ) ~ xqueryA ccAw=c TqueryW #* TqueryW-
i=1

This failure mode of the trained transformer with linear self-attention was also observed in the trained trans-
former architectures by Garg et al. [Gar+22]. This suggests that although the predictions of the transformer
may look similar to those of ordinary least squares in some settings, the algorithm implemented by the
transformer is not the same since ordinary least squares is robust to scaling of the features by a constant.

It may seem surprising that a transformer trained on linear regression tasks fails in settings where ordi-
nary least squares performs well. However, both the linear self-attention transformer we consider and the

12



transformers considered by Garg et al. [Gar+22] were trained on instances of linear regression when the
covariate distribution D, over the features was fixed across instances. This leads to the natural question
of what happens if the transformers instead are trained on prompts where the covariate distribution varies
across instances, which we explore in the following section.

4.3 Transformers trained on prompts with random covariate distributions

In this section, we will consider a variant of training on in-context examples (in the sense of Definition 3.1)
where the distibution D, is itself sampled randomly from a distribution, and training prompts are of the
form (z1,h(z1),..., 2N, M(TN), Tquery) Where 2;, Tquery i D, and h ~ Dy. More formally, we can
generalize Definition 3.1 as follows.

Definition 4.4 (Trained on in-context examples with random covariate distributions). Let A be a distribution
over distributions D, defined on an input space X, H C V¥ a set of functions X — Y, and Dy a
distribution over functions in H. Let £ : Y x )Y — R be a loss function. Let S = Upen{ (21,91, Tn,Yn) :
x; € X,y; € Y} be the set of finite-length sequences of (x,y) pairs and let

Fo=1{fs:SxX =Y 0c0}

be a class of functions parameterized by some set ©. We say that a model f : S x X — )Y is trained on
in-context examples of functions in / under loss ¢ w.r.t. D and distribution over covariate distributions A
if f = for where 0% € O satisfies

0" € argmingeoEp— (o) h(w1),..on h@n)swquery) £ (o (P)s M(Tquery))] s 4.9)

ii.d.
where Dy ~ A, ;, Tquery "X Dy and h ~ Dy,.

We recover the previous definition of training on in-context examples by taking A to be concentrated
on a singleton, supp(A) = {D,}. The natural question is then, if a model f is trained on in-context
examples from a function class H w.r.t. Dy and a distribution A over covariate distributions, and if one
then samples some covariate distribution D, ~ A, does f in-context learn H w.r.t. (Dy,D,) for that D,
(cf. Definition 3.2) with small prediction error? Since D, is random, we can hope that this may hold in
expectation or with high probability over the sampling of the covariate distribution. In the remainder of this
section, we will explore this question for transformers with a linear self-attention layer trained by gradient
flow on the population loss.

We shall again consider the case where the covariates have Gaussian marginals, x; ~ N(0, A), but we
shall now assume that within each prompt we first sample a random covariance matrix A. For simplicity, we
will restrict our attention to the case where A is diagonal. More formally, we shall assume training prompts
are sampled as follows. For each independent task indexed by 7 € [B], we first sample w,; ~ N(0, I).
Then, for each task 7 and coordinate i € [d], we sample A, ; independently such that the distribution of each
Ar; 1s fixed and has finite third moments and is strictly positive almost surely. We then form a diagonal
matrix

AT = diag(/\ﬂ, ce 7)\T,d)-

Thus the diagonal entries of A, are independent but could have different distributions, and A is iden-
tically distributed for 7 = 1,...,B. Then, conditional on A., we sample independent and iden-
tically distributed 2, 1,...,27 N, Zrquery ~ N(0,A;). A training prompt is then given by P, =

13



(@71, (WryTr1)s ..o, Tr N, (Wr, T7N), T7query) Notice that here, z; ;, Zr query are conditionally indepen-
dent given the covariance matrix A, but not independent in general. We consider the same token embed-
ding matrix as (3.4) and linear self-attention network, which forms the prediction Yquery, as in (3.6). The
empirical risk is the same as before (see (3.7)), and as in (3.8), we then take B — oo and consider the
gradient flow on the population loss. The population loss now includes an expectation over the distribution
of the covariance matrices in addition to the task weight w, and covariate distributions, and is given by

1 ~
L(0) = §EwT,AT,:cT’1,--~,z.,.’N,mﬂquery [(yT,query - <w7'>-r'r,query>)2] . (4.10)

In the main result for this section, we show that gradient flow with a suitable initialization converges to
a global minimum, and we characterize the limiting solution. The proof will be deferred to Appendix C.

Theorem 4.5 (Global convergence in random covariance case). Consider gradient flow of the linear self-
attention network fisp defined in (3.3) over the population loss (4.10), where A are diagonal with indepen-
dent diagonal entries which are strictly positive a.s. and have finite third moments. Suppose the initialization
= 0, with initialization scale o > 0 satisfying

2
. 2IEAOJ3

. 4.11)
Va [E [T, [1A-]3]

Then gradient flow converges to a global minimum of the population loss (4.10). Moreover, W'V and W@
converge to WV and wke respectively, where

(B e o,

Wk - ||[Er A2 E [A2]
F 0] 0

(4.12)
Odxa Ogq

0, 1

D=

WV = |[[Er a2 E [A2]

=

where ', = %AT + % tr(Ar) 1y € R4 and the expectations above are over the distribution of A.

From this result, we can see why the trained transformer fails in the random covariance case. Suppose
we have a new prompt corresponding to a weight matrix w € R? and covariance matrix Ape,,, sampled
from the same distribution as the covariance matrices for training prompts, so that conditionally on Apey
we have ;, Zquery bR N(0, Apew). The ground-truth labels are given by y; = (w,z;),i € [M] and
Yquery = (w, a:query>. At convergence, the prediction by the trained transformer on the new task will be

M M -1
<0T 1) ﬁZz 155155 + $querny:qruery ﬁzizmyi [EFTAE] [EAE] 0d Lquery

?/J\query = v
-1
T [EAZ] [ET42] [ > ]|
— T query [EAQ] [EFTAE] L Aneww  almost surely when M — oco. (4.13)
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The last line comes from the strong law of large numbers. Thus, in order for the prediction on the query
example to be close to the ground-truth xgueryw, we need [EAE] [EFT AZ] - -Anew to be close to the identity.
When A, = Aew is deterministic, this indeed is the case as we know from Theorem 4.2. However, this
clearly does not hold in general when A is random.

To make things concrete, let us assume for simplicity that M, N — oo so that I'; — A, and the
identity (4.13) holds (conditionally on Apew ). Then, taking expectation over Aney in (4.13), we obtain

~ -1
E [?/query| Tquery, w] — $;ruery : [EAE] [EA?.] [EAL] w.

If we consider the case Ar; PN Exponential(1), so that E[A;] = I, E[A2] = 21,4, and E[A] = 61,,

we get
. 1
IEyquery — §<w7xquery>-

This shows that for transformers with a single linear self-attention layer, training on in-context examples
with random covariate distributions does not allow for in-context learning of a hypothesis class with varying
covariate distributions.

Experiments with large, nonlinear transformers. We have shown that even when trained on prompts
with random covariance matrices, transformers with a single linear self-attention layer fail to in-context learn
linear models with random covariance matrices. We now investigate the behavior of more complex trans-
former architectures that are trained on in-context examples of linear models, both in the fixed-covariance
case and in the random-covariance case.

We examine the performance of transformers with a GPT2 architecture [Rad+19] that are trained on
linear regression tasks with mean-zero Gaussian features with either a fixed covariance matrix or random
covariance matrices. For the fixed covariance case, the covariance matrix is fixed to the identity matrix
across prompts. For the random covariance case, covariates are drawn from = ~ N(0,cA) where A is
diagonal with \; RN Exponential(1) and ¢ > 0 is a scaling factor. We set ¢ = 1 during training and
vary this value at test time. The transformer is trained using the procedure of Garg et al. [Gar+22] (see
Appendix E for more details). We consider linear models in d = 20 dimensions and we train on prompt
lengths of N = 40, 70,100 with either fixed or random covariance matrices. The performance of these
trained models, when tested on new data with fixed covariance or random covariance matrices (c = 1,4,9),
is represented in six curves in Figure 1. Using the calculation (4.13), we can compare the prediction error
for the linear self-attention networks in the M — oo, N — oo limit (the black dash line) to those of GPT2
architectures. We additionally compare these models to the ordinary least-squares solution which is optimal
for this task.

From the figure, we can see that the GPT2 model trained on fixed covariance succeeds in the random
covariance setting if the variance is not too large, which shows that the larger nonlinear model is able to
generalize better than the model with a single linear self-attention layer. However, when the variance is large
(c = 4,9 for the bottom two figures), the GPT2 model trained with fixed covariance is unsuccessful. When
trained on random covariance, the model performs better for test prompts from higher-variance random
covariance matrices, but still fails to match least squares when the scaling is largest (c = 9).

Furthermore, we notice some surprising behaviors when the test prompt length exceeds the training
prompt length (i.e., M > N): there is an evident spike in prediction error, regardless of whether training
and testing were performed on fixed or random covariance, and the spike appears to decrease when evaluated
on prompts with higher variance. Although we are unsure of why the spike should decrease with higher-
variance prompts, the failure of large language models to generalize to larger contexts than they were trained
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Figure 1: Normalized prediction error for transformers with GPT2 architectures as a function of the number
of in-context test examples M when trained on in-context examples of linear models in d = 20 dimensions.
Colored lines correspond to different training context lengths (N € {40,70,100}) and different training
procedures (either a fixed identity covariance matrix or random diagonal covariance matrices with each
diagonal element sampled i.i.d. from the standard exponential distribution). The four figures correspond to
evaluating on either fixed covariance or random covariance matrices of different scales. The gray dashed
line shows the prediction error of zero estimator and the black dashed line the prediction error of LSA model
when M, N — oo. The GPT2 models achieve smaller error when they are trained on random covariance
matrices with larger contexts, but their prediction error spikes when evaluated on contexts larger than those
they were trained on.

on is a well-known problem [Dai+19; Ani+22]. In our setting, we conjecture that this spike in error comes
from the absolute positional encodings in the GPT2 architecture. The positional encodings are randomly-
initialized and are learnable parameters but the encoding for position ¢ is only updated if the transformer
encounters a prompt which has a context of length <. Thus, when evaluating on prompts of length M > N,
the model is relying upon random positional encodings for M — N samples. We note that a concurrent
work has explored the performance of transformers with GPT2 architectures for in-context learning of lin-
ear models and found that removing positional encoders improves performance when evaluating on larger
contexts [APG23]. We leave further investigation of this behavior for future work.
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5 Proof ideas

In this section, we briefly outline the proof sketch of Theorem 4.1. The full proof of this theorem is left for
Appendix A.

5.1 Equivalence to a quadratic optimization problem

We recall each task 7 corresponds to a weight vector w,; ~ N(0, I;). The prompt inputs for this task are
Trj i N(0, A), which are also independent of w,. The corresponding labels are y, ; = (w;,zr ;). For
each task 7, we can form the prompt into a token matrix F, € RUEFTDX(N+1) 45 in (3.4), with the right-
bottom entry being zero.

The first key step in our proof is to recognize that the prediction yquery (F7; @) in the linear self-attention
model can be written as the output of a quadratic function v H,u for some matrix H, depending on the
token embedding matrix FE, and for some vector u depending on § = (WX WPV This is shown in the

following lemma, the proof of which is provided in Appendix A.1.

Lemma 5.1. Let E, € RUTDXINHD) pe an embedding matrix corresponding to a prompt of length N
and weight wr. Then the prediction Yquery(Er; 0) for the query covariate can be written as the output of a
quadratic function,

?J\query(ET; 9) = UTHT“»

where the matrix H is defined as,

H=1x 0 (ETETT> € RUHx(@d+1)? - ¥ Oixa  Trauey ) p@rnx(ary) .1
2 N (xT,query)T 0
and
2 U ur
u = Vec(U) e RUTV" U = € RE+Dx(@+1),

(ug1)" uy
where Uy = WﬁQ € RIX4 gy = wiv € R 4y = wg{lQ e R 4y = wgv € R correspond to
particular components of WPV and WEQ, defined in (3.5).

This implies that we can write the original loss function (3.7) as

B
-1 - - 2
L= Z:l (u Hyu—w) xT,query) . (5.2)

Thus, our problem is reduced to understanding the dynamics of an optimization algorithm defined in
terms of a quadratic function. We also note that this quadratic optimization problem is an instance of a rank-
one matrix factorization problem, a problem well-studied in the deep learning theory literature [Gun+17;
Aro+19; LMZ18; CLC19; Bel20; LLL20; Jin+23; SSX23].

Note, however, this quadratic function is non-convex. To see this, we will show that H; has negative
eigenvalues. By standard properties of the Kronecker product, the eigenvalues of H, = %XT ® (%)

.
are the products of the eigenvalues of %XT and the eigenvalues of % Since E,E is symmetric and
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positive semi-definite, all of its eigenvalues are nonnegative. Since E,E. is nonzero almost surely, it thus
has at least one strictly positive eigenvalue. Thus, if X has any negative eigenvalues, H . does as well. The
characteristic polynomial of X is given by,

plg —LT,query

det(ul — X,) = det = 17 (1 = Nerqueny3) -

—Lr query H

Therefore, we know almost surely, X, has one negative eigenvalue. Thus H; has at least d + 1 negative
eigenvalues, and hence the quadratic form u " H,u is non-convex.

5.2 Dynamical system of gradient flow

We now describe the dynamical system for the coordinates of u above. We prove the following lemma in
Appendix A.2.

U u
Lemma 5.2. Let u = Vec (U) := Vec H 2\ as in Lemma 5.1. Consider gradient flow over

(u21)T U-1

1 2
L= §E (UTHTU — w:x’r,query) (5.3)

with respect to u starting from an initial value satisfying Assumption 3.3. Then the dynamics of U follows
d 2 2

fUH(t) = —u_lFAUHA +u_1A

dt

d 5.4)

au_l(t) = —tr |:u_1FAU11A(U11)T — AQ(UH)T} N

and uy2(t) = 0g,u21(t) = Og for all t > 0, where ' = (1 + %) A + + tr(A)I; € R4,

We see that the dynamics are governed by a complex system of d? + 1 coupled differential equations.
Moreover, basic calculus (for details, see Lemma A.1) shows that these dynamics are the same as those of
gradient flow on the following objective function:

. . 1
(R xR R, 0(Up,u_y)=tr §u2_1FAU11A(U11)T —u_1A*(Un)"|. (5.5)

Actually, the loss function lis simply the loss function L in (5.3) plus some constants that do not depend on
the parameter u. Therefore our problem is reduced to studying the dynamics of gradient flow on the above
objective function.

Our next key observation is that the set of global minima for ¢ satisfies the condition u_U;; = I'L.
Thus, if we can establish global convergence of gradient flow over the above objective function ?, then we
have that u_1(t)Uy1(t) — T =~y oo AL

Lemma 5.3. For any global minimum of 0, we have

u_qUy; =T (5.6)
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Putting this together with Lemma 5.2, we see that at those global minima of the population objective
satisfying U1 = (cF)_l, u—1 = c and w12 = w91 = 0y, the transformer’s predictions for a new linear
regression task prompt are given by

1 M 1
~ o Tp—1 T T\ -1 T
Yquery(E;0) = i E yit; I Tquery = w i E zix; | I Zquery B W' Tquery-
i=1 i=1

Thus, the only remaining task is to show global convergence when gradient flow has an initialization satis-
fying Assumption 3.3.

5.3 PL inequality and global convergence

We now show that although the optimization problem is non-convex, a Polyak-t.ojasiewicz (PL) inequality
holds, which implies that gradient flow converges to a global minimum. Moreover, we can exactly calculate
the limiting value of U1; and u_;.

Lemma 5.4. Suppose the initialization of gradient flow satisfies Assumption 3.3 with initialization scale

satisfying o* < mﬁ’r” forT = (14 A + "L 1, if we define
op

2

g
N VAR, e (T A ) e (AY)

1A0]% [2 — Vdo? Hruop] >0, (5.7)

then gradient flow on ? with respect to U1y and u_; satisfies, for any t > 0,

ol
6u_1

ol
oU

zu(@(Uu(t),u_l(t))— min E(Uu,u_l)).

U1 €ERI%d 41 €R

HvE(UH(t),u_l(t))Hz - ‘

F
(5.9)

Moreover, gradient flow converges to the global minimum of 0, and Uy and u_1 converge to the following,
3 -1
C R (5.9

1 _
Jim w2 (6) = [ and Jim 00 0) = 01

With these observations, proving Theorem 4.1 becomes a direct application of Lemma 5.1, 5.2, 5.3, and
Lemma 5.4. It then only requires translating U7 and u_1 back to the original parameterization using W1V
and WKQ,

6 Conclusion and future work

In this work, we investigated the dynamics of in-context learning of transformers with a single linear self-
attention layer under gradient flow on the population loss. In particular, we analyzed the dynamics of
these transformers when trained on prompts consisting of random instances of noiseless linear models over
anisotropic Gaussian marginals. We showed that despite non-convexity, gradient flow from a suitable ran-
dom initialization converges to a global minimum of the population objective. We characterized the pre-
diction error of the trained transformer when given a new prompt that consists of a training dataset where
the responses are a nonlinear function of the inputs. We showed how the trained transformer is naturally
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robust to shifts in the task and query distributions but is brittle to distribution shifts between the covariates
seen during training and the covariates seen at test time, matching the empirical observations on trained
transformer models of Garg et al. [Gar+22].

There are a number of natural directions for future research. First, our results hold for gradient flow on
the population loss with a particular class of random initialization schemes. It is a natural question if similar
results would hold for stochastic gradient descent with finite step sizes and for more general initializations.
Further, we restricted our attention to transformers with a single linear self-attention layer. Although this
model class is rich enough to allow for in-context learning of linear predictors, we are particularly interested
in understanding the dynamics of in-context learning in nonlinear and deep transformers.

Finally, the framework of in-context learning introduced in prior work was restricted to the setting where
the marginal distribution over the covariates (D,) was fixed across prompts. This allows for guarantees
akin to distribution-specific PAC learning, where the trained transformer is able to achieve small prediction
error when given a test prompt consisting of linear regression data when the marginals over the covariates
are fixed. However, other learning algorithms (such as ordinary least squares) are able to achieve small
prediction error for prompts corresponding to well-specified linear regression tasks for very general classes
of distributions over the covariates. As we showed in Section 4.3, when transformers with a single linear
self-attention layer are trained on prompts where the covariate distributions are themselves sampled from
a distribution, they do not succeed on test prompts with covariate distributions sampled from the same
distribution. By contrast, we demonstrated with experiments that larger, nonlinear transformer architectures
appear to be more successful in this setting but are still sub-optimal. Developing a better understanding of
the dynamics of in-context learning when the covariate distribution varies across prompts is an intriguing
direction for future research.
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A Proof of Theorem 4.1

In this section, we prove Lemma 5.1, Lemma 5.2, Lemma 5.3 and Lemma 5.4. Theorem 4.1 is a natural
corollary of these four lemmas when we translate «_; and Uy back to WPV and WK,

A.1 Proof of Lemma 5.1

For the reader’s convenience, we restate the lemma below.

Lemma 5.1. Let E, € RDXNHD) pe an embedding matrix corresponding to a prompt of length N
and weight wy. Then the prediction Yquery(E; 0) for the query covariate can be written as the output of a
quadratic function,

/y\query(ET; 0) = UTHT“:

where the matrix H is defined as,

H - EXT o <ETETT> € REUFDPX@H)? y Odxd Zr,query e RETDX(@E+D) (5 1)
2 N (xT,query)T 0
and
2 Ui uip
u = Vec(U) e R’ [ = € RUEFDx(d+1),

(u21) " u_y

where U1 = WﬁQ € R4 4 = wiv € R g = wé(lQ e R y_; = w{év € R correspond to
particular components of WPV and WEQ, defined in (3.5).

Proof. First, we decompose Wpy and W in the way above. From the definition, we know - query is the
right-bottom entry of f sa(E), which is

7 ) () [
Yr,query = ( U112 u_1) Lt query-
N (u21)'|'
We denote u; € R+ as the i-th column of ( (UZST> and x;query as the i-th entry of 2, query for ¢ € [d].

Then, we have

d d
~ i ETE‘;T 7 EjTEjTT
Yr,query = Zxﬂquery ((U12)T U—l) < N ) Uy = Ztl‘ |:u2 ((U12)T U—l) * L7 query < N >:|

i=1 i=1
Un T E.E]
= tr | Vec - <(u12)—r u_1> “Tr query @ ( NT >
(u21)
E.E]
1 Un w2 T U uiz Od(d+1)xd(d+1)  Trquery & ( N
= —tr [ Vec Vec : T
2 T T 2T ® E,E] 0
(u21) ' u_q (u21) ' w_q T,query N (d+1)x(d+1)

1 E.E]
= Etr [uuT-XT ® <TNT>]
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= <HT, uuT> .

Here, we use some algebraic facts about matrix vectorization, Kronecker product and trace. For reference,
we refer to [PP+08]. ]

A.2 Proof of Lemma 5.2

For the reader’s convenience, we restate the lemma below.

Ui uiz
Lemma 5.2. Let u = Vec (U) := Vec as in Lemma 5.1. Consider gradient flow over
(ug1)" wy
1 T T 2
L:=E (u" Hrw = 0] 7 query) (5.3)
with respect to u starting from an initial value satisfying Assumption 3.3. Then the dynamics of U follows

d
dtUll( ) = —’U/2,1]._‘AU11A + U_1A2

5.4
L) = — tr [u s PAU AU T — A2(U1)T
dt 1 — riu— 11 11 11 ’

and u15(t) = 0g,u21(t) = Oq forall t > 0, where T' = (14 +) A + % tr(A)I; € R

Proof. From the definition of L in (5.3) and the dynamics of gradient flow, we calculate the derivatives of
u. Here, we use the chain rule and some facts about matrix derivatives. See Lemma D.1 for reference.

% — IR ((HT,uuT>H ) u+ 2E (w ©r.query Hy ) u. (A1)

Step One: Calculate the Second Term We first calculate the second term. From the definition of H,, we
have

1 . E_ET
elefeamt] =338 a5 (57
=1

For ease of notation, we denote

1N
T
=< > wal (A2)
i=1
L E;E]
Then, from the definition of =5, we know
EET (A + 42 al Ay
T T N T,query T,query
N w,A, wl Aw

Since w; ~ N(0, I;) is independent of all prompt inputs and query input, we have

w:' Lr,quer x: very O
ZE|: TCIuery )®<N< ,qeyo query 0>>:|
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1< , We (Tr query - T 0
=D E []E {(xi,queryXT) ® (A;( T o))] x”‘”“y]
i=1
1 i E [WT | xT,query] Lr,query * quuery 0
T2 X;E (wT,queryXT) ® N 0 0 -
1=

Therefore, we have

T Arw;

~ T~
A wo Arw,.

1 ; j
E [wjxr,queryHT} 9 ZE (@7 query Xr) ® | wr

=1 w

a
T4 =)

Since X+ only depends on x; query by definition, and ;- query is independent of w; and x,;,7 = 1,2,..., N,
we have

T 1 d i i KT K7'2'U7'
E Wr l‘T,queryHT} = 5 E (‘TT,queryXT) QK Wr ~ ~
=1 | wIAT w;rATwT. |
1< | [Ogwa A . E(w!)A AR (wiw,)
24 I Al 0 E(wiw!)A E (wiw! Aw,) |
1A [Odxa A Oaxa A
== ®

23\ o AT 0

where A; denotes A.;. Here, the second line comes from the fact that EKT = A, and that w, is independent
of all prompt input and query input. The last line comes from the fact that w, ~ N(0, I;). Therefore, simple
computation shows that

1/0 A
E waT,queryHT} v= 2 ) U, (A.3)
AT 0(d+1)x (d+1)
where
Vi+w'
T d
A= V2 + Vs € RIGHDX(@H) |y Oaxa 2z Aijhi — Oaxa A € RUFDx(d+1)
0 0 0 0
Va+V,

(A4)

Step Two: Calculate the First Term Next, we compute the first term in (A.1), namely

D:=9E ((HT,uuT>HTu> .
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For simplicity, we denote Z, := %ETE: . Using the definition of H in (5.1) and Lemma D.1, we have
D =2E ((HT, uuT>HTu> (definition)

- %E [t (XT ® Zy Vec (U) Vec (U)T) (X, ® Zy) Vec (U)}

) (definition of H in (5.1) and u = Vec(U))
— E [t (Vec (Z,UX.) Vec (U)T) Vee (ZTUXT)}

_ (Vec(AXB) = (BT ® A) Vec(X) in Lemma D.1)

= “E [Vec(U)T - Vec (Z,UX,) - Vec (ZTUXT)]
) (property of trace operator)

d+1
1 +

= SE ;1 ((ZTUXT)ij Uij) Vee (Z,UX;)

Step Three: w12 and us; Vanish We first prove that if w12 = uo; = 0g4, then %ulg = 04 and %um = 0g4.
If this is true, then these two blocks will be zero all the time since we assume they are zero at initial time in
Assumption 3.3. We denote Ay. and A.; as the k-th row and k-th column of matrix A, respectively.

Under the assumption that u1o = w91 = 04, we first compute

A T A 1 T
A’Fw’Fu—ler,query (AT + NTrquery © xﬂquery) Ulle,que"y

(Z;UX;) = ~ —~
w: <A‘r> wrufll‘;—l:query w: <AT) Ullxr,query

Written in an entry-wise manner, it will be

([~
<ﬁ7) N W17, ery k.l e [d]
(ZUX,),, = (AT + N Trquery - xIQUery)k: UnZrquey k€ld,l=d+1 (AS)
. w] (A, Wt 1T ery leld,k=d+1 '
L w: KT Ulll‘f,query k=l=d+1

We use D;; to denote the (4, j)-th entry of the (d + 1) x (d + 1) matrix D such that Vec(D) = D. Now
we fix a k € [d], then

[ d+1

1
Dyay1 = §E Z ((ZTUXT)ij Uz‘j) (Z:UX7 )k a1
[ij=1

_ IR zd: ((ZTUXT)Z.J. Uij) (ZUX) i +%E [((ZTUXT)CHMH u_l) (ZTUXT)MH],

ij=1

(A.6)

since U; g41 = Ugy1,, = 0 for any i € [d]. For the first term in the right hand side of last equation, we fix
i,7 € [d] and have

E ((ZTUXT)ZJ Ul]) (ZTUXT)k,d+1

25



—~ . —~ 1
T
=k (Uij (AT)Z-. Wrl-127 query (AT + Sy Trauery * Trquery | UnZrquery | =0,
: k:

since w; is independent with all prompt input and query input, namely all z,; for i € [query|, and w; is
mean zero. Similarly, for the second term of (A.6), we have

E ((ZTUXT)d+1,d+1 “—1) (ZTUXT)k,d+1

N N 1
T
=K (U—lwr (AT> Uller,query : (AT + Nxﬁquery * T7,query Ulle,query =0
k:

since E (wTT ) = 0 and w; is independent of all z,; for ¢ € [query]. Therefore, we have Dy, 411 = 0 for
k € [d]. Similar calculation shows that Dy = 0 for k € [d].

For k € [d], to calculate the derivative of Uy, 441, it suffices to further calculate the inner product of the
d(d+ 1) + k throw of E [w, 2+ query -] and u. From (A.3), we know this is

d
1
32 M AUy =0
j=1

given that u12 = wug; = 04. Therefore, we conclude that the derivative of Uy 441 will vanish given w2 =
ug1 = 04. Similarly, we conclude the same result for Uy i, for k € [d]. Therefore, we know w12 = 04 and
ug1 = 04 for all time ¢ > 0.

Step Four: Dynamics of U;; Next, we calculate the derivatives of U1 given u12 = ug; = 04. For a fixed
pair of k, [ € [d], we have

d
1 1
Dy=3E|Y ((Z:UX7),; Uy ) (Z:UX2) | + SE (ZUX0) 1001 01) (ZUX)y]
ij=1
For fixed ¢, j € [d], we have
E [((ZTUXT)U UZJ) (ZTUXT)]CZ:| = UijuzlE [(AT) i wTa;Z",queryxi',queryw;'r (AT>J
_ 2 j ! X N
= Ut [o) et £ [ (R), (87),
= UijuzlAﬂle [(KT) ) <K7—)k:| .
Therefore, we sum over i, j € [d] to get
1| 1 N
SEIY ((ZTUXT)U Uij> (ZUXp)y| = SutiE ((AT>k: (AT>) Undy
ij=1

For the last term, we have

%E (ZUXD) 1401 01) (ZUX)] = %u%lﬂ«: ((KT>k; (3:)) vnia.
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So we have
Dy = 2 E ((KT);C: (KT)) Uni A,

Additionally, we have

0d(d+1)xd(d+1) A

T e .
2 [E (wT mT’q“eryHT) u} (I-1)(d+D)+k AT 0 “
(d+1)x(d+1) (1—1)(d+1)+k

(definition)
= (O(dﬂ)xd(dﬂ) Vi + VlT)k: -U  (definition of A in (A.4))
= A;Alu_l. (definition of V; in (A.4))

Therefore, we have that for k, [ € [d], the dynamics of Uy is

%Ukl = —u?|E ((/A\T> N (KT>> Unh; +u 1 Af Ay,

which implies

d ~\2
—Up = —u%lE <<AT) > Ui A + u_q1A>.

From the definition of KT (equation (A.2)), the independence and Gaussianity of x,; and Lemma D.2,
we compute

N 2
o ((/1)2) R (;f 3 xT’ix;) ) (definition (A.2))
_|_

=1
N -1 2 1
= [E (xﬂlazT 1)} NE (337,1507,15077@7,1)
(independence between prompt input)
N+1 1
_ TJVF A2 r(A)A. (Lemma D.2)
We define N1 )
Ni=— A+ —tr(A) 1. A7
N At ) (A7)

Then, from (A.1), we know the dynamics of Uy is

d
TUn= —u? TAUA + u_1 A2 (A.8)

Step Five: Dynamics of »_; Finally, we compute the dynamics of u_;. We have

d
1 1
Dasiass = 5E | S ((ZUX0),;Uy) (Z:UXo) gy i | + SE (ZUX ) 11 11) (ZeUX D)1 |-

i,j=1

(A9)
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For the first term above, we have

d
E Z <<Z7'UXT)ij Uij) (ZTUXT)dJrl,oHl
ij=1
d r .
—u1 Y UE|(B) cwow] - (AT> .Ullxﬂque,yg;;’query} (from (A.5))
L 1
i,j=1
d r ~ ~ .
=u_1 Z U;;E (AT)' . (AT) -Uua:mueryxi’query} (independence and distribution of w,)
L 1
ij=1
d _
=u_1 Z Ui;E (AT)' . (AT) -UUAJ} (independence between prompt covariates)
L 1
ij=1
d ~ ~ N2
:u_lEtr Z AjUij <A7—> . (AT) U11 = u_lEtr |:A(U'11)—r <A7—> U11:|
1
i,j=1

~\2 T
=u_1tr [E (AT> UHA(UH) :| .
For the second term in (A.9), we have

E [((ZTUXT)dHLd+1 u,l) (ZTUXT)deH} = u_E [wj (KT) U112 query 1 query (U11) T (KT) wT]
(from (A.5))

Therefore, we know

Additionally, we have

0 A
2 [IE (wq—l——xT,queryHT) u] — !( d(d+1)xd(d+1) ) u]
(d+1)2 AT
) (d+1)2

O(d+1)x(d+1
(from (A.3))

= <V1 +ViT L VgtV O(d+1)><(d+l)>d+1: U
(definition of A in (A.4))

d
= Z A:AJUﬂ = tr (A(UH)TA) .

ij=1
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Then, from (A.1), we have the dynamics of u_; is

d
U =—tr [u_ll“AUHA(UH)T — A2 Uy)T]. (A.10)

A.3 Proof of Lemma 5.3

Lemma 5.3 gives the form of global minima of an equivalent loss function. First, we prove that gradient
flow on L defined in (3.8) from the initial values satisfying Assumption 3.3 is equivalent to gradient flow
on another loss function ¢ defined below. Then, we derive an expression for the global minima of this loss
function.

First, from the dynamics of gradient flow, we can actually recover the loss function up to a constant. We
have the following lemma.

Lemma A.1 (Loss Function). Consider gradient flow over L in (5.3) with respect to u starting from an
initial value satisfying Assumption 3.3. This is equivalent to doing gradient flow with respect to Uy, and
u_1 on the loss function

~ 1
(U, um) = tr | u? TAURAU) T —uaA(00)T |- (A.11)

Proof. The proof is simply by taking gradient of the loss function in (A.11). For techniques in matrix
derivatives, see Lemma D.1. We take the gradient of £ on U7, to obtain

‘1 1
9 = *U%IATFTUHAT + *uz_erUHA — u_1A2 = u2_1FAU11A — U_1A2,
oU11 2 2

since I" and A are commutable. We take derivatives w.r.t. u_ to get

ol
= tr |:u_1PAU11A(U11)T — AZ(UH)T .
8’&_1
Combining this with Lemma 5.2, we have
d ol  d ol
—Up(t) = ———, —u_i(t)=— .
dtUll( ) 6U11’ dtu 1( ) au,l

O]

We remark that actually this is the loss function L up to some constant. This loss function 7 can be
negative. But we can still compute its global minima as follows.

Corollary A.2 (Minimum of Loss Function). The loss function Cin Lemma A.1 satisfies

~ 1
min (Ui, u_1) = —=tr [A’T!
Up1€RI%d 41 €R (Un ) 2 [ ]

and

1 2
(U, u_y) — min (Ui, ,u_y) = = HP% <u_1A%U11A% _ AF_1> H .
U1 €R*4 u_1€R 2 P
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Proof. First, we claim that
- 1 1 1 1 1 1 1\ " 1 2p—1
E(Un,u_l) = 51?1" I (U_1A2 U11A2 — AT ) (u_1A2 U11A2 — AT ) — §tr [A r ] .
To calculate this, we just need to expand the terms in the brackets and notice that I" and A are commutable:
1 1 -1 1 L A 21—1
tr |7 (uaABURAS = A7) (o ARDAR = AT ) | = b [A2D7

[ ( 2 AU A(Uy) TAY? — u AT ABUR A — ul(A2U ASD 4 T 2A2)} ~tr[AZDY

= tI'|: 1A2U11A []11)1—1\1/2 — U— 1AF A2U11A2 — U— 1A2U11A2F >i|

“qtr [FAfUHA(UH) Af} —u_1 tr |:PAP71A§U11A§ — FA§U11A§F71:|
(2) u2_1 tr |:FAU11A(U11)T:| — 2u,1 tr |:A2U11A%i|

=20 (U1, u_1).

Equations () and (77) use that I" and A commute.

+
Since I" = 0 and <u_1A§U11A5 — AT~ ) <u_1A%U11A% — AF*1> = 0, we know from Lemma
D.4 that

1 T
= tr [P- (u_lA%UuA% — Ar*l) (u_lA%UHA% . Ar*l) ] >0,
2
which implies
~ 1
E(Un,u,l) > —5 tr [A2F_1] .

Equality holds when
Un=T"" uq=1,

so the minimum of ¢ must be —2tr [A’T'"1] . The expression for ¢ (Ur1,u_1) — minf (U1, u_1) comes
from the fact that tr(AT A) = || A||3. for any matrix A. O

Lemma 5.3 is an immediate consequence of CorollaryA.2, since the loss will keep the same when we
replace (Uyy,u_1) by (cUy1, ¢ 'u_1) for any non-zero constant c.

A.4 Proof of Lemma 5.4

In this section, we prove that the dynamical system in Lemma 5.2 satisfies a PL inequality. Then, the PL
inequality naturally leads to the global convergence of this dynamical system. First, we prove a simple
lemma, which says the parameters in the LSA model will keep *balanced’ in the whole trajectory. From the
proof of this lemma, we can understand why we assume a balanced parameter at the initial time.

Lemma A.3 (Balanced Parameters). Consider gradient flow over L in (5.3) with respect to u starting from
an initial value satisfying Assumption 3.3. For any t > 0, it holds that

w?y = tr [Un(Un)T} . (A.12)
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Proof. From Lemma 5.2, we multiply the first equation in (5.4) by (Uy;) " from the right to get

(((ftUll(t)> (Ull(t))T = —u%erUllA(Ull)T + u_1A2(U11)T.

Also we multiply the second equation in Lemma 5.2 by u_ to obtain
d
<u_1(t)> u_l(t) =tr [—u2_1FAU11A(U11)T + u_lAQ(Ull)T .

Therefore, we have

r Kthn(t)> (Un(t))q _ <§tu_1(t)> s (t).

Taking the transpose of the equation above and adding to itself gives

%tr [Uu(t)(Uu(t))T} - % (u_1(t)?) .

Notice that from Assumption 3.3, we know that at ¢ = 0,
u_1(0)2 =02 =0c%1tr [@@T@@T} = tr [UH(O)(UH(O))T} .
So for any time ¢ > 0, the equation holds. U
In order to prove the PL inequality, we first prove an important property which says the trajectories of

u—_1(t) stay away from saddle point at origin. First, we prove that u_1 (t) will stay positive along the whole
trajectory.

Lemma A.4. Consider gradient flow over L in (5.3) with respect to u starting from an initial value satisfying
Assumption 3.3. If the initial scale satisfies

2
0<o<,|—), (A.13)
va|r|,,

u_1 > 0.

then, for any t > 0, it holds that

Proof. From Lemma A.1, we are actually doing gradient flow on the loss (. The loss function is non-
increasing, because

dj o dU11 8@ + du_l 3@ _ dUll
dt \ dt oUn dt "Ou_q/ dt
We notice that when u_1 = 0, the loss function £ = 0. Therefore, as long as £(U1(0), u_1(0)) < 0, then for

any time, u_; will be non-zero. Further, since u_1(0) > 0 and the trajectory of u_; (¢) must be continuous,
we know u_1(t) > 0 for any ¢ > 0.

2
<0.

F

du_1
dt

2 ’

F
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Then, it suffices to prove when 0 < o < \/3||2FH , it holds that £(U11(0),u_1(0)) < 0. From As-
op

sumption 3.3, we can calculate the loss function at the initial time:

_ 4
A(U11(0), u_1(0)) = % fr [M@@TA@@T} B [A%(ﬂ .

From the property of trace, we know
tr [A%@T} = tr [A@@TAT} = |AO|3.
From Von-Neumann’s trace inequality (Lemma D.3) and the fact that H e’ H = 1, we know

tr [FA00TA00 | < Vi||[46074607 | -|T]l,, < Va[A6} |06 | |l = Va|ASI L],

Therefore, we have

(o), ua0)) < Y47

o’ 2 |\/do?
% a6 [Vao? T, - 2]

IN

IAOF Tl — o* [ AOII7

From Assumption 3.3, we know [|AO|| # 0. From (A.7), we know T, > 0. Therefore, when

2
0<o<, |—,
Va|Tl,,

£(U11(0),u—1(0)) < 0.

we have

O

From the lemma above, we can actually further prove that the u_ (¢) can be lower bounded by a positive
constant for any ¢ > 0. This will be a critical property to prove the PL inequality. We have the following
lemma.

Lemma A.5. Consider gradient flow over L in (5.3) with respect to u starting from an initial value satisfying
Assumption 3.3 with initial scale 0 < o < \/&||2FH . For any t > 0, it holds that
op

2
g 2
uy > —2— A6 [2 — Vdo? |T|| } > 0. (A.14)
\/ 2Va|IAI, i
Proof. We prove by contradiction. Suppose the claim does not hold. From Lemma A.3, we know u? | =
tr [UH(UH)T} = HUHH%. From Lemma A.4, we know u_; = ||U11|| ;. Recall the definition of loss
function:

~ 1
E(UH, u_l) =tr [2u2_1FAU11A(U11)T — u_lAQ(UH)T] .
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Since ' = 0,A > 0, and they commute, we know from Lemma D.4 that A > 0. Again, since

=
UnA(Upn)' = (UHA%) (UHA%) = 0, from Lemma D.4 we have tr [%U%IFAUHA(UH)T} > 0.
So

E(Un,ufl) Z —tr [uflAQ(UH)T} .
From Von-Neumann’s trace inequality, we know for any ¢ > 0,
—tr [u A2(0)T| 2 =Vaduy A%, 0 | = —Vau2, AR,

Therefore, under our assumption that the claim does not hold, we have

~ 2 ~
iU u-1) 2 —Vau2 A2, > =5 883 [2= Vo [T, | 2 {U1(0), u-1(0).

Here, the last inequality comes from the proof of Lemma A.4. This contradicts the non-increasing property
of the loss function in gradient flow. 0

Finally, let’s prove the PL inequality and further, the global convergence of gradent flow on the loss
function ¢. We recall the stated lemma from the main text.

Lemma 5.4. Suppose the initialization of gradient flow satisfies Assumption 3.3 with initialization scale

satisfying 0% < \/3\\2F|| forT = (1+ %)A + tr](é\) 1,. If we define
op

2

g
N VAR, e (T A ) (A Y)

1A0]% [2 — Vdo? Hruop] >0, (5.7)

then gradient flow on 0 with respect to U1y and u_y satisfies, for any t > 0,

2

|viwn®,uam|, =

N ol
au,1

ol
U

> (E(Un(t),u_l(t)) i esz(Ull,u_l)> .
11 ,U—1

F
(5.8)

Moreover, gradient flow converges to the global minimum of 0, and Uy1 and u_q converge to the following,
. =13 . =13 p-1
Jim wy (8) = ([T 2 and Jim Uy (t) = ||| 2 70 (5.9)

Proof. From the definition and Lemma A.5, we have

2

o¢
IVE(Un, u)l5 > H 50 |, = |u? ;TAULA — u_i A%
2
=2, HFA% (w120 A3 = AT 1) A .
2 2
o 2 2 1 1 1 1 1
> 7 |AO|3 [2 - Vdo? |1, HFA2 w1 AU AT — AD7L) A
2\/[1HAHzp F[ P] ( ) F
(A.15)
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To see why the second line is true, recall that u_; € R and I" and A commute. The last line comes from the
lower bound of v_; in Lemma A.5. From Corollary A.2, we know

1 T
f— min E(Ull,u_l) = —tr |:F (u_lA%UllA% - AF_1> (u_lA%UllA% - AF_1> :|
Ui €RIXd y_1€R 2
12 1 1 “1\ |2
= *HFQ (u,1A2U11A2 — AT )H .
2 F
Therefore, we know that
1 2 2 2
(—  min  lUpu) <= HPA% (u_lA%UHA% - Arfl) Azl HF*%A*% HA*%
Uy €Rdxd y_ 1 €R 2 F F F

1 2
— 5 rad (uoabonad - A=) a3 e (0T o (A7)

(A.16)
We compare (A.15) and (A.16) to obtain that in order to make the PL condition hold, one needs to let

0,2

P VAL, (0 TA ) b (AT

Once we set this 1, we get the PL inequality. The p is positive due to the assumption for o in the lemma.
From the dynamics of gradient flow and the PL condition, we know

d (- - . _Jdun ot duy 00 \  ||dUy
dt<£_Ullgﬂggldr,lu_leRE(Un,u_l)) _< dt ’8U11>+< dt ’8u_1>_ H dt

— 1 <17— min Z(Ull,u_1)> .

U1 ERIXd 41 €R

1A81% [2 = Vo T, | > 0.

2

F

du_1 2

dt

IN

Therefore, we have when t — oo,

0< /- min (Ui, u_q) < exp (—ut) [€(U11(0),u_1(0)) — min {(Uir,u_q)| = 0,
S (U1, u—1) < exp( u)[( 11(0),u-1(0)) el (Un 1)]

which implies

lim [Z_ min Z(Ull,u_l)] =0.

t—o0 U11€RdXd,u,1eR

From Corollary A.2, we know this is
2
HP% <u_1A%U11A% — AF71> HF — 0.
Since I" and A are non-singular and positive definite, and they commute, we know

2
st~ 2 < [rsact [ os (waabona —ar )| ai] o

2
F

2
F

This implies v_1Uy; — I'™' — 0gxq entry-wise. Since u_; = U1 , we know

u?y = |lu1Unllp — HF_1HF'

Therefore, we know

lim () = |03 and Jim U (1) = [0 270
oo

t—o00
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B Proof of Theorem 4.2

In this section, we prove Theorem 4.2, which characterizes the excess risk of the prediction of a trained LSA
layer with respect to the risk of best linear predictor, on a new task which is possibly non-linear. First, we
restate the theorem.

Theorem 4.2. Let D be a distribution over (z,y) € R? x R, whose marginal distribution on x is D, =
N(0, A). Assume Ep|y], Ep[zy], Eply?xa "] exist and are finite. Assume the test prompt is of the form

ii.d. .
P = (z1,y1,. ., TM, YM, Tquery), Where (4, Ys), (Zquerys Yquery) "D, Let fisa be the LSA model with
parameters WV and W*K ?in (4.1), and Yquery is the prediction for Tquery given the prompt. If we define

a:= A_lE(Ly)ND [zy], Y :=E@y)~p [(my —E(zy) ) (zy — E (zy) )T} , 4.5)

then, forT' = A + %A + % tr(A)Ig. we have,

E (/y\query - yquery)2 = min E (<w7 xquery> - Z/query)2
weRd

Error of best linear predictor

1 _ 1
37t [SU2A] + o5 [ lalans + 260(A) [lal ooy + tr(A)? falfay ] . 46)

N iid.
where the expectation is over (i, Y;), (Zquery, Yquery) ~ D.

Proof. Unless otherwise specified, we denote E as the expectation over (z;, i), (Tquerys Yquery) iLd
D. Since when (z,y) ~ D, we assume E[z],E[y],E[zy], Elzz "], E[y?zx"] exist, we know that
E ((w, Zquery) — Yquery)” exists for each w € R%. We denote

a = argminE ((w, Tquery) — yquery)2
weR4

as the weight of the best linear approximator. Actually, if we denote the function inside the minimum above
as R(w), we can write it as

R(w) = wTAw —2E (yQUery : xluery) w + IEyguery‘

Since the Hessian matrix awaiTR(w) is A, which is positive definitive, we know that this function is strictly

ow
convex and hence, the global minimum can be achieved at the unique first-order stationary point. This is

a=A"'E (Yquery = Tquery) - (B.1)
We also define a similar vector for ease of computation:

b=T""E (Yquery - Tquery) - (B.2)
Therefore, we can decompose the error as

E (@\query - yquery)2 =E (<a7 SUquery> - yquery)2 +E (Z/U\query - <ba l‘query>)2
1 1T
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+E (<b7 xquery) - <CL, xquery))z +2E (?/J\query - <b7 xquery>) (<a7 $query> - yquery)

fIrI v
+2E (Z/y\query - <b7 xquery>) (<b7 xquery> - <a7 $query>) +2E (<b7 xquery) - <a7 xquery>) (<CL, xquery> - yquery)
\'% VI

The term I is the first term on the right hand side of (4.6). So it suffices to calculate II to VL.

xquery):|

mquery> (<baxquery> - <aa$query>):| =0,

First, from the tower property of conditional expectation, we have

V =2E |:E <(§J\query - <b> quuery)) (<b> :Uquery) - <a7 xquery))

== 2]:E |:E <:/y\query - <b7 $query>

since

E <g//\query - <b, xquery)

1 & !
xquery) = (EM Z%F_liﬂi - b) LTquery = 0.

i=1
Similarly, for IV, we have
IV = 2E (Z/J\query — <b, l‘query>) (<a> xquery> - yquery)

= 2E |:E <(/y\query - <b7 xquery>> (<a7 xquery> - yquery)

Lquery yquery> :|

Lquery yquery) (<a> $query> - yquery):|

=2E |:]E <§query — <b,$query>

=0.

For VI, we have
VI =2Etr {(b —a) ({a, Tquery) — Yquery) x;—uery]
= 2tr [(b - a)aTA] —2tr [(b —a)E (yquerymzuery)} =0,

where the last line comes from the definition of a. Therefore, all cross terms vanish and it suffices to consider
IT and III.

For II, from the definition we have

II

| M T | M
=K (M Zl yir; — E (yquery : $query)> F_1-Tquery-’Ej‘—ueryl—‘_1 (M Zl yix; — E (yquery : mquery))
1= 1=

1 1 '
=E tr (M Z; yir; — E (yquery : xquery)) (M ; yir;i — E (yquery : xquery)) I2A

(property of trace and the fact that I and A commute)
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M
1 _
Ve Z Etr {(yle — E (Yquery * Tquery)) (¥5Zj — E (Yquery - $query))T r QA}
4,Jj=1

1 _
:ME tr {(y1961 —-E (yquery : xquery)) (ylxl —E (yquery : xquery))—r r 2A}

(all cross terms vanish due to the independence of x;)
1
=3 [Er2A].
The last line comes from the definition of ..

For III, we have
nr=E(@®b - a)quueryx;—uery(b —a)=a A=A HAT T - A YHAa

=tr {(I — I‘A_l)2 F_2A3aaT] (property of trace and the fact that I and A commute)
1 SN2 e

= mtlr [(Id +tr(A)ATH)T 2A3aaT}
1 - - J—

= [tr(I‘ 2A%aa") + 2tr(A) tr(D72A%aa ") + tr(A)? tr(D 2 AaaT)} _

Combining all terms above, we conclude. ]

C Proof of Theorem 4.5

The proof of Theorem 4.5 is very similar to that of Theorem 4.1. The first step is to explicitly write out
the dynamical system. In order to do so, we notice that the Lemma 5.1 does not depend on the training
data and data-generaing distribution and hence, it still holds in the case of a random covariance matrix.
Therefore, we know when we input the embedding matrix E; to the linear self-attention layer with parameter
0 = (WEQ WFV) the prediction will be

/y\query(ET; 0) = UTHTU,

where the matrix H; is defined as,

H-lx <EETT> e REtx@rz [ Odxd o Travey | b«
2 N (Trquery) 0
and
u = Vec(U) € RED* = U e € R+ x(d+1)
(uo1) " u_q

where U1 = WﬁQ € RIXd gy = whlV € RIX1 49 = ng e R 44 = whY € R correspond to
particular components of WV and W@, defined in (3.5).
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C.1 Dynamical system

The next lemma gives the dynamical system when the covariance matrices in the prompts are i.i.d. sampled
from some distribution. Notice that in the lemma below, we do not assume A, are almost surely diagonal.
The case when the covariance matrices are diagonal can be viewed as a special case of the following lemma.

Lemma C.1. Consider gradient flow on (4.10) with respect to u starting from an initial value that satisfies
Assumption 3.3. We assume the covariance matrices A, are sampled from some distribution with finite third

Ui uiz
moment and A, are positive definite almost surely. We denote u = Vec (U) := Vec and

define
1 dxd
r; <1+N>A +N r(A;)I; € R4

Then the dynamics of U follows

d
ZUn(t) = e E[L-AUnA;] +u B [A7]

(C.1H)
d
&u 1(t) = —u_1 trE [FTATUHAT(UH)T} + tr (E [Az] (U11)T> ,

and u12(t) = 0g,u21(t) = 0g forall t > 0.

Proof. This lemma is a natural corollary of Lemma 5.2. Notice that Lemma 5.2 holds for any fixed positive
definite A;. So when A is random, if we condition on A, the dynamical system will be

%Ull( ) = —u 1 [ A U11A ] +uU_q [Az]
q (C.2)
—U— 1(t> = —u_1tr [FTA.,-UHAT(UH)T} + tr ([Az] (UH)T) s

and u12(t) = 04, u21(t) = 04 for all ¢ > 0. Then, we conclude by simply taking expectation over A,.  [J

The lemma above gives the dynamical system with general random covariance matrix. When A, are
diagonal almost surely, we can actually simplify the dynamical system above. In this case, we have the
following corollary.

Corollary C.2. Under the assumptions of Lemma C.1, we further assume the covariance matrix A, to be
diagonal almost surely. We denote u;;(t) € R as the (3, j)-th entry of U11(t), and further denote

[ d
N+1
i = E + S +N)\32 S Al
7j=1
&zE[AQ i (C.3)
d
[N +1
CZ]:]E N )\2 )\7]+ 7'7] ZATk
L k=1
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for i,j € [d], where the expectation is over the distribution of A.. Then, the dynamical system (C.1) is
equivalent to

d .
auu( ) = —Yiu 1um + gzu 1 Vi e [d]>
d .,
&ul]( ) Q] —1Uij Vi 7é J € [d]7 (C4)
d
T 1( Z yiuoqug] = Y Giuorug + Z &iiil -
i=1 i#£j
Proof. This is directly obtained by rewriting the equation for each entry of U;; and recalling the assumption
that A (and hence I';) is diagonal almost surely. ]

C.2 Loss function and global minima

As in the proof of Theorem 4.1, we can actually recover the loss function in the random covariance case, up
to a constant.

Lemma C.3. The differential equations in (C.4) are equivalent to gradient flow on the loss function

1
legm(Uii,u—1) = Etr {2U21FTATU11AT(U11)T - U—lAg(Un)T]
d (C.5)

1
[viu? ud] + 3 Z gijuz—lu?j - Z [Siuiiu—1]

1 i£] i=1

with respect to u;;Vi, j € [d] and u_y, from an initial value that satisfies Assumption 3.3.

N —
[]=

1

Proof. This can be verified by simply taking gradient of £,4, to show that

— Ui = — Vield, —uj=-— v eld, —u_1=- .
ar Oui; v€ld, at ' Ou;j i#7 €ld, ac Ou_q
O
Next, we solve for the minimum of ¢4, and give the expression for all global minima.
Lemma C.4. Let L.y, be the loss function in (C.5). We denote
min f,gm = min 14 Uii,u_q).
rdm UueRdXd,u,leR rdm( 11 1)
Then, we have
1L ¢
inlgm = —= = C.6
min £gm 5 ZZ: % (C.6)
and
grdm(Ulla Ufl) min ygm = Z’Yz (Uuu 1— ) Z Czy 1“1] (C.7
%#J
Moreover, denoting w;j as the (i, j)-entry of U1, all global minima of {,g4m satisfy
U1 - U5 = H(’i = j) . é (C.S)
Yi
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Proof. From the definition of /,4,,, we have
SRR XS,
tan =33 (i - £) 3 et -3 5 1508
z;éj i=1 "

The equation holds when u;; = 0 for i # j € [d] and u—_ju;; = % for each ¢ € [d]. This can be achieved by

simply letting u_1 = 1 and uy; = % for i € [d]. Of course, when we replace (u_1,u;;) with (cu_1, ¢~ uy;)
for any constant ¢ # 0, we can also achieve this global minimum. 0

C.3 PL Inequality and global convergence

Finally, to end the proof, we prove a Polyak-t.ojasiewicz Inequality on the loss function £,4,, and then prove
global convergence. Before that, let’s first prove the balanced condition of parameters will hold during the
whole trajectory.

Lemma C.5 (Balanced condition). Under the assumptions of Lemma C.1, for any t > 0, it holds that
ul, = tr [UH(UH)T} . (C.9)

Proof. The proof is similar to the proof of Lemma A.3. From Lemma 5.2, we multiply the first equation in
(C.1)by (U11) " from the right to get

[(iUH( )} (Un)T = —u2,E [rTATUHAT(UH)T} +uiE [AE(UH)T} .

Also we multiply the second equation in Lemma C.1 by u_1 to obtain

( 4, 1(t)> u_i(t) = —u?, trE [FTATUUAT(UH)T} Fulgtr (IE [A2] (UH)T) ,

dt
(G o]« (o)

Taking the transpose of the equation above and adding to itself gives

Therefore, we have

© e o OOn )] = & @ 0?).

Notice that from Assumption 3.3, we know that
u_1(0)2 =02 = o2 tr [@@T@eﬂ — tr [UH(O)(UH(()»T} .

So for any time ¢ > 0, the equation holds. O

Next, similar to the proof of Theorem 4.1, we prove that, as long as the initial scale is small enough, 11
will be positive along the whole trajectory and can be lower bounded by a positive constant, which implies
that the trajectories will be away from the saddle point at the origin.
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Lemma C.6. We do gradient flow on {,qm with respect to u; j (Vi, j € [d]) and u_y. Suppose the initializa-
tion satisfies Assumption 3.3 with initial scale

2|[EA,Of;
0<o< IEA, Ol 5 (C.10)
\/a E ||F7'H0p ||AT”F
then for any t > 0, it holds that
u_1(t) > 0. (C.11)
Proof. From the dynamics of gradient flow, we know the loss function £,4y, is non-increasing:
Cwrdm Z 8£rdm duzg aerdm . du_q _ Z aErdm 8grdm 2 <0.
Ou;;  dt 8u_1 Ou;j ou_q1| —
,j=1 1,j=1
Since we assume U11(0) = ©0 T, we know the loss function at t = 0 is
4
Cram (U11(0), u_1(0)) = E tr [UQFTAT@GTATGGT - aQAZ@@T] :
From the property of trace, we know
Etr [&Ai@@ﬂ = 0% |[EA, 0%
From Von-Neumann’s trace inequality and the assumption that H@@T H » = 1, we know
4
Etr (;FTAT(%@TATGG)T] <7 fIE 1T+, @TAT@@THF
o Vi[eeT | ) _ oV :
< —— 5L [EIIC |, [A- 13| = T3 [E NIl 14711

From the assumptions on © and A; we know EA-© # 0gxq and E [|[T'-[|,,, |A-||% > 0. Therefore, com-
paring the two displays above, we know when (C.10) holds, we must have £,4n(0) < 0. So from the non-
increasing property of the loss function, we know £,4m(t) < 0 for any time ¢ > 0. Notice that when u_; = 0,
the loss function is also zero, which suggests that u_; (¢) # 0 for any time ¢ > 0. Since u_;(0) > 0 and the
trajectory of u_1 must be continuous, we know that it stays positive at all times. 0

Lemma C.7. We do gradient flow on {,qm, with respect to u; j (i, j € [d]) and u_1. Suppose the initializa-
tion satisfies Assumption 3.3 and the initial scale satisfies (C.10). Then, for any t > 0, it holds that

o2 2 2
) > ————— |2||EAO|% — Vdo? |E|T,] . ||A, > 0. C.12
u_1(t) > \/2\/&IIIEA%IIO,,[ [ % o |E[[T7][,, | ”FH (C.12)

Proof. From the dynamics of gradient flow, we know /,4,,, is non-increasing (see the proof of Lemma C.6).
Recall the definition of the loss function:

1
loam(Ur1,u—1) = Etr [nglFTATUnAT(Un)T - ulAz(Un)T] .
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Since A, commutes with I';- and they are both positive definite almost surely, we know that 'z A; = Ogxq
almost surely from Lemma D.1. Again, since UHAT(UH)T > 0g4xq almost surely, from Lemma D.1 we
have tr [%UZFTATUHAT(UH)T] > 0 almost surely. Therefore, we have

Cam(Unn,u_1) > —Etr [u_lAi(UH)T} S [u_l (EA2) (UH)T] .

From Von Neumann’s trace inequality (Lemma D.3) and the fact that u_1(¢) > 0 for any ¢ > 0 (Lemma
C.6), we know £yqm(Ur1(t),u_1(t)) > —Vdu_; HEAZHOP |U11]| - - From Lemma C.5, we know u? | =

tr(Up (Un1) ") = ||Un||% - Since u_y (t) > 0 for any time, we know actually u_y (t) = ||Uy1 ()| z. So we
have
Cram (U1 (8), u_1()) > —Vdu_1(t)? [EAZ]|,, -

From the proof of Lemma C.6, we know

o*Vd
2

Lram (Un1(t), u—1(t)) < Ledam(U11(0), u-1(0)) < {E 10 (] o HATH%} — o? |EA,O|7.

Combine the two preceding displays above, we have

0'2 2 2
u1(t)> | ———— |2||EA,O|% — Vdo? |E||T,|| . ||A, > 0.
1(t) > \/2\/3IIIEA$IIOP | 2 [ 1T I HF”

The last inequality comes from Lemma C.6. O

Finally, we prove the PL Inequality, which naturally leads to the global convergence.

Lemma C.8. We do gradient flow on {,qm, with respect to u; j (i, j € [d]) and u_1. Suppose the initializa-
tion satisfies Assumption 3.3 and the initial scale satisfies (C.10). If we denote

n = min {v;, 4 € [d]; (j,i # j € [d]}

and
2
n-o [ 2 2 2

pi=— 1% IEAO|% - Vi [E T [IA. H >0, C.13
v, [2IEA-Ol Il 11 c.13)

then for any t > 0, it holds that

d 2
aEr m agr m .
[V am (U1, u—1) 15 = > aud- ’3ud1 > U (Uram — min Lygrn) - (C.14)
ij=1 v -

Additionally, {,qm converges to the global minimal value, u;; and u_1 converge to the following limits,

4 e ~i ‘ < ¢ i
lim uij(t)—ﬂ(i—j).lzg] 2 Vield, lim u_l(t)—lzvf] : (C.15)
i=1 "

t—o00 : t—o00
i=1 77, ’Yz
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Translating back to the original parameterization, we have this is equivalent to

_1
L [ED.A2Z) TR [AZ] 04

ET,;A2] ' E [A2
lim WEQ(t) = H[ d (A7) F :
t—o0 0;— 0
0 0
lim WP (e = | ‘ .
e 07 || Eraz T E (A2

where I, = %AT + % tr(A;)I; € R%? and E is over A,.
Proof. First, we prove the PL Inequality. From Lemma C.4, we know

grdm(Ullanl) min fygm = Z'}/z (Uzzu 1— ) ZC%] luz]7

Z#J

where &;, (;;,7; are defined in (C.3). Meanwhile, we calculate the square norm of the gradient of £,qp,:

2 d 8€rdm 2 aErdm 2 8Erdm 2
|Vlam (U1, u—1)||5 := ”221 Dy Ou_q Ouj
d .
=3ty (- ) e
i=1 i #J

Comparing the two displays above, we know in order to achieve HV&deg > U (lgm — minlegy) , it
suffices to make

Yiu_1(t)* >

Ciju—1(t)?* >

Vi € [d],

Vi # j e [d].

RN R

We define 7 := min {~;, (;j,% # j € [d]}, then it is sufficient to make

nu_1(t)* >

| R

From Lemma C.7, we know that we can actually lower bound u_; from below by a positive constant. Then,
the inequality holds if we take

2
n-o ) ) ,
= —=———|2|EA;© — \/ﬁa E|T; A, >0

2V/d||EAZ],, [ | I Tl | HF”

Therefore, as long as we take v as above, a PL inequality holds for ¢,q.
With an abuse of notation, let us write £;dm(t) = lrdm(U11(t),u—1(t)). Then, from the dynamics of
gradient flow and the PL Inequality ((C.14)), we know

d

37 [fram (1) = min Lrgm] = = [ Vhram (D)5 < = (bram(£) — min Cram)
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which by Gronwall’s inequality implies
0 < lygm(t) — minlygym < exp(—vt) [ligm(0) — min ,gy,] — 0

when t — o0o. From Lemma C.4, we know

d 2
E i (uiiu_l — &> + E Ciju%lu?j — 0 when ¢t — oo.
° Vi —
1=1 i1#£j

This implies
UiU—1 — é Vi € [d],
Yi (C.16)

Ui U—1 — 0 Vi 7'&] S [d]
We take square of w;;(t)u—1(t) and w;;(t)u—;i(t), then sum over all 4,5 € [d]. Then, we get
2
uz,l szzl ufj — Z;j:l % From Lemma C.5, we know for any ¢ > 0, u_1()? = tr (UH(UH)T) =

d 2
i j—1Uj;- So we have

d d g2
ur ()t =y Z uf — Z =5,

i,j=1 i=1 i

which implies )

d ¢ I

u_1(t) — [Z 72] (C.17)

i=1 't

when ¢ — co. Combining (C.16) and (C.17), we conclude
_1
| £ g el s
uij(t) >0 Vi#jeld], uu(t)— [2712] o Vi € [d].
i=1 "1

D Technical lemmas

Lemma D.1 (Matrix Derivatives, Kronecker Product and Vectorization, [PP+08]). We denote A, B, X as
matrices and x as vectors. Then, we have

« 2 Bx _ (B4 BT)x.

* Vec(AXB) = (B" ® A) Vec(X).

¢ tr (ATB) = Vec(A)T Vec(B).

« 2 tr (XBX') =XB' +XB.
o 2 tr(AXT) = A.
« % tr (AXBX'C) =ATC'XB" + CAXB.
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Lemma D.2. If X is Gaussian random vector of d dimension, mean zero and covariance matrix A, and
A € R¥™4 s g fixed matrix. Then

E [XXTAXXT} — A <A + AT) A+ tr(AA)A.
Proof. We denote X = (X1, ..., X4)". Then,

XXTAXXT=X(XTAX)XT = [ Y A;Xix; | XxT.
ij=1

So we know (XX TAXX "), = <Egj:1 Ainin) X1 X;. From Isserlis’ Theorem in probability theory

(Theorem 1.1 in Michalowicz et al. [Mic+09], originally proposed in Wick [Wic50]), we know for any
i,7,k,l € [d], it holds that

E[XinXle] = AijAkl + AikAjl + AilAjk-
Then, we have for any fixed &, € [d],
d
E(XXTAXX "), = Z AijNij Ny + A NN + Aig Ay Ay
ij=1
= tr(AA) Ay + AL (A+ ATA,.

Therefore, we know
E(XXTAXXT) = A (A + AT) A+ tr(AA)A.

Lemma D.3 (Von-Neumann’s Trace Inequality). Let U,V € R¥™™ with d < n. We have

tr (UTV> Zaz ) < 1 U]lop x Zg, ) <V |U)lopllV | 7
where o1(X) > 09(X) > --- > 04(X) are the ordered singular values of X € RI¥",
Lemma D.4 ((MR99]). For any two positive semi-definitive matrices A, B € R¥™% we have

* tr[AB] > 0.

* AB = 0if and only if A and B commute.
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E Experiment details

In this section, we provide more details for the experiment in Figure 1. Our experimental setup is based on
the codebase provided by Garg et al. [Gar+22], with a modification that allows for the possibility that the
covariate distribution changes across prompts. We use the standard GPT2 architecture with 256 embedding
size, 12 layers and 8 heads [Rad+18] as implemented by HuggingFace [Wol+20]. For the GPT2 models, we
use the embedding method proposed by Garg et al. [Gar+22], where instead of concatenating x and ¥ into a
single token, they are treated as separate tokens. It is also worth noting that the training objective function
for the GPT2 model is different than those we consider for the linear self-attention network: for the GPT2
model, the objective function is the average over the full length of the context sequence (predictions for each
x; using (zg, yx)k<i), while in our setting the objective function is only for the final query point. However,
in the figure, for both GPT2 and the linear self-attention model the error plotted corresponds to the error for
predicting the final query point.

In all experiments, covariates are sampled from a mean-zero Gaussian in d = 20 dimensions with either
fixed or random covariance matrix. For the fixed covariance case, we fix the covariance matrix to be identity;
for the random case, the covariance matrices are restricted to be diagonal and all diagonal entries are i.i.d.
sampled from the standard exponential distribution. The linear weights in all tasks are i.i.d. sampled from
standard Gaussian distribution and also independently from all covariates. We trained the model for 500000
steps using Adam [KB14] with a batch size of 64 and learning rate of 0.0001. We use the same curriculum
strategy of Garg et al. [Gar+22] for acceleration.

For testing the trained model, we used ordinary least squares as a baseline which is optimal for noiseless
linear regression tasks. For prompts at test time, covariates are sampled i.i.d. from a mean-zero Gaussian
distribution. For the fixed-covariance evaluation, the covariance is the identity matrix. In the random-
covariance evaluation, the covariance is a random diagonal matrix with diagonal entries sampled from the
standard exponential distribution, multiplied by a scaling coefficient ¢ € {1,4, 9}, i.e. for each task 7, the
covariance matrix in the random case is

Ar =c-diag (A1, ..., A\ra)

where A;; RS Exponential(1) for any 7 and ¢ € [d]. The plots in Figure 1 show the error averaged over
642 prompts, where we sample 64 covariance matrices for each curve and 64 prompts for each covariance
matrix. We compute 90% confidence interval over 1000 bootstrap trials for each teat.
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