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Abstract

Variational Autoencoders (VAEs) have gained significant popularity among researchers as a powerful
tool for understanding unknown distributions based on limited samples. This popularity stems partly
from their impressive performance and partly from their ability to provide meaningful feature representa-
tions in the latent space. Wasserstein Autoencoders (WAEs), a variant of VAEs, aim to not only improve
model efficiency but also interpretability. However, there has been limited focus on analyzing their sta-
tistical guarantees. The matter is further complicated by the fact that the data distributions to which
WAES are applied - such as natural images - are often presumed to possess an underlying low-dimensional
structure within a high-dimensional feature space, which current theory does not adequately account for,
rendering known bounds inefficient. To bridge the gap between the theory and practice of WAES, in this
paper, we show that WAEs can learn the data distributions when the network architectures are properly
chosen. We show that the convergence rates of the expected excess risk in the number of samples for
WAES are independent of the high feature dimension, instead relying only on the intrinsic dimension of

the data distribution.

1 Introduction

The problem of understanding and possibly simulating samples from an unknown distribution only through
some independent realization of the same is a key question for the machine learning community. Parallelly
with the appearance of Generative Adversarial Networks (GANs) (Goodfellow et al., 2014), Variational
Autoencoders (Kingma and Welling, 2014) have also gained much attention not only due to their useful
feature representation properties in the latent space but also for data generation capabilities. It is important

to note that in GANs, the generator network learns to create new samples that are similar to the training
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data by fooling the discriminator network. However, GANs and their popular variants do not directly
provide a way to manipulate the generated data or explore the latent space of the generator. On the other
hand, a VAE learns a latent space representation of the input data and allows for interpolation between
the representations of different samples. Several variants of VAEs have been proposed to improve their
generative performance. One popular variant is the conditional VAE (CVAE) (Sohn et al., 2015), which
adds a conditioning variable to the generative model and has shown remarkable empirical success. Other
variants include InfoVAE (Zhao et al., 2017), S-VAE (Higgins et al., 2017), and VQ-VAE (Van Den Oord
et al., 2017), etc., which address issues such as disentanglement, interpretability, scalability, etc. Recent
works have shown the effectiveness of VAEs and their variants in a variety of applications, including image
(Gregor et al., 2015) and text generation (Yang et al., 2017), speech synthesis (Tachibana et al., 2018), and
drug discovery (Gémez-Bombarelli et al., 2018). A notable example is the DALL-E model (Ramesh et al.,
2021), which uses a VAE to generate images from textual descriptions.

However, despite their effectiveness in unsupervised representation learning, VAEs have been heavily
criticized for their poor performance in approximating multi-modal distributions. Influenced by the superior
performance of GANS, researchers have attempted to leverage this advantage of adversarial losses by incor-
porating them into VAE objective (Makhzani et al., 2016; Mescheder et al., 2017). Wasserstein Autoencoder
(WAESs) (Tolstikhin et al., 2018) tackles the problem from an optimal transport viewpoint. Incorporating
such a GAN-like architecture, not only preserves the latent space representation that is unavailable in GANs
but also enhances data generation capabilities. Both VAEs and WAEs attempt to minimize the sum of a
reconstruction cost and a regularizer that penalizes the difference between the distribution induced by the
encoder and the prior distribution on the latent space. While VAEs force the encoder to match the prior
distribution for each input example, which can lead to overlapping latent codes and reconstruction issues,
WAES force the continuous mixture of the encoder distribution over all input examples to match the prior
distribution, allowing different examples to have more distant latent codes and better reconstruction results.
Furthermore, the use of the Wasserstein distance allows WAESs to incorporate domain-specific constraints
into the learning process. For example, if the data is known to have a certain structure or topology, this
information can be used to guide the learning process and improve the quality of generated samples. This
results in a more robust model that can handle a wider range of distributions, including multimodal and
heavy-tailed distributions.

While VAE and its variants have demonstrated empirical success, little attention has been given to
analyzing their statistical properties. Recent developments from an optimization viewpoint include Rolinek
et al. (2019), who showed VAEs pursue Principal Component Analysis (PCA) embedding under certain
situations, and Koehler et al. (2022), who analyzed the implicit bias of VAEs under linear activation with two

layers. For explaining generalization, Tang and Yang (2021) proposed a framework for analyzing excess risk
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for vanilla VAEs through M-estimation. When having access to n i.i.d. samples from the target distribution,
Chakrabarty and Das (2021) derived a bound based on the Vapnik-Chervonenkis (VC) dimension, providing a
guarantee of O(n~1/?)-convergence with a non-zero margin of error, even under model specification. However,
their analysis is limited to a parametric regime under restricted assumptions and only considers a theoretical
variant of WAEs, known as f-WAEs (Husain et al., 2019), which is typically not implemented in practice.

Despite recent advancements in the understanding of VAEs and their variants, existing analyses fail to
account for the fundamental goal of these models, i.e. to understand the data generation mechanism where
one can expect the data to have an intrinsically low-dimensional structure. For instance, a key application
of WAES is to understand natural image generation mechanisms and it is believed that natural images have
a low-dimensional structure, despite their high-dimensional pixel-wise representation (Pope et al., 2020).
Furthermore, the current state-of-the-art views the problem only through a classical learning theory approach
to derive O(n~'/2) or faster rates (under additional assumptions) ignoring the model misspecification error.
Thus, such rates do not align with the well-known rates for classical non-parametric density estimation
approaches (Kim et al., 2019). Additionally, these approaches only consider the scenario where the network
architecture is fixed, but in practice, larger models are often employed for big datasets.

In this paper, we aim to address the aforementioned shortcomings in the current literature and bridge

the gap between the theory and practice of WAEs. Our contributions include:

e We propose a framework to provide an error analysis of Wasserstein Autoencoders (WAEs) when the

data lies in a low-dimensional structure in the high-dimensional representative feature space.

e Informally, our results indicate that if one has n independent and identically distributed (i.i.d.) samples
from the target distribution, then under the assumption of Lipschitz-smoothness of the true model, if

~ 1
the corresponding networks are properly chosen, the error rate for the problem scales as O (n 2+du ),

where, d,, is the upper Minkowski dimension of the support of the target distribution.

e The networks can be chosen as having O(n7) many weights for the encoder and O(n?s) for the
generator, where, v, v, < 1 and only depend on d,, and ¢ (dimension of the latent space), respectively.

Furthermore, the values of v, and ~y, decrease as the true model becomes smoother.

e We show that one can ensure encoding and decoding guarantees, i.e. the encoded distribution is close
enough to the target latent distribution, and the generator maps back the encoded points close to
the original points. Under additional regularity assumptions, we show that the approximating push-
forward measure, induced by the generator, is close to the target distribution, in the Wasserstein sense,

almost surely.



Chakraborty and Bartlett

—— d.int=2 —4— d_int=16 —4— dint=2 —}- dint=16 —4— d.int=2 —4— d_int=16 —— d_int=2 —4— d_int=16
0.025

)\'\’\H )/!\‘\’L\' o }\‘\M\'

150 \- \**\—K_,

2000 4000 6000 8000 10000 2000 4000 6000 8000 10000 2000 4000 6000 8000 10000 2000 4000 6000 8000 10000
# Datapoints # Datapoints # Datapoints # Datapoints

w
@
o

w

1=}

=)

0.06

w
S
=)

N

a

=)

=]

o

>
FID Score

FID Score
N
v
o
N
o
o

N
o
o
Reconstruction Error

Reconstruction Error

o o o
o o ©o
S B2 B
G o w

=}
o
R
-
o
o

(a) FID scores for GAN- (b) Reconstruction error (c) FID scores for MMD- (d) Reconstruction error for
WAE for GAN-WAE WAE MMD-WAE

Figure 1: Average generalization error (in terms of FID scores) and reconstruction test errors for different

values of n for GAN and MMD variants of WAE. The error bars denote the standard deviation out of 10

replications.
2 A Proof of Concept

Before we theoretically explore the problem, we discuss an experiment to demonstrate that the error rates
for WAEs depend primarily only on the intrinsic dimension of the data. Since it is difficult to assess the
intrinsic dimensionality of natural images, we follow the prescription of Pope et al. (2020) to generate low-
dimensional synthetic images. We use a pre-trained Bi-directional GAN (Donahue et al., 2017) with 128
latent entries and outputs of size 128 x 128 x 3, trained on the ImageNet dataset (Deng et al., 2009). Using
the decoder of this pre-trained BiIGAN, we generate 11,000 images, from the class, soap-bubble where we
fix most entries of the latent vectors to zero leaving only d_int free entries. We take d_int to be 2 and 16,
respectively. We reduce the image sizes to 28 x 28 for computational ease. We train a WAE model with the
standard architecture as proposed by Tolstikhin et al. (2018) with the number of training samples varying
in {2000, 4000, . ..,10000} and keep the last 1000 images for testing. For the latent distribution, we use the
standard Gaussian distribution on the latent space R® and use the Adam optimizer (Kingma and Ba, 2015)
with a learning rate of 0.0001. We also take A = 10 for the penalty on the dissimilarity in objective (4).
After training for 10 epochs, we generate 1000 sample images from the distribution éﬂ” (see Section 3 for
notations) and compute the Frechet Inception Distance (FID) (Heusel et al., 2017) to assess the quality of
the generated samples with respect to the target distribution. We also compute the reconstruction error for
these test images. We repeat the experiment 10 times and report the average. The experimental results for
both variants of WAE, i.e. the GAN and MMD are shown in Fig. 1. It is clear from Fig. 1 that the error
rates for d_int = 2 is lower than for the case d_int = 16. The codes for this experimental study can be

found at https://github.com/SaptarshiC98/WAE.
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3 Background

3.1 Notations and some Preliminary Concepts

This section introduces preliminary notation and concepts for theoretical analyses.

Notation We use notations z V y := max{z,y} and Ay := min{z,y}. Tju denotes the push-forward
of measure y by the map 7. For function f : & — R, and probability measure v on S, let ||f||L,(y) =
(fs |f(m)|pd’y(x))1/p. Similarly, ||fllL.a) := Supgeq |f(z)]. For any function class F, and distributions
P and Q, ||P = Q| = supyex|[ fdP — [ fdQ| denotes the Integral Probability Metric (IPM) w.r.t.
F. We say A, < B, (also written as A, = O(B,,)) if there exists C' > 0, independent of n, such that
A, < CB,,. Similarly, we use the notation, 4, = B, (also written as A,, = @(Bn)) if A, <CB, logc(en),
for some C' > 0. We say A, < B, if A, < B, and B, < A,. For a function f : R®" — R?%, we write,

I fllLip = sup,.z, W

Definition 1 (Neural networks). Let L € N and {N;};c;z) C N. Then a L-layer neural network f : RY —
RN is defined as,

f(x)=Apoop10AL 100010 A(x) (1)

Here, A;(y) = Wiy + b;, with W; € RN>Ni-1 and b; € RYi-1, with Ny = d. o is applied component-wise.
Here, {W; }1<i<r, are known as weights, and {b; }1<i<r are known as biases. {0;}1<;<r—1 are known as the
activation functions. Without loss of generality, one can take o,(0) = 0, V£ € [L—1]. We define the following
quantities: (Depth) £(f) := L is known as the depth of the network; (Number of weights) The number of
weights of the network f is denoted as W(f).

NNy iy (L, W R) = {f of the form (1) : L(f) < L, W(f) < W, sup, If(@)lls < R}.

Ifoj(x) =2 V0, forall j =1,...,L—1, we denote NN, (L, W, R) as RN (L, W, R). We often omit

h<i<p—1

R in cases where it is clear that R is bounded by a constant.

Definition 2 (Holder functions). Let f : S — R be a function, where S C R?. For a multi-index s =
($1,...,84), let, O°f = LD where, |s| = Z‘Z:l s¢. We say that a function f:S — R is S-Holder (for

81?1...8%3‘1’
B8 >0)if

o _ Qs

L Sl + - x) —0°f(y)|l < oo,

flocr = 3 0%t 3 sup T
s:0<|sl< 8] s:lsl=1) **Y Y

If f: RN — R®%, then we define || f|lses = 352, [1fjlace -
For notational simplicity, let, H%(S1,S2,C) = {f : St — Sa : || fllscs < C}. Here, both S; and S, are

both subsets of a real vector spaces.
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Definition 3 (Maximum Mean Discrepancy (MMD)). Let Hy be the Reproducible Kernel Hilbert Space
(RKHS) corresponding to the reproducing kernel X(-,-), defined on RY. Let the corresponding norm in

this RKHS be || - ||, - The Maximum Mean Discrepancy between two distributions P and @ is defined as:
MMDQ{(P7 Q) = SquHfHH,KSI (f fdP — ffdQ) .

3.2 Wasserstein Autoencoders
Let u be a distribution in the data-space X = [0,1]¢ and Z = [0,1]* be the latent space. In Wasserstein
Autoencoders (Tolstikhin et al., 2018), one tries to learn a generator map, G : £ — X and an encoder map

FE : X — Z by minimizing the following objective,
V(p,v,G,E) = /C(x, G o E(z))dp(x) + Adiss(Eyp, v). (2)

Here, A > 0 is a hyper-parameter, often tuned based on the data. The first term in (2) aims to minimize a
reconstruction error, i.e. the decoded value of the encoding should approximately result in the same value.
The second term ensures that the encoded distribution is close to a known distribution v that is easy to
sample from. The function ¢(+,-)-is a loss function on the data space. For example, Tolstikhin et al. (2018)
took c(x,y) = ||z — y||3. diss(-,-) is a dissimilarity measure between probability distributions defined on the
latent space. Tolstikhin et al. (2018) recommended either a GAN-based dissimilarity measure or a Maximum
Mean Discrepancy (MMD)-based measure (Gretton et al., 2012). In this paper, we will consider the special
cases, where this dissimilarity measure is taken to be the Wasserstein-1 metric, which is the dissimilarity
measure for WGANSs (Arjovsky et al., 2017; Gulrajani et al., 2017) or the squared MMD-metric.

In practice, however, one does not have access to p but only a sample {X;};c[n], assumed to be inde-
pendently generated from p. Let fi,, be the empirical measure based on the data. One then minimizes the

following empirical objective to estimate F and G.
V(in. 116, B) = [ cla.G o E(@))ditn (@) + AEs( By, ). 3)

Here, (is\s(, -) is an estimate of diss(:,-), based only on the data, {X;};c[,,). For example, if diss(-, -) is taken
to be the Wasserstein-1 metric, then, (ﬂs\s(Euﬂn, v) = Wi(Eyfin,v). On the other hand, if diss(-,-) is taken
to be the MMD%C—measure, one can take,
diss(Byfin, v) = ﬁ ZTK(E(XZ»),E(Xj)) +Ez2.,K(Z,2') - % Z/fK(E(Xi),z)dV(z).
i#j i=1
Of course, in practice, one does a further estimation of the involved dissimilarity measure through taking an
estimate Dp,, based on m i.i.d samples {Z;},¢m) from v, ie. Dy = & Z;nzl dz,. In this case the estimate of

V in (2) is given by,

Von, P G ) = [ el,G 0 E(@)ditn () + ATSS(Eyin, ) (1)
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If diss(-,-) is taken to be the Wasserstein-1 metric, then, (Tis\s(Euﬂn,ﬁm) = W1 (Eyfin, V). On the other
hand, if diss(-, ) is taken to be the MMDZ-measure, one can take,

_— . 1 1 2

diss(Fyfin, Im) = e > K(E(X)), B(X;)) + . > K(Zi, Zi) — ——> > K(E(X;), Zj).

nm
i#j i i=1j=1

Suppose that Agpe > 0 is the optimization error. The empirical WAE estimates satisfy the following

properties:
/\n ATL : /\n < . /\n o
(G 7E )G{GES,EGS V(,LL 7V7G7E)7G6%31?£€£V(:U’ 7V7G3E)+Apt} (5)
An,m fan,m . An An < . An Am R ]
(G™™ FE )E{GES,EES V(M’V’G’E)_Geg,ljfsesv(u N7 ,G,E)+Apt} (6)

The functions in § and € are implemented through neural networks with ReLU activation RN (L4, W,) and
RN (Le, W), respectively.

4 Intrinsic Dimension of Data Distribution

Real data is often assumed to have a lower-dimensional structure within the high-dimensional feature space.
Various approaches have been proposed to characterize this low dimensionality, with many using some form
of covering number to measure the effective dimension of the underlying measure. Recall that the e-covering
number of S w.r.t. the metic g is defined as N'(¢; S, ) = inf{n € N: 3y, ..., such that U, B,(z;,€) 2
S}, with By(z,¢) = {y : o(x,y) < €}. We characterize this low-dimensional nature of the data, through the

(upper) Minkowski dimension of the support of p. We recall the definition of Minkowski dimensions,

Definition 4 (Upper Minkowski dimension). For a bounded metric space (S, 0), the upper Minkwoski di-

log N'(€; S, 0)

mension of S is defined as dimp(S, o) = limsup, og(170)

Throughout this analysis, we will assume that g is the £,,-norm and simplify the notation to dim;(S).
dim (S, o) essentially measures how the covering number of S is affected by the radius of balls covering that
set. As the concept of dimensionality relies solely on covering numbers and doesn’t require a smooth mapping
to a lower-dimensional Euclidean space, it encompasses both smooth manifolds and even highly irregular
sets like fractals. In the literature, Kolmogorov and Tikhomirov (1961) provided a comprehensive study on
the dependence of the covering number of different function classes on the underlying Minkowski dimension
of the support. Nakada and Imaizumi (2020) showed how deep regression learners can incorporate this
low-dimensionality of the data that is also reflected in their convergence rates. Recently, Huang et al. (2022)
showed that WGANs can also adapt to this low-dimensionality of the data. For any measure p on [0, 1],
we use the notation d,, := dimy/(supp(r)). When the data distribution is supported on a low-dimensional

structure in the nominal high-dimensional feature space, one can expect d,, < d.
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It can be observed that the image of a unit hypercube under a Holder map has a Minkowski dimension

that is no more than the dimension of the pre-image divided by the exponent of the Holder map.

Lemma 5. Let, f € H7 (A,[0,1]%,C), with A C [0,1]". Then, dimas (f (A)) < dimar(A)/(y A 1).

5 Theoretical Analyses

5.1 Assumptions and Error Decomposition

To facilitate theoretical analysis, we assume that the data distributions are realizable, meaning that a “true”
generator and a “true” encoder exist. Specifically, we make the assumption that there is a true smooth

encoder that maps the p to v, and the left inverse of this true encoder exists and is also smooth. Formally,

A1. There exists G € 3 ([0,1]%,[0,1]%,C) and E € 3([0,1]*,[0,1]%,C), such that, Eypu = v and (G o

E)() = id("), a.e. [u].

It is also important to note that Al entails that the manifold has a single chart, in a probabilistic sense,
which is a strong assumption. Naturally, when it comes to GANs, one can work with a weaker assumption
as the learning task becomes notably much simpler as one does not have to learn an inverse map to the
latent space. A similar problem, while analyzing autoencoders, was faced by Liu et al. (2023) where they
tackled the problem by considering chart-autoencoders, which have additional components in the network
architecture, compared to regular autoencoders. A similar approach of employing chart-based WAEs could
be proposed and subjected to rigorous analysis. This potential avenue could be an intriguing direction for
future research.

One immediate consequence of assumption Al ensures that the generator maps v to the target u. We
can also ensure that the latent distribution remains unchanged if one passes it through the generator and
maps it back through the encoder. Furthermore, the objective function (2) at this true encoder-generator

pair takes the value, zero, as expected.

Proposition 6. Under assumption A1, the following holds: (a) Gyv = u, (b) (EoG)yv = v, (¢) V(u,v, G, E) =
0.

From Lemma 5, It is clear that d, = dimps (supp(p)) < dimps (G’ ([o, 1V)) < max {{/(agN1),d}. If
¢ < d and g is not very small, then, d, = (a4 A 1)~'¢ <« d. Thus, the usual conjecture of d, < d can be
modeled through assumption A1l when the latent space has a much smaller dimension and the true generator
is well-behaved, i.e. oy is not too small.

A key step in the theoretical analysis is the following oracle inequality that bounds the excess risk in

terms of the optimization error, misspecification error, and generalization error.
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Lemma 7 (Oracle Inequality). Suppose that, F = {f(z) = c¢(x,Go E(z)) : G € G, E € &}. Then the
following hold:

V(u,v, G", E") < Aniss + Dopt + 2|| i — pl|l5 + 2X sup |£;‘3(Eﬁﬂn, v) — diss(Eyu, v)|. (7)
Eeé
Vi, v, G E™™) < Aiss + Dopt + 2l fin — lls + 2X sup | diss(Esfin, m) — diss(Eap, v))- (8)
Eeé&

Here, Apiss = infaeg pee V(1, v, G, E) denotes the misspecification error for the problem.

For our theoretical analysis, we need to ensure that the used kernel in the MMD and the loss function

¢(+,-) are regular enough. To impose such regularity, we assume the following:

A2. We assume that, (a) for some B > 0, K(x,y) < B2, for all x,y € [0,1]%; (b) For some 11, |X(x,y) —

K@@',y < mlllz = 2'll2 + [ly = 'll2)-

A3. The loss function c(-,-) is Lipschitz on [0,1]% x [0,1]¢, i.e. |c(x,y) —c(z',y")| < Te(||x — 2|2 + ||y —¥']|2)
and c(x,y) < Be, for all, z,y € [0,1]%.

5.2 Main Result

Under assumptions A1-3, one can control the expected excess risk of the WAE problem for both the Wy and
MMD dissimilarities. The main idea is to select appropriate sizes for the encoder and generator networks,
that minimize both the misspecification errors and generalization errors to bound the expected excess risk
using Lemma 7. Theorem 8 shows that one can appropriately select the network size in terms of the number
of samples available, i.e n, to achieve a trade-off between the generalization and misspecification errors
as selecting a larger network facilitates better approximation but makes the generalization gap wider and

vice-versa. The main result of this paper is stated as follows.

Theorem 8. Suppose that assumptions A1-3 hold and Aype < A for some fized non-negative threshold A.

Furthermore, suppose that s > d,,. Then we can find ng € N and 8 > 0, that might depend on d,l, oy, e, G
and E, such that if n > ng, we can choose G = RN (Ly, W,) and & = RN (L., W), with, L. < flogn, W, <

s e
BnZac¥s logn, Ly < flogn and Wy < fn>e@sAD+¢ logn, then, for the estimation problem (5),

1

(a) EV(u,v, én’ En) SA+n max{2+%2+ FelaghD) ,e} ]Og2 n, for diss(-,-) = Wi(:,-),

1

L s

(b) EV(u,v,G" E") < A+n 2emac{ & oy | log®n, for diss(-,-) = MMD2 (-, ).

max{2+ L 24 B o)) T (ev)

Furthermore, for the estimation problem (6), if m > nV n(

1

(¢c) BV (u,v,G" E") < A+n max{2+ L2+ 5y ) log? n, for diss(-,-) = Wi(-,-),
1
L s

d) EV(u,v, Grm_ fmm SA+n 2+mx{ﬂg’ae<agA1>} log®n, for diss(-,-) = MMD?(-,-).
%

Before we proceed, we observe some key consequences of Theorem 8.
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Remark 9 (Number of Weights). We note that Theorem 8 suggests that one can choose the networks to
have number of weights to be an exponent of n, which is smaller than 1. Moreover, this exponent only
depends on the dimensions of the latent space and the intrinsic dimension of the data. Furthermore, for
smooth models i.e. o, and o4 are large, one can choose smaller networks that require less many parameters
as opposed to non-smooth models as also observed in practice since easier problems require less complicated

networks.

Remark 10 (Rates for Lipschitz models). For all practical purposes, one can assume that the dimension of

the latent space is at least 2. If the true models are Lipschitz, i.e. if e = ay = 1, then we can conclude that
~ 1

¢ = d,,. Hence, for both models, we observe that the excess risk scales as O(n~ 2%« ), barring the poly-log

factors. This closely matches rates for the excess risks for GANs (Huang et al., 2022).

Remark 11 (Inference for Data on Manifolds). We recall that we call a set M is d-regular w.r.t. the
d-dimensional Hausdorff measure H? if H(By(z,7)) < rd, for all 2 € M (see Definition 6 of Weed and
Bach (2019)). It is known (Mattila, 1999) that if M is d-regular, then the Minkowski dimension of M is d.
Thus, when supp(u) is d—regular, d, = d. Since compact d-dimensional differentiable manifolds are J—regular
(Proposition 9 of Weed and Bach (2019)), this implies that for when supp(u) is a compact differentiable
d-dimensional manifold, the error rates for the sample estimates scale as in Theorem 8, with d, replaced
with d. A similar result holds when supp(u) is a nonempty, compact convex set spanned by an affine space
of dimension (Z; the relative boundary of a nonempty, compact convex set of dimension d+ 1; or self-similar

set with similarity dimension d.

5.3 Related work on GANs

To contextualize our contributions, we conduct a qualitative comparison with existing GAN literature.
Notably, Chen et al. (2020) expressed the generalization rates for GAN when the data is restricted to an
affine subspace or has a mixture representation with smooth push-forward measures; while Dahal et al.
(2022) derived the convergence rates under the Wasserstein-1 distance in terms of the manifold dimension.
Both Liang (2021) and Schreuder et al. (2021) study the expected excess risk of GANs for smooth generator
and discriminator function classes. Liu et al. (2021) studied the properties of Bidirectional GANs, expressing
the rates in terms of the number of data points, where the exponents depend on the full data and latent
space dimensions. It is important to note that both Dahal et al. (2022) and Liang (2021) assume that
the densities of the target distribution (either w.r.t Hausdorff or the Lebesgue measure) are bounded and
smooth. In comparison, we do not make any assumption of the existence of density (or its smoothness)
for the target distribution and consider the practical case where the generator is realized through neural

networks as opposed to smooth functions as done by Liang (2021) and Schreuder et al. (2021). Diverging

10
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from the hypotheses of Chen et al. (2020), we do not presuppose that the support of the target measure forms
an affine subspace. Furthermore, the analysis by Liu et al. (2021) derives rates that depend on the dimension
of the entire space and not the manifold dimension of the support of the data as done in this analysis. It is
important to emphasize that Huang et al. (2022) arrived at a rate comparable to ours concerning WGANs
(Arjovsky et al., 2017). While both studies share a common overarching approach in addressing the problem
by bounding the error using an oracle inequality and managing individual terms, our method necessitates
extra assumptions to guarantee the generative capability of WAEs, which does not apply to WGANs due
to their simpler structure. Interestingly, our derived rates closely resemble those found in GAN literature.
This suggests limited room for substantial improvement. However, demonstrating minimaxity remains a

significant challenge and a promising avenue for future research.

5.4 Proof Overview

From Lemma 7, it is clear that the expected excess risk can be bounded by the misspecification error
Amiss and the generalization gap, ||fin, — | + Asupgee |(ﬁs\s(Eu[Ln, v) —diss(Eyp, v)|. To control Apigs, we
first show that if the generator and encoders are chosen as § = RN (Wy, L,) and & = RN (W, L.), with
L < aglog(1/e,), Ly < aglog(1/ay), We < ages "/ * log(1/e.) and W, < ape, /7 log(1/ey) then, Amiss S

€q + 29" On the other hand, we show that the generalization error is roughly \/n—lweLe log W, logn +
/N Y(We + Wy)(Le + Lg) log(We + Wy) log n, with additional terms depending on the estimator. Thus, the

bounds in Lemma 7, leads to a bound roughly,

A+eg+ e 4 /N IW, L. log We logn + /n=1(We + Wy)(Le + Lg) log(We. + W,) log n. 9)

By the choice of the networks, we can upper bound the above as a function of ¢, and €. and then minimize
the expression w.r.t. these two variables to arrive at the bounds of Theorem 8. Of course, the bound in (9)
changes slightly based on the estimates and the dissimilarity measure. We refer the reader to the appendix,

which contains the details of the proof.

5.5 Implications of the Theoretical Results

Apart from finding the error rates for the excess risk for the WAE problem, in what follows, we also ensure
a few desirable properties of the obtained estimates. For simplicity, we ignore the optimization error and set

Aopt = 0

~

Encoding Guarantee Suppose we fix A > 0, then, it is clear from Theorem 8 that EW; (Eﬁu,u) <
1 1

v s

max{ 24 L 24— s ~ maxd £ s
n {2+°9 = “dﬂg“)’g} log®n and IEMMD%C(EW, v)<n o {‘*9 ’C‘e(“gAl)} log® n. We can not only char-
acterize the expected rate of convergence of Eﬁ 1 to v but also can say that Eﬁ u converges in distribution to

v, almost surely. This is formally stated in the following proposition.

11
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Proposition 12. Suppose that assumptions A1-3 hold. Then, for both the dissimilarity measures Wi (-,+)
and MMD3(-,-) and the estimates (5) and (6), Eyp 9 v, almost surely.

Therefore, if the number of data points is large, i.e., n is large, then the estimated encoded distribution
Eu 1 will converge to the true target latent distribution v almost surely, indicating that the latent distribution

can be approximated through encoding with a high degree of accuracy.

Decoding Guarantee One can also show that ]Efc(x,é o BE(x))du(z) < EV(u,v, G, E), for both the
estimates in (5) and (6). For simplicity, if we let c(z,y) = ||x — y||3, then, it can easily seen that, E||id(-) —
Go E(')Hiz(u) — 0 as n — 0o, where id(x) = x is the identity map from R? — R?. Furthermore, it can be

shown that, ||id(-) — G o E(-) 224 0 as stated in Corollary 13

||H2-42(N)

Proposition 13. Suppose that assumptions A1-3 hold. Then, for both the dissimilarity measures Wi(-,+)
and MMD2(-,-) and the estimates (5) and (6), ||id(-) — G o E‘(~)||H%2(M) 2250.

Proposition 13 guarantees that the generator is able to map back the encoded points to the original data
if a sufficiently large amount of data is available. In other words, if one has access to a large number of
samples from the data distribution, then the generator is able to learn a mapping, from the encoded points

to the original data, that is accurate enough to be useful.

Data Generation Guarantees A key interest in this theoretical exploration is whether one can guarantee
that one can generate samples from the unknown target distribution p, through the generator, i.e. whether
G‘uy is close enough to p in some sense. However, one requires some additional assumptions (Chakrabarty and
Das, 2021; Tang and Yang, 2021) on G or the nature of convergence of EW to v to ensure this. We present the
corresponding results subsequently as follows. Before proceeding, we recall the definition of Total Variation
(TV) distance between two measures 71 and 72, defined on €2, as, TV (y1,72) = suppes(q) [11(B) — 12(B)l,
where, B(Q2) denotes the Borel o-algebra on €.

Theorem 14. Suppose that assumptions A1-3 hold and TV(EWL, v) — 0, almost surely. Then, é’ﬁl/ 4, W,

almost surely.

We note that convergence in TV is a much stronger assumption than convergence in W; or MMD in the
sense that TV convergence implies weak convergence but not the other way around.

Another way to ensure that éﬁu converges to p is to put some sort of regularity on the generator estimates.
Tang and Yang (2021) imposed a Lipschitz assumption to ensure this, but one can also work with something
weaker, such as uniform equicontinuity of the generators. Recall that we say a family of functions, F is
uniformly equicontinuous if, for anyf € F and for all € > 0, there exists a § > 0 such that, |f(z) — f(y)| <,

whenever, ||z — y| < 0.

12
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Theorem 15. Suppose that assumptions A1-3 hold and let the family of estimated gemerators {G"}neN be

uniformly equicontinuous, almost surely. Then, GQV 4, w, almost surely.

Uniformly Lipschitz Generators Suppose that diss(:, ) = Wi(+,-). If one assumes that the estimated
generators are uniformly Lipschitz, then, one can say that Wl(éﬂl/, 1) is upper bounded by V(u, v, G, E),
disregarding some constants.Thus, the same rate of convergence as in Theorem 8 holds for uniformly Lipschitz

generator. We state this result formally as a corollary as follows.

Corollary 16. Let diss(-,-) = Wi(,-) and suppose that the assumptions of Theorem 8 are satisfied and
s > d,. Also let sup,cn HG‘”HLZ—p,supmyneN |G || Lip < L, almost surely, for some L > 0. Wy (Gyv,n) <
Vi, v, G, E) for both estimators (5) and (6).

It is important to note that although assumptions A1-3 do not directly guarantee either of these two
conditions, it is reasonable to expect the assumptions made in Theorems 14 and 15 to hold in practice.
This is because regularization techniques are commonly used to ensure the learned networks E and G are
sufficiently well-behaved. These techniques can impose various constraints, such as weight decay or dropout,
that encourage the networks to have desirable properties, such as smoothness or sparsity. Therefore, while
the assumptions made in the theorems cannot be directly ensured by A1-3, they are likely to hold in
practice with appropriate regularization techniques applied to the network training. It would be a key step
in furthering our understanding to develop a similar error analysis for such regularized networks and we

leave this as a promising direction for future research.

6 Discussions and Conclusion

In this paper, we developed a framework to analyze error rates for learning unknown distributions using
Wasserstein Autoencoders, especially when data points exhibit an intrinsically low-dimensional structure in
the representative high-dimensional feature space. We characterized this low dimensionality with the so-
called Minkowski dimension of the support of the target distribution. We developed an oracle inequality to
characterize excess risk in terms of misspecification, generalization, and optimization errors for the problem.
The excess risk bounds are obtained by balancing model-misspecification and stochastic errors to find proper
network architectures in terms of the number of samples that achieve this tradeoff. Our framework allows
us to analyze the accuracy of encoding and decoding guarantees, i.e., how well the encoded distribution
approximates the target latent distribution, and how well the generator maps back the latent codes close
to the original data points. Furthermore, with additional regularity assumptions, we establish that the

approximating push-forward measure can effectively approximate the target distribution.

13
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While our findings provide valuable insights into the theoretical characteristics of Wasserstein Autoen-
coders (WAESs), it’s crucial to acknowledge that achieving accurate estimates of the overall error in practical
applications necessitates the consideration of an optimization error term. However, the precise estimation
of this term poses a significant challenge due to the non-convex and intricate nature of the optimization
process. Importantly, our error analysis remains independent of this optimization error and can seamlessly
integrate with analyses involving such optimization complexities. Future work in this direction might in-
volve attempting to improve the derived bounds by replacing the Minkowski dimension with the Wasserstein
(Weed and Bach, 2019) or entropic dimension (Chakraborty and Bartlett, 2024). Furthermore, the minimax
optimality of the upper bounds derived remains an open question, offering opportunities for fruitful research
in understanding the model’s theoretical properties from a statistical viewpoint. Exploring future directions

in deep federated classification models can yield fruitful research avenues.
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Definition 17 (Covering and Packing Numbers). For a metric space (S, g), the e-covering number w.r.t. o
is defined as: N(¢;S,0) = inf{n € N: Jxq,...x, such that U, By(z;,€) O S}. A minimal € cover of S is
denoted as C(€; S, o). Similarly, the e-packing number is defined as: M(e;S,0) =sup{m € N:3Jzq,... 2, €
S such that o(z;,z;) > €, for all i # j}.

B Proof of the Main Result (Theorem 8)

B.1 Misspecification Error

We begin with a theoretical result to approximate any function on a low-dimensional structure using a
ReLU network with sufficiently large depth and width. Let f belong to the space 3?(R%, R, C), with C' > 0,
and let v be a measure on R?. For notational simplicity, let M = supp(y). Then, for any € > 0 and
s > d, we prove that there exists a ReLU network, denoted by f, with a depth of at most O(log(1/e)),
and number of weights not exceeding O(¢~*/#log(1/e¢)), and bounded weights. This network satisfies the
condition || f — f lL.vy < e A similar result with bounded depth but unbounded weights was derived by
Nakada and Imaizumi (2020).

Theorem 18. Let f be an element of HP (R, R,C), where C > 0. Then, for any s > d., there ewists
constants €y (which may depend on v) and «, (which may depend on 8, d, and C), such that if € € (0, €],
a ReLU network f can be constructed with L(f) < alog(1/e) and W(f) < alog(1/e)e /P, satisfying the

condition, || f — fH]Loo(M) Se

Applying the above theorem, one can control A,ss, when the network size is large enough. Under
assumptions A1-3, we derive the following bound on the misspecification error. It is important to note that

none of the network dimensions depend on the dimensionality of the entire data space, i.e. d.

Lemma 19. Suppose assumptions A1-3 hold and let, diss(-,-) = W1(-,-) or MMD%C(-, ). Also, let s > d,,.
Then, we can find positive constants €y, oy and R, that might depend on d,t,G and E, such that if 0 <
€g,€c < €9 and § = RN (Wy, Ly, R) and € = RN (W, L., R), with

L. < aglog(1l/eq), Ly < aglog(l/cy), We < aoegs/o‘c log(1/ec) and Wy < aoege/ag log(1/¢€q)

agNl
then, Apmiss S €9+ €c’

B.2 Bounding the Generalization Gap

Let f: R? — R and {X;}iep) C RY. We define fix,, as [f(X1) o f(Xn)] € R %" For a function class
F, we define
Fiep, ={fix, 1 fEF SR,
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The covering number of F|, ~ with respect to the fo-norm is denoted by N(e;Fjy . fx). The result
extends the seminal works of Bartlett et al. (2019) to determine the metric entropy of deep learners with

multivariate outputs.

Lemma 20. Suppose that n > 6 and F are a class neural network with depth at most L and number of
weights at most W. Furthermore, the activation functions are piece-wise polynomial activation with the
number of pieces and degree at most k € N. Then, there is a constant 6 (that might depend on d and d’),
such that, if n > (W +6d' 4+ 2d'L)(L + 3) (log(W + 6d’ + 2d'L) + L + 3),
d/
log N(€; Fjy, sloc) S (W 4 6d’ + 2d'L)(L + 3) (log(W + 6d' + 2d'L) + L + 3) log (n) ,

i €

where d' is the output dimension of the networks in F.

We can use the result above to provide bounds on the metric entropies of the function classes described

in Lemma 7. This bound is a function of the number of samples and the size of the network classes § and

E.

Corollary 21. Suppose that W(E) < We, L(E) < L., W(SG) < Wy and L(G) < Lg, with L.,Ly > 3,
W, > 60+ 2(L, and W, > 6d + 2dL,. Then, there is a constant &, such that if n > §&(We + Wy)(Le +
Lgy) (log(We + W) + Le + Lg),

log V' (€1, £oc ) SWeLe(log W, + L) log (ne> |

e
nd
log N/ (e; (So 8)‘)(1:”’7&0) S(We + Wy)(Le + Lg) (log(We + Wy) + Le + Lg) log <€> .
Using Corollary 21, the following lemma provides a bound on the distance between the empirical and

target distributions w.r.t. the IPM based on &.

Lemma 22. Suppose R(G) < 1 and F = {f(x) = ¢(x,Go E(x)) : G € G, E € £}. Furthermore, let,
L(E) < L, W(G) < W, and L(G) < Ly, with L, Ly > 3, We > 60+ 2L, and W, > 6d+ 2dL,. Then, there
is a constant &2, such that if n > & (We + Wy)(Le + Lg) (log(We + W) + L. + Ly)

Elin — iy S 02 (We + W) (Le + L) (log(We + Wy) + Le + Ly) log(nd)) 2.

To control the fourth terms in (7) and (8), we first consider the case when diss(-,-) is the W;-distance.

Lemma 23 controls this uniform concentration via the size of the networks in € and the sample size n.

Lemma 23. Let i, = 23" | 6x, and €= RN (Le,W.). Then,

WeLe(logW, + L)1 /
sup |\ W1 (Ejpin, v) — Wi (Eyp, v)| S (n_l/é v n_l/zlogn) + \/ (log n+ ) log(n )
Eece
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Furthermore,

sup [Wi(Egfin, Om) — Wi(Egp,v)| S (nil/f vn~l/2 10gn> + (Trfl” vV m~1/? logm>
Ecé&

n \/WeLe(log W, + L) log(nf)
n
Before deriving the corresponding uniform concentration bounds for |M/MB§< (Eyfin, v)—~MMD3(Eyfin, v)|
or |M/MR<(EW,L, D) — MMD3:(Eyfin, v)|, we recall the definition of Rademacher complexity (Bartlett and
Mendelson, 2002). For any real-valued function class F and data points X;., = {X1,..., X, }, the empirical
Rademacher complexity is defined as:
1 n
R(F, X1n) = ~Eq ;1611;; i f (Xi),
where o;’s are i.i.d. Rademacher random variables taking values in {—1,+1}, with equal probability. In the
following lemma, we derive a bound on the Rademacher complexity of the class of functions in the unit ball
w.r.t. the Hgy-norm composed with €. This lemma plays a key role in the proof of Lemma 24. The proof

crucially uses the results by Rudelson and Vershynin (2013).

Lemma 24. Suppose assumption A2 holds and let, £L(€) < L. and £(G) < Ly, with L, > 3, W, > 2((3+L.).
Also suppose that, ® = {¢ € Ha : ||¢|lm, < 1}, then,

ELC 1 e Le 1
R(((I)oE),Xl,,L)§\/W (oan+ ) log(nf)

Using Lemma 24, we bound the fourth term in (7) and (8) for diss(-,-) = MMD3(-, -), in Lemma 25.

Lemma 25. Under assumption A2, the following holds:

2
() Esup ‘MMDK(Enﬂn, v) — MMD2 (Exp, v)‘ < \/ Welelog We log(nf)
S

2
(1) E sup | MMDac By ) ~ MMDic (Byp, )| S f WelellsWe shedloslnt) 4 o
Ee

B.3 Proof of Theorem 8

Theorem 8. Suppose that assumptions A1-3 hold and A,y < A for some fized non-negative threshold A.

Furthermore, suppose that s > d,,. Then we can find ng € N and 8 > 0, that might depend on d,l, oy, e, G
and E, such that if n > ng, we can choose G = RN (Ly, W,) and & = RN (L., W), with, L. < Blogn, W, <

s e
Bnzacts logn, Ly < flogn and Wy < fne@arD+ logn, then, for the estimation problem (5),

1

() EV (1,1, G B") S A4 " U4e 2w  log?n, for diss(-,-) = Wi (-,-),

1

£ s

(b) BV (u,v,G", E") S A+n 2| &5 iy | log? n, for diss(-,-) = MMD3(-,-).
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L Ay -1
Furthermore, for the estimation problem (6), if m > nV n<max{2+ ag H T aetagAn ’é}) (ev2)

1

(¢) BV (u,v,G" E") < A+n ma{2 5 24 ol ) log® n, for diss(-,-) = Wi (-,-),

1

(d) BV (p, v, G E™™) < A+ n 2max{ L oo An | log®n, for diss(-,-) = MMD3(-, ).

Proof. Proof of part (a) From Lemmas 7, 22 and 23, we get,

EV(u,v, G, E‘")

<A+, + Egg/\l i \/WeLe log We logn n \/<We + Wy)(Le + Ly) log(We + Wy) logn + (n—l/é v n—1/2)

n n

32 [ [ —s/a “ejor | tja;
SA+ ey + €M + <log ( /1\ )) \/Ee logn + \/(Ee & ) logn I (n—l/é Vv n—1/2)
€e €g n n

1 1 3/2 eo /o logn e;”% logn 1/ 179
SA + ey +e29h —l—(log( )) + +(n_/ \/n_/>
’ €e N\ €g n n

a1
P
We choose, €, < n g and €, X n

I S
229 AD+EC | This makes,

1

EV (1, v,G", E™) SA +1log?n x n mox{ 2+ 25 2+ o ) +n e

Proof of part (b) From Lemmas 7, 22 and 25, we get,

EV (u,v,G", E")

Ao, by \/WeLe 1oiwe logn \/(We + Wy)(Le + nglog(We + W,)logn

1 3/2 ;s/ael e—s/oze —L/ay 1
§A+€g+€gg/\1+(log<e — )) € nogn+ (e +€Z )logn
e /\€g

1 3/2 e—s/oz61 —é/(xgl
§A+eg+eg‘g/\1+<log< )> € ogn . € ogn
€e N\ €g n n

1
4
24+ £
s and €, <Xn

1
2(ag A+ o

We choose, ¢, < n . This makes,

1

EV (i, v, an, E”) <A+log’n xn ""“{”a%’”m} _

Proof of part (c)

Again from Lemmas 7, 22 and 23, we get,

S 1 1 3/2 eo /e logn G;Z/% logn
BY (0, G ") 5 4 2o+ (1o ( ) ) n
’ €c N\ €g n n

+ (nil/z \/1171/2) + (77”fl/1Z \/mfl/Z)

23



Chakraborty and Bartlett

1
. 24 L aa A DT =
Choosing ¢, < n 9 € XN 2(“9“”% and m as in the theorem statement gives us the desired result.

Proof of part (d) Similarly, from Lemmas 7, 22 and 25, we get,

EV (1,0, G™, E") <A + ¢, + o™ 4 (log [ — VE[ e o \/eq_e/ag logn ), 1
€ € g ——— e —— [E—
ot & ~ g e & € N\ €g n n vm

. 24 £ e AT =
Choosing €, <n =~ %9, € < n 2“’”“”% and m as in the theorem statement gives us the desired result. [J

C Detailed Proofs

C.1 Proofs from Section 4

Lemma 5. Let, f € H? (A,[0,1]%,C), with A C [0,1]%. Then, dimas (f (A)) < dimar(A)/(y A 1).

Proof. Then, for any z,y € A, [|f(z) — f®)llo < [£(x) = f(W)]l2 < Ll|lz — y|3™ < Ld" D2z — y|| 202
Thus, (6 £ (A), ]| llao) SN (S (/L) A, -l )-

log N (A (/)00 A, o) Ty (4)

dimy (f (4)) = lim logN(l;){;((l/)e) L) o lim log(1/€) S ToA
O
C.2 Proofs from Section 5.1
C.2.1 Proof of Proposition 6
Proposition 6. Under assumption A1, the following holds: (a) Gyv = p, (b) (EoG)yv = v, (¢) V(u,v, G, E) =
0.
Proof. (a) Let f: Z — R be any bounded continuous function. Then,
[ 1@t = [ 1(Genane)
~ [ #CGE@)dnto) (10)
~ [ s@)inta) (1)
Hence, Gyv = p. Here both (10) and (11) follows from Al.
(b) Let f: X — R be any bounded continuous function. Then,
[ 1@ (B e Gr) = [ @)
- [ #E@)dutz) (12)
_ / F(2)dv(z). (13)
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Here, (12) follows from part (a) and (13) follows from A1l.

(c) To prove part (c), We note that, Wy (Eyu, v), MMD3 (Eyu, v) = 0 and (G o E)(-) = id(-), a.e. [u].

C.2.2 Proof of Lemma 7

Lemma 7 (Oracle Inequality). Suppose that, F = {f(x) = c(z,Go E(x)) : G € G, E € £}. Then the
following hold:

V(s G B™) < B+ Bogi+ 20 in = il + 20 5up |G55( By, ) — diss( By ). (7
Ece
V(u,v, én’mv En,m) < Amiss + Dopt + 2| fin — pil|5 + 2X sup |%(Eﬁﬂm Um) — diss(Eyp, v)|. (8)
Ecé

Here, Apiss = infaeg pee V(u, v, G, E) denotes the misspecification error for the problem.

Proof. To prove the first inequality, we observe that, V (jin, v, G™, E™) <V (fin, v, G, E)+ Agpt, for any G € §
and F € €. Thus,
Vg, v, G’”,E”)
=V (0, G E) + (V (0, G B = V (i, v, G B™)) o (V (i, v, G, B) =V (1,vG, E) )
V(G B) (Vs G ) = V(0. G ")) 4 (V (oG E) = V(1,.G. E)) + Aoy

SAOpt+V(M7V7G7E)+2 sup |V(ﬂ7l7V7G7E)—V(:u’v V7G7E)|
GegG, Eee

:AOPt + V(M» v, G7 E)

+2 sup
Ge§, Eeé

/c(a:, G o E(x))dfin(z) + /\(Tis\s(Euﬂn, v)— /c(x, G o E(z))du(z) — Adiss(Eyu, v)
SAOpt + V(:“? v, Gv E) + 2”:[”” - ,UHQF +2X sup |(£S\S(Eﬁ,["na V) - diSS(E)iM7 V)‘
Eecé&

Taking infimum on G and E, we get inequality (7). Inequality (8) follows from a similar derivation. O

C.3 Proofs from Section B.1
C.3.1 Proof of Theorem 18

Fix € > 0. For s > d,,, we can say that N'(e; M, l) < Ce?, for all € > 0. Let K = [i] For any i € [K]%,
let 0° = (€ +2(iy — 1)e, ..., e+ 2(iq — 1)e). We also let, P, = {B,_ (8% ¢) : i € [K]?}. By construction, the

sets in P, are disjoint. We first claim the following;:

Lemma 26. [{A€ P : ANM# 0} < C24es.
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Figure 2: Plot of &,5(-)

Proof. Let, r = N'(&; M, £+ ) and suppose that {ai,...,a,} be an enet of M and P* = {By__(a;,€) : ¢ € [r]}
be an optimal e-cover of M. Note that each box in P} can intersect at most 2¢ boxes in P.. This implies
that,

PN M < |Pe N (Ui Be (@i, €)| = [Ui—y (Pe N By (@i €))] < 27,

which concludes the proof. [
We are now ready to prove Theorem 18. For the ease of readability, we restate the theorem as follows:

Theorem 18. Let f be an element of HP(R%,R,C), where C > 0. Then, for any s > d.,, there exists
constants €y (which may depend on ) and «, (which may depend on B, d, and C), such that if € € (0, €],
a ReLU network f can be constructed with L(f) < alog(1/e) and W(f) < alog(1/e)e /P, satisfying the

condition, || f — JEHJLOO(M) <e

Proof. We also let Z = {z € [K]%: By_ (0% )N M # V)}. We also let ZT = {j € [K]¢ : minjez ||i — 4|1 < 1}.
We know that |ZT| < 37|Z| < 69N (e; M, £s,). For 0 < b < a, let,

£ap(z) = ReLU (z + Z) ~ ReLU (‘T + b) ~ ReLU (ﬂ) + ReLU <x - a) .

a— a—2b a— a—2>b

A pictorial view of this function is given in Fig. 2 and can be implemented by a ReL.U network of depth
two and width four. Thus, £(&.) = 2 and W(&,5) = 12. Suppose that 0 < 6 < ¢/3 and let, ((z) =
H?:l €erss5(ze). Tt is easy to observe that {¢(- — 6%) : i € Z'} forms a partition of unity on M, i.e.
Sieri C(x —0°) =1,Yz € M.

We consider the Taylor approximation of f around 0 as,

Py = 3 IO (4 gy,

|
ls]< 8] '

Note that for any x € [0,1]%, f(z) — Po(x) = 2 sils|=L] M(Osf(y) — 0%f(8)), for some y, which is a

s!
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convex combination of @ and 6. Thus,

f@) - poe) = Y E i) o) <le-01Y Y L) - o e)
s:|s|=[B] ' si|s|=18]

<Jlz — 0115 |y — 6113

SERES (14)

Next we define f(x) = Y iert Sl — 6%)Pyi(x). Thus, if € M,

[f(@) = f@)] = | > (=~ 6°)(f(z) - Pyi(a))| < > /() — Poi ()|

i€t PELT: ||z —0%]| 0o <2
<2%(2¢)?
=23+ eh, (15)

~ . s i . N\ S
We note that, (&) = ez (@ — 09)Pgs (@) = Yiert Ypajes) H¢ (@ — 67) (ac _01) . Let az, =
9°f(6%)

s!

and

fi,s(m) = pr0d55+‘s‘)(£61,51 (xl - 971‘)7 s 7£€d76d (1'(1 - 9(11)7 (xl - 971‘)7 SR (Il - 9})7

s1 times

oz =08, (g — 6%)),

sq times

where, prod(-) is defined in Lemma 34. Here, prod{®*1*D has at most d + |s| < d + | 3] many inputs. By
Lemma 34, prod@*1*D can be implemented by a ReLU network with £(prod{®*#D) W (prod(@+sh) < com.

m m

Thus, E(fi,s) < cz3m+ 2 and W(fw) < cgm + 8d + 4|s| < ec3m + 8d + 4k. With this fi,s, we observe that,

fis(®) — C(x — 6% (w—@i)s‘ < %,Vméj\/{. (16)

Finally, let, f(z) = Diert 2ois|<|8) aisfis(®). Clearly, £(fis) < csm+3and W(f; s) < k% (csm + 8d + 4k).
This implies that,

f(zx) — f(z)] < > S JaislC(x — 6% fis(x) — (:c - o) |

P€TT:||x—0%| oo <2¢ |8 < | 8]

<23 Jawl|fore (@)~ Ceslo — 06 (w— 67|

ls|<|B]
d+|3])2C
We thus get that if © € M,
(@) — F@)] <If(@) - F(@)| + | (@) Fla)| < 2408 4 (AFLID°C (17)

92m+2—d
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We choose € = (W%)l/ﬁ and m = {log2 (%ﬂ +d —1. Then,

1= fllie oo <n.

We note that f has |ZT| < 64N, (M) < 6% many networks with depth cgm + 3 and number of weights
|3]% (csm + 8d + 4|3]). Thus, L(f) < csm + 4 and W(f) < e5(6|3])% (csm + 8d + 4[8]). we thus get,

L(f) < esm+4<es ([bgg ((dﬂfj):”(/ﬂ;ﬂ +d—1> +4 < cqlog (717>,

where ¢4 is a function of §, | 8] and d. Similarly,
W(f) <e*(6[8])" (cam +8d +4[5])
—s/ 3
< (3755) ? (618))" <C3 <1og2 (M?)C‘S) +d— 1) +8d+4m)
<cqlog(1/nyy*/".

Taking o = ¢4 V ¢g gives the result. O

C.3.2 Proof of Lemma 19

Lemma 19. Suppose assumptions A1-3 hold and let, diss(-,-) = Wi (-,-) or MMD3(-,-). Also, let s > d,,.
Then, we can find positive constants €y, oy and R, that might depend on d,t,G and E, such that if 0 <
€g,€c < €9 and G = RN (Wy, Ly, R) and € = RN (W, L., R), with

L. < aglog(1l/eq), Ly < aglog(1l/cy), We < aoegs/o‘e log(1/ec) and Wy < aoegz/% log(1/¢€q)

agNl
then, Apes S €g+ €.

Proof. We first prove the result for the Wasserstein-1 distance and then for the MMDg-metric.

Case 1: diss(-,:) =W;(+,-) For any G € G and E € &, we observe that,

Vip,v,G, E) <V (u,v, G, E) + |V (i, v, G, E) = V(p,v, G, E)|
<lle(-,Go E()) = c(-,G o E(-))llLo ) + (Wi (Egp, v) — Wi(Eyps, v)|
SIGoE—GoElL o + Wi ( By, Egp)
SIG o E—Go EllL (suppw) + IIE = EllL_. (supp(u)

SHG oE — é © EH]LOQ(SUDP(M)) + ”é ok — é © EHLOO(SUPD(H)) + ”E - E”]Loc(supp(u))

agAl

SJHG - GHLOC([O,I][) + HE - E”]Loo(supp(“))

=+ HE - ]E“Loo(supp(u))

We can take § = RN (log(1/¢,), E;Z/ag log(1/e€4)) and €& = RN (log(1/e.), e /e log(1/e.)) by approximating

in each of the individual coordinate-wise output of the vector-valued functions G and E and stacking them
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parallelly. This makes,

Vv, G E) Seg+ e + e Seg + 2o

Case 2: diss(-,-) = MMD3(-,-) Before we begin, we note that,

IMMD3 (B, v) — MMD3 (Eypa, v)|

B X s, x~p K(B(X), E(X)) = Ex o, x 1y K(E(X), E(X"))]
+2Ex 2 K(E(X), Z) = Exmp. 2w K(E(X), Z)|

<274 ||E — Bl (supp()) + 27| E — Bl (supp(pe))

~472|1B = Bl suppir)- (18)
For any G € G and F € &, we observe that,

V(u,v,G,E) =V (u,v,G,E) + |V(u,v,G,E) — V(u,v,G, E)|
=[le(-, G 0 E(-)) = ¢+, G 0 B(-))|lo (supp(e)) + IMMD3(Egpt, v) — MMD3c(Exp, v)]
SIGoE—GoElL ) + 47l E = EllL__ (supp(u)) (19)
SIG o E =G o Bl suppu)) + |1 B = EllL. (supp(u))

<|[|GoE - Go EllL. (supp(w)) ”é oE—Go E||Loo(supp(u)) + ”E = El|r... (supp())

~ - 1 ~
S,HG - G”Lw([o,l][) + HE - E”]I(fzc/zsupp(u)) + HE - ]E||Loo(supp(u))~

In the above calculations, we have used (18) to arrive at (19). As before, we take § = RN (log(1/¢g), eg_e/% log(1/¢€4))
and & = RN (log(1/e.), eo*/e log(1/e.)) by approximating in each of the individual coordinate-wise output

of the vector-valued functions G and E and stacking them parallelly. This makes,

V(p,v,G,E) < €g + 639/\1 tee Segt €ggm-

C.4 Proofs from Section B.2
C.4.1 Proof of Lemma 20

Lemma 20. Suppose that n > 6 and F are a class neural network with depth at most L and number of
weights at most W. Furthermore, the activation functions are piece-wise polynomial activation with the
number of pieces and degree at most k € N. Then, there is a constant 6 (that might depend on d and d’),
such that, if n > (W + 6d’ + 2d'L)(L + 3) (log(W + 6d’ +2d'L) + L + 3),

!
log N (€& Fiy, loo) S (W4 6d +2d' L)(L+ 3) (log(W + 6d" + 2d'L) + L + 3) log (nd) ,
Lin €
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id

Oz=L
()—

Figure 3: A representation of the network h(-,-). The magenta lines represent d’ weights of value 1. Similarly,
cyan lines represent d’ weights of value —1. Finally, the orange and teal lines represent d’ weights (each)
with values +0.25 and —0.25, respectively. The identity map takes 2d’L(f) many weights (see remark 15 (iv)
of Nakada and Imaizumi (2020)). The magenta, cyan, orange and teal connections take 6d' many weights.

All activations are taken to be ReLU, except the output of the yellow nodes, whose activation is o(x) = 2.

where d' is the output dimension of the networks in F.

Proof. Welet, h(z,y) =y f(x) and let H = {h(z,y) = y7 f(z) : f € F}. Also, let, T = {(h(X;, e0)licinyscia)) €
R : h € #}. Here e; denotes the (-th unit vector. By construction of T, it is clear that, N(e; Flx,. loo) =
N(&; T, ls). We observe that,

na,y) = 7l + F@I3~ Iy~ F)13)

Clearly, h can be implemented by a network with L(h) = L(f) + 3 and W(h) = W(f) + 6d’ + 2d'L(f) (see
Fig. 3 for such a construction). Thus, from Theorem 12.9 of Anthony and Bartlett (2009) (see Lemma 37),

we note that, if n > Pdim(H),

)

2end’ Pdim(H)
: <(—=——

N(& T, boo) < (d)dm(%))

with,

Pdim(H) < W(h)L(R)logW(h) + W(h)L2(h),

from applying Theorem 6 of Bartlett et al. (2019) (see Lemma 38). This implies that,

!
log NV (6;H, Lo ) <Pdim(H) log <6P31TZ1C§’H)>

<Pdim(#) log (”j)
< (WO (R) log WO + W) £201) o ().

Plugging in the values of W(h) and L(h) yields the result.
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C.4.2 Proof of Corollary 21

Corollary 21. Suppose that W(E) < W,, L(E) < L., W(S) < Wy and L(S) < L,, with L.,Ly > 3,
We > 60+ 2(L, and Wy > 6d + 2dL,. Then, there is a constant &1, such that if n > & (We + Wy)(Le +
Lg) (log(We + Wy) + Le + Lg),

L
logN(e €l ) <W, Le(log W, + L¢) log <”) :
€
nd
log N (e (G 0 8>\X1m7foo) SOV + W)L + L) (og(Ws + 1W,) + L + Ly log ().

Proof. The proof easily follows from applying Lemma 20 and noting the sizes of the networks in & and
Goé&. [
C.4.3 Proof of Lemma 22

Lemma 22. Suppose R(G) < 1 and F = {f(x) = ¢(x,Go E(x)) : G € G, E € £}. Furthermore, let,
L(E) < L., W(G) < W, and L£(G) < Ly, with L, Ly > 3, We > 60+ 2L, and W, > 6d + 2dL,. Then, there
is a constant &2, such that if n > & (We + Wy)(Le + Lg) (log(We + W) + L. + Ly)

Ellfn — plls S ”_1/2((We + W) (Le + L) (IOg(We +Wy) + Le + Lg) 1og(nd))1/2

Proof. Let R(G) < B, for some B > 0 and let B. = supy<,<p |c(z)| From Dudley’s chaining (Wainwright,
2019, Theorem 5.22),

1 BC/Q
E| fn — <E inf — 1 . 2
iin — pll5 SEx,., O§§1£BC/2 (5 + \/5/5 \/og/\/(e,&rxlm,éoo)de> (20)
Let For any G € §and E € €, we can find v € C(e; (50&)|, ,lx), such that, [[(GoE) —v|e < e This

implies that ||(Go E)(X;) — vi|lec <, for all i € [n]. Let, A= {(c(X1,v1),.. .,C(Xn,'l}n)) 1w € (G008, }

Thus, For any G € G, F € €,

max |e(X;, G o E(X;)) — c(X;,v:)| <7 max (G o E)(X;) — villoo < Tee.

1<i<n 1<i<n

Thus, A constitutes a Tce-cover of F|, . Hence,

N1y oboe) S N(€/70 (G BN toc) < (Wt W)L+ L) (Jom(IWs + T,) + L+ L) o (724,

Here, the last inequality follows from Lemma 20. Plugging in the above bound in equation (20), we get,

<6<B,/2

B./2
Ellin - #lls SEx,., _inf <6+ / Vg N (.3, ¢ )d)

Tcna

\/(W+W)(L+L)1ogW+W/ log

<\/(W + W,)(Le + Ly) (log(W, + W) + L. + L,) log(n

n
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C.4.4 Proof of Lemma 23

b Z;L:l dx, and & = RN (L., W,). Then,

n

Lemma 23. Let fi, =

WeLe(log W, + L.) log(nf)

n

sup |\ W1 (Ejpin, v) — Wi (Eyp, v)| S (n_l/e vnl/? logn) +
Eece
Furthermore,

sup | Wi (Egfin, Vm) — Wi(Egp,v)| < (n_l/é vnT/2 logn) + (m_l/é vV m~1/? logm)
Eece

W, Lc(log W, + L) log(nf)
- .

Proof. Note that if diss(+,-) = W1(:,), then
sup |cﬁs\s(Eﬁ,u7 v) —diss(Eyp, v)| = sup |Wi(Eyfin, ) — Wi (Egp, v)| < sup Wi (Eyfin, Eyp)
Beg Beg Eeg

We note that,

sup W (Eyjt, Bypr) = sup - sup By 5l (B(X)) = f(E(X))
Ece Eeg f:||fllLip<1

We take F; = {f : [0,1] = R : || fl|lLip < 1} = H'(VF). By the result of Kolmogorov and Tikhomirov
(1961) (Lemma 36), we note that log N (e; Fi, £oo) < €%, Furthermore, if we take F» = &, we observe that,
og N'(6 €|y, loo) S WeLe(logWe + L) log (%) from Lemma 21. From Dudley’s chaining, we observe the

following:

E sup W (Eyfi, Eyp)
Ecé

=Esup sup  Ey ¢, f(E(X)) - fE(X))
BEE f:|flluip<1

=E|i — pllFoe
<® s
SE oglzsnnge ( / \/ogJ\f (Fio 8) éoo)de>
S]E()giénnge ( / \/log/\/ (€/2; Fi,ls0) +1log N (6/2;€X1:n,€oo)de>
1
< i _ .
SE nf <5+ \/ﬁ/a <\/log/\f €/2; F1,ls0) + \/1og/\/(e/2,8|xm,eoo)> de)
1 R,
SE inf <5+ / Viog N (¢/2; Fi, oo de—|——/ \/10gN 6/2 €l ) e)
5

0<6<R. n

S

1 [He 2ent
< — —£/2
O<15n<fR <6+\/ﬁ_/5 € de+ \/WL (log W, +L)log( ; ) e>
R.
< nf (M 1 / Emd€> o [WeLe(logWe + L) log(né)
0<5<R. vn Js n
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1 [Re (W.Lelog W, 1
< inf (5 4+ / 6—@/2d6> + \/ og ogn
™~ 0<S<R. vn /s n

< (n—l/é vn~1/2 log n) + WeLe(log We + Le) log(nf) '

~
n

C.4.5 Proof of Lemma 24

Lemma 24. Suppose assumption A2 holds and let, L(€) < L. and £(§G) < Ly, with Le > 3, W, > 2((3+L.).
Also suppose that, ® = {¢ € Hy : ||¢|lm, < 1}, then,

WeLe(log W, + L) log(nf)
- .

R((Po&), X1.n) S
Proof.
fR(((I) (] 8),X1:n)

:lIEI sup 20i¢(f(Xi))‘

o ged, fee iz

:lE sup ZU1<:K(f(Xl)’)’¢>|

N geo, fee i

e s <zan<<f<xi>,->,¢>|

N ¢co, fece

i=1
<— Esup O'Z
1
=—FE sup sup Z 0’1 vw (f(Xl)v ) - K(Uiv ))
vEC(e,S‘Xl oo) fee =1 Hx
1 - 1 &
<-E sup sup [ (1D oK (v, )|+ = D IKF(X), ) = K(wi, ),
K vee (€, o) 18 \lli=1 Hay i=1
1 n
<-E max Zaﬂ((v“ ) + v/ 27k€ (21)
n vel (E’E‘X Lo i=1 Hayc

For any v € C (6,8|X ,Eoo), let, Yy = [3202, 0K (vi, )|y, and Ky = ((K(vi,v5)) € R™*™. 1t is easy

1/2

to observe that, Y2 = o0 ' Kyo and Y,, = ||K,’ “o|. By Theorem 2.1 of Rudelson and Vershynin (2013), we

P (|15 20— 1Ky 2 s | > t) < 2exp —% = 2exp{—6tz},
Ko ?|2 [ K ||

for some universal constant ¢ > 0. From Perron—Frobenius theorem, we note that,

note that,

n
2
Kol < gfgn;i]((%vj) < Bn.
j:
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Hence,

ct?
B (|1Ky2al — 152 s | > ) < 2exp{nBQ}.

This implies that,

1/2 1/2 N’
oI o] = 1KY ) < exp { -2,
for some absolute constant ¢/, by applying Proposition 2.5.2 of Vershynin (2018). From Theorem 2.5 of

Boucheron et al. (2013), we observe that,

B max (K0 1 %ls) S\ folog (.81, o).
veC(eiy, o) "

From equation (21), we observe that,

1 n
R(®o & Xi.y) <-E max > e (i, )|+ V27re
n ‘UEC(S,S‘XI:TL,ZOO) i=1 Hge
1
=—E max (1K 2ol = 1Ky llus + 1Ky 2 lus) + V27

vel (e,E‘le ,Zoo)

1
<-E max  (|K, 2o = | K% |lus)
n UEC(E,S‘le,Zw)
1
+— max | EKL?|us + v27xe
N vee €€y, oo
log N (e, € ,eoo) B
< lin e
~ n + Vn Ve
WL, log W, log (™)
/S m €’ 4 \/g (22)
We take € = \/WELE(IOg WetLe)logmb) 1nakes R((® o €), X1.) < \/WeLe(lOg We+Le)log(nf) 0

C.4.6 Proof of Lemma 25

To prove Lemma 25, we need some supporting results, which we sequentially state and prove as follows. The
first such result, i.e. Lemma 27 ensures that the kernel function is Lipschitz when it is considered as a map

from a real vector space to the corresponding Hilbert space.
Lemma 27. Suppose assumption A2 holds. Then, ||X(x,-) — K(y,-)|lf, < 27llz -yl
Proof. We observe the following:

15, ) = Ky, ), =K () +K(y,y) - 2K(z,y)

=(XK(z,z) — K(z,y)) + (K(y,y) — K(z,y))

<27 [| — ylf2-
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O

Lemma 28 states that the difference between the estimated and actual squared MMD-dissimilarity scales

as O(1/n) for estimates (5) and O(1/n + 1/m) for estimates (6).

Lemma 28. Suppose assumption A2 holds. Then, for any E € &,

n

2
(a) ’MMDK(Eﬁﬂn,u) _ MMD?C(Eﬁ/ln,u)’ < 2B
VMDA Exfi . D 2 (B 2(1 4 1
(b) | FEMD g (Exgfin, #) — MMDE (B, v)| < 282 (2 + L),
Proof. We note that,
2 )
MMDK (Eﬁﬂna V) — MMD (Eﬁﬂna V)

e SOR(B(), B - 5 3 K(ECX). B(X)
i£] ij=1

= KB E(X) - 5 YK (B(X). (X))

i#j
Thus,
T2 2 - 1 o 1 .  2B?
MMDy (Exfin, v) — MMD (Eﬁun,l/>‘ Sy XM DB g xnB? = S
Part (b) follows similarly. O

We also note that the MMD g -metric is bounded under A2 as seen in Lemma 29.
Lemma 29. Under assumption A2, MMDx (P, Q) < 2B, for any two distributions P and Q.

Proof. |f(x)| = (X(z,-), f) < |X(x, )|, = B. This implies that MMDg (P, Q) = supgcq ([ ¢pdP— [ dQ) <
2B O

Lemma 30. Suppose assumption A2 holds. Then,

n

(a) Esupgce ’ATM\DK(EWMV) — MMDsc(Eyp, y)‘ < \/WeLg(logWg+Le)log(nZ)'

(b) ]ESllpEeg ’mﬂ{(Eﬁﬂn,ﬁm) o MMDK(Eﬁ/l,V)‘ S \/WELE(logWeJrLe)log(nl) +

n

i

Proof. Proof of Part (a)

We begin by noting that,

E sup |MMDsc(Eyfin, v) — MMDac (Exp, u)‘
Eecé

<E sup [IMMDuy (E4fin, ) — MMDuy (Eyp, v)| + E sup ‘mK(Eﬁﬂm v) — MMDx (Ejfin, v)
Eee Eeg
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1
<E sup MMDuyc (Eyfin, Eyp) + 2584 / (23)
Ece
1
:Esupsup(/gb ))dfin (x /(b >+2B\/>
Ecé ¢pcd n
<OR(D o &, 1) + 2By - (24)
n
WL, (log Wen+ L.) log(nf). (25)

In the above calculations, (23) follows from Lemma 28. Inequality (24) follows from symmetrization, whereas,
(25) follows from Lemma 24.
Proof of Part (b) Similar to the calculations in part (a), we note the following:
E sup |MMDsc(Eyfin, o) — MMDac (Exp, u)‘
Ecé&

<E sup |MMDxc(Eyfin, Om) — MMDac(Eyp, v)| + E sup \mxwmn, V) — MMDy (Eyjin,, v)
FEeé& Eeé&

1 1
<E sup MMDx(Es fin, Espt) + EMMDoc (9, v) + 2By — + —
n m

Ecé

<2R(D o &, p) + R(P,v) + 2B/~ +

Sl
3|~

WeLe(logWe + Le)log(nf) 1

+

We are now ready to prove Lemma 25. For ease of readability, we restate the Lemma as follows.

Lemma 25. Under assumption A2, the following holds:

n

2
(a) E sup ‘MMD,K(Eﬂﬂn, V) — MMD2(Exp, u)‘ < \/ WeleloaWe log(nf)
Feé&

2
(b) E sup |MMDyc(Esjin, V) — MMD5c(Eyp, v) ‘ \/W Lellog We +Lo)log(nt) L.
Eee
Proof. Proof of part (a) We begin by noting the following:

2
E sup |[MMDy (Eyjin, v) — MMDZ (Eyp, u)‘

Eeé
— _— 2
—E sup |2MMDux (Ezp, v) (MMDK(EW”, V) — MMDK(EW,V)> + (MMDK(EW”,V) - MMDK(EW,V))
Ecé&
— — 2
<2BE sup | MMDx (Eg i, v) — MMDuc (Eyp, u)‘ +E sup [MMDac(Eijin, v) — MMDac (B, 1/)‘ (26)
FEeé Ecé

- \/eweLe(log W, + L) logn

- (27)

Inequality (26) follows from applying Lemma 29, whereas, (27) is a consequence of Lemma (30).

36



Chakraborty and Bartlett

Proof of part (b) Similarly,

2
E sup |MMD . (Eyjin, #m) — MMDZ (Exp, y)‘
Eeé&

=E sup

— — 2
sup 2MMDsc (B, ) (MMD(}((Eﬁ/ln,ﬁm) — MMDxc (Exp, u)) n (MMD(}((Eﬁ/ln,ﬁm) — MMDxc(Expi, 1/))
€

<2BE sup |MMDuc(Esfin, Im) — MMDac (Eypt, u)’ + E sup [MMDyc(Esin, #1m) — MMDac (Eypu, v)
Ecé Eecé&

\/ZWeLe(log W, + L.)logn L

‘ 2

<

~

C.5 Proofs from Section 5.2

In this section, we prove the main result of this paper, i.e. Theorem 8.

C.6 Proofs from Section 5.5
To begin our analysis, we first show the following:
Theorem 31. Under assumptions, A1-3, V(u,v, G, E’) — 0, almost surely.

Proof. For simplicity, we consider the estimator (5). A similar proof holds for estimator (6). Consider the
oracle inequality (7). We only consider the case, when, diss = Wy, the case when, diss = MMD%C can be
proved similarly.

We note that F is a bounded function class, with bound B.. Thus, a simple application of the bounded

difference inequality yields that with probability at least 1 — §/2,

N N log(1/6
I~ bl < Bl — il + 01/ B

for some positive constant 6;. The fourth term in (5) can be written as:
sup ‘Wl(Eﬁﬂ’na V) - Wl(Eﬁ,U/7 1/)|
Eecet

Suppose that fi}, denotes the empirical distribution on (Xy,...,X;_1,X/,..., X,,). Then replacing fi,, with

fih,, yields an error at most,

. . . . 1
sup [W1(Byfin, v) — Wi(Eyjiy,, v)| < sup Wi (Eyfin, Bgfiy,) < sup  sup  —[f(E(X;)) — f(E(X])] S
Ee€é& Ee€é& E€& fif|fllLip<1 T

)

3=

since by construction, E’s are chosen from bounded ReLU functions. Again by a simple application of

bounded difference inequality, we get,

. . log(1/6
2 sup£ (W1 (Eyfin,v) — Wi(Eyp,v)| < 2)E sulig (W1 (Eyfin,v) — Wi (Eyp,v)| + 02 %,
Ec Ec
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with probability at least 1 — §/2. Hence, by union bound, with probability at least 1 — §

2lfin = pllzr + 2 sup [Wr (Egfin, v) = Wa(Egp, v)|
Ec

. . log(1/d
<2Bl|n — pll + 2AE sp W (Byin, ) — Wi (B )| + 0| 2ELL),
S

for some absolute constant f5. Since, all other terms in (7) are bounded independent of the random sample,

with probability at least 1 — 4,

Y E 5 F log(1/6
V(/,,L, V’G7E) < ]EV(M7V’ Ga E) +93 #

From the above, P(|V (u, v, G, E) —EV(u,v, G,E)| >e€) < e_%. this implies that 2721 P(|V(u, v, G, E) -
EV (u,v,G,E)| > €) < co. A simple application of the first Borel-Cantelli Lemma yields (see Proposi-
tion 5.7 of Karr (1993)) that this implies that |V (i, v, G, E) — EV (i, v, G, E)| — 0, almost surely. Since,
lim,, 00 EV (11, v, G, E) = 0, the result follows. O

C.6.1 Proof of Proposition 12

Proposition 12. Suppose that assumptions A1-3 hold. Then, for both the dissimilarity measures W1 (-, -)
and MMD3(-,-) and the estimates (5) and (6), Eyp 9 v, almost surely.

Proof. Let diss = W;. From Theorem 31, it is clear that, Wl(Eu,u, v) — 0, almost surely. Since convergence
in Wasserstein distance characterizes convergence in distribution, Eﬁ I LN v, almost surely.

When, diss = MMD3., we can similarly say that MMD%(Ew, v) — 0, almost surely. From Theorem 3.2
(b) of Schreuder et al. (2021), we conclude that Eju 4, v, almost surely. O

C.6.2 Proof of Proposition 13

Proposition 13. Suppose that assumptions A1-3 hold. Then, for both the dissimilarity measures W1(-,+)
and MMD3(-,-) and the estimates (5) and (6), ||id(-) — Go EA'(~)||H%2(M) £250.

Proof. The proof follows from observing that 0 < ||id(-) — G o E(~)||H%2(M) < V(u,v,G, E) and applying
Theorem 31. O
C.6.3 Proof of Theorem 14

Theorem 14. Suppose that assumptions A1-3 hold and TV(Euu, v) = 0, almost surely. Then, C;'ﬁy 4, Wy

almost surely.

Proof. We begin by observing that,
Wi(Gyv, 1) <Wi(Gyw, (G o E)ypa) + Wi(G o E)gpa, 1) (28)
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We first note that

TV (G, (G o E)yu) = S N(Gy)(B) - (G o E)ep)(B)]
= sup [V(G(B)) - (Byu)(G~(B))]
BeB(RY)

< sup [w(B) — (Eyu)(B)| (29)
BEeB(RY)

=TV (v, E‘ﬁu) — 0, almost surely.

Here (29) follows from the fact that {é_l(B) :B¢ Rd} C RY, since (s are measurable. Thus, TV (Gyv, (Go
E)ﬁ 1) — 0, almost surely. Since convergence in TV implies convergence in distribution, this implies that
W1 (Gyv, (G o E)yp) — 0, almost surely.

We also note that, from Proposition 13, Ex,|X — Go E’(X)H2 — 0, almost surely. This implies that
X — G o E(X)| R 0, almost surely, which further implies that G o E(X) 4, X, almost surely. Hence,

W, (G o EA’)W7 ) — 0, almost surely. Plugging these in (28) gives us the desired result. O

Theorem 15. Suppose that assumptions A1-3 hold and let the family of estimated generators {@”}neN be

uniformly equicontinuous, almost surely. Then, G’;‘V 4, u, almost surely.

Proof. We note that from the proof of Theorem 14, equation (28) holds and Wl(é’" o E")ﬁu, 1) — 0, almost
surely. We fix an w in the sample space, for which, Wy (G” o E?)yu, 1) — 0 and (E7)yu 4 v, Here we
use the subscript w to show that G™ and E" might depend on w. Clearly, the set of all w’s, for which this
convergence holds, has probability 1.

By Skorohod’s theorem, we note that we can find a sequence of random variables {Y}, },en and Z, such
that Y,, follows the distribution EAﬁ”,u and Z ~ v, such that Y, = Z. Since {GZ}neN are uniformly
equicontinuous, for any € > 0, we can find § > 0, such that if |y, — 2| < 8, |G"(yn) — G"(2)] < e
Thus, G*(Y;) — G(Z) %25 0. Since this implies that G7(Y,) — G™(Z) 4 0, it is easy to see that,
W1 (G (Y,),G™(Z)) — 0. Now, since, Wi (G"(Yy,), G(Z)) = W1 ((G)sv, (G o E™)41), we conclude that
Wy ((G7)gv, (G™ OEZ;L)W) — 0, as n — oo. Thus, with probability one, the RHS of (28) goes to 0 as n — 0.

Hence, Wl(égy, w) — 0, almost surely. O

C.6.4 Proof of Corollary 16

Corollary 16. Let diss(-,-) = Wi(,-) and suppose that the assumptions of Theorem 8 are satisfied and
s > d,. Also let sup,cn HCAT'”HLZ-p,supm)neN |G || Lip < L, almost surely, for some L > 0. Wy (Gyv,p) <
Vi, v, G, E) for both estimators (5) and (6).

Proof. Denoting G as either of the estimators (5) and (6), it is easy to see that,

Wi (Gyv, 1) <W1(Gyv, (G o E)ypn) + Wi (G o E)ps, pr)
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<LWi (v, Bypt) + W1(G o E)gp, )

W, (v, Eypr) + / 1C o B() - o|3du(x)

D Supporting Results for Approximation Guarantees

Lemma 32. (Proposition 2 of Yarotsky (2017)) The function f(z) = z* on the segment [0,1] can be

approximated with any error by a ReLU network, sq,,(-), such that,
1. L(sq,,), W(sgq,,) < cim.

2. Sqm( k):(%)Q,forallkzo,l,...ﬂm,

S
3. 18 — 22| o,1)) < g2z

Lemma 33. Let sq,,() be taken as in Lemma 32, then, | sq,, — 2*||36 < 5=t

Proof. We begin by noting that, sq,,(x) = ((k+1)2 ﬁ) (z— L) + (L)2, whenever, z € | k ﬂ)

om — om om my om
Thus, on (5, £5L)),

— s 2

||Sqm - xZHQ'Cﬁ :qum - x2||]1‘oo((2im»k+l )) am 2m

k+1)2 k2
+H(+)

This implies that, [|sq,, — 2%[|3s < 57—t O

Lemma 34. Let M > 0, then we can find a ReLU network prod(2)

m

such that,

1. L(prod®), W(prod®) < com, for some absolute constant c;.

2
2. [lprod? — wyllu. . (- st myx - arae)) < ghker

Proof. Let prod? (z,y) = M? (sqm <‘$2LU‘) — 8Q,, (lzﬁ’l)) Clearly, prod® (z,y) = 0, if zy = 0. We note
that, E(prodgfl)) <ceym—+1 < com and W(prodg)) < 2cym+2 < com, for some absolute constant co. Clearly,

2
[prod? — 2yllL (—ar,myx (- aaamy < 2MPlsq — 2| j0,17) < 22m+1

O

Lemma 35. For any m > 3, we can construct a ReLU network prodﬁ,‘f) : RY — R, such that for any

3
X1,...,2q € [-1,1], ||pr0d$ff)(a?1,...,xd) =21 2l (—11]4) < 22?%.
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Proof. Let M = 1 and d > 2. We define prod® (zy,...,2x) = prod® (prod* Y (zy,... 21 1), z4),
k > 3. Clearly W(prodg,‘f)), £(pr0d5,‘f)) < c¢3dm, for some absolute constant c3. We also note that,
|pr0d£ff)(x1, cxg)| < 22%2“ +xd|prod§g_1)(9:1, ceyag—1)] < 2%72“ +M|prod£ff_1)(x1, ceyTag—1)] < 22%2“ +
221\,4%+--~+%+Md < #ﬁl—i—(d—Z)Md 261—2—1—22,,,#,+1 < d — 1. From induction, it is easy to see

that, prodgi) <d—1. Taking M = d — 1, we get that,

Hprodgff) ((L‘l, N ,.’L‘d) —X1... de]Loo([*l,l}d)

:Hprodg) (prodgff_l)(xl, cey®a1),Td) — X1 -+ ZTdllL ((—1,1]4)
d—1 >
SHprOdgn_ )(xl, . 7l'd_1) —X1...X4d—-1 ||H—foo([_171]d) + W

dM?
< 92m+2
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E Supporting Results from the Literature

This section lists some of the supporting results from the literature, used in the paper.

Lemma 36. (Kolmogorov and Tikhomirov, 1961) The e-covering number of 3?([0,1]%, R, 1) can be bounded
as,

log N ((&; 3 ([0, 1]%), || - [|oo) S Y7,

Lemma 37. (Theorem 12.2 of Anthony and Bartlett (2009)) Assume for all f € F, ||flloc < M. Denote
the pseudo-dimension of F as Pdim(F), then for n > Pdim(F), we have for any € and any X1,...,X,,

Pdim(F)
Ne, Tl loo) < (%)
Lemma 38. (Theorem 6 of Bartlett et al. (2019)) Consider the function class computed by a feed-forward
neural network architecture with W many weight parameters and U many computation units arranged in L
layers. Suppose that all non-output units have piecewise-polynomial activation functions with p + 1 pieces

and degrees no more than d, and the output unit has the identity function as its activation function. Then

the VC-dimension and pseudo-dimension are upper-bounded as

VOdim(F), Pdim(F) < C - LW log(pU) + L*W log d.
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