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Abstract

We investigate the properties of random feature ridge regression (RFRR) given by a two-layer neural
network with random Gaussian initialization. We study the non-asymptotic behaviors of the RFRR with
nearly orthogonal deterministic unit-length input data vectors in the overparameterized regime, where
the width of the first layer is much larger than the sample size. Our analysis shows high-probability
non-asymptotic concentration results for the training errors, cross-validations, and generalization errors
of RFRR centered around their respective values for a kernel ridge regression (KRR). This KRR is
derived from an expected kernel generated by a nonlinear random feature map. We then approximate
the performance of the KRR by a polynomial kernel matrix obtained from the Hermite polynomial
expansion of the activation function, whose degree only depends on the orthogonality among different
data points. This polynomial kernel determines the asymptotic behavior of the RFRR and the KRR. Our
results hold for a wide variety of activation functions and input data sets that exhibit nearly orthogonal
properties. Based on these approximations, we obtain a lower bound for the generalization error of the
RFRR for a nonlinear student-teacher model.

1 Introduction

Random feature regression is closely linked to deep learning theory as a linear model with respect to random
features. Training the output layer weight with ridge regression for a neural network with random first-layer
weight is equivalent to a random feature ridge regression model (RFRR) [RR07, CS09, DFS16, PLR™16,
SGGSD17, LBNT18, MHR ™ 18]. The conjugate kernel (CK), whose spectrum has been exploited to study the
generalization of random feature regression [MMM?22], is the Gram matrix of the output of the last hidden
layer on the training dataset. The performances (e.g., prediction risk) have been studied by [RR07, RROS,
RR17, MM19, MMM22, GMMM21]. As the width of the neural network increases to infinity, we expect
the empirical CK concentrates around its expectation, analogously to the neural tangent kernel (NTK)
theory from [JGH18]. In this overparameterized (or ultra-wide [ADH'19]) regime, RFRR is asymptotically
equivalent to a kernel ridge regression (KRR) model.

In this paper, we focus on the random CK generated by a two-layer fully-connected neural network at
random initialization f : R?*™ — R™ such that

e
f(X):=—=0 oc(WX 1.1
(X) 1= 070 (WX). (1.1)
where X € R?™ is the input data matrix, W € RV¥*? is the weight matrix for the first layer, 8 € R" is
the second layer weight, and ¢ is a nonlinear activation function. Here d is the feature dimension, n is the
sample size of the input data, and N is the width of the first layer.
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This work focuses on the behavior of the two-layer network under the random initialization of W with
sufficiently large width N. We will always view the input data X as a deterministic matrix (independent
of the random weights in W) with certain assumptions. We fix the random matrix W and only train the
second layer @ via training data X. This procedure is the same as the linear regression of random feature
vectors {o(Wz;) € RV, i € [n]}. The empirical CK matrix is defined by

Ky = %0 (WX) o (WX) e R, (1.2)

We will show that this random CK matrix will be concentrated around its expected n x n kernel matrix
K :=EKy =Eylo(w' X) o(w' X)), (1.3)

under the spectral norm when width N is sufficiently large, where w is the standard normal random vector in
R?. Random feature regression has already attracted as a random approximation of the reproducing kernel
Hilbert space (RKHS) defined by population kernel function K : R? x R? — R such that

K(xy,x3) := Eyplo((w, z1))o({(w, z3))], (1.4)

when width N is sufficiently large [RR07, Bac13, RR17, Bacl7, MMM22]. By an abuse of notation, we use
K to represent both the n x n kernel matrix K (X, X ) depending on dataset X and the kernel function in
(1.4). Denote the output of the first layer by

® .= o(WX)c RV*", (1.5)

Observe that the rows of the matrix ® are independent and identically distributed since only W is random
and X is deterministic. Let the i-th row of ® be ¢)iT = o(w;X) for 1 <i < N, where we denote w; € R?
as the i-th row of weight W. Then, CK can be written as Ky = % vazl qbi(b;r, which is a sum of N
independent rank-one random matrices in R™*™. The second moment of any row ¢, is given by (1.3).
Most of the recent results considered the RFRR with the data points X independently drawn from a
specific high-dimensional distribution, e.g., uniform measure on the hypercube or the unit sphere [Mis22,
HL22a, XP22, GMMM21] or under the hypercontractivity assumption from [MMM?22]. The analysis of this
RFRR usually requires strong assumptions on the data distribution and specific orthogonal polynomial ex-
pansions with respect to the distribution. In practice, real-world data cannot satisfy these ideal assumptions,
or it is hard to verify them. In this paper, we consider a general deterministic dataset for RFRR. Inspired
by [DZPS19, FW20, WZ21, DWY21], we point out that the inner products among different unit-length data
points, namely the degree of the orthogonality, play an important role in the performances of the RFRR.
More precisely, it affects how many degrees of the polynomial this RFRR can consistently learn from the
teacher models. The expected kernel model can be truncated as a polynomial inner-product kernel based
on this approximate orthogonality of the data points. Combining the concentration of RFRR and this poly-
nomial truncation, we can obtain a lower bound of the generalization error (out-of-sample prediction risk)
for RFRR induced by an ultra-wide neural network (N > n). Since we consider a general distribution-free
dataset, we can also analyze cross-validations of RFRR approximated by corresponding cross-validations of
the KRR. Our assumptions on the dataset are verifiable even for real-world datasets, and our theory exhibits
new ingredients to the study of neural networks with general real-world datasets [LC18, GLR ™22, WHS22].

1.1 Owur Contributions

We prove a sequence of sharp concentrations for RFRR around its expected KRR for a general distribution-
free dataset satisfying an f-orthonormal property (see Assumption 2.3). As long as the width N of the
neural network is much larger than sample size n, we can use a KRR to approximate RFRR in terms of
in-sample prediction risks, cross-validations, and out-of-sample prediction risks. With a qualitative control

of the approximate orthogonality among different data points measured by H(X X )Q(”l) — Id’ we can
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further approximate this KRR by a truncated polynomial inner-product KRR. Meanwhile, we reveal that
both RFRR and its corresponding KRR can only consistently learn a polynomial teacher model with a degree
at most £. To the best of our knowledge, this is the first work making a connection between the lower bound
of the generalization errors of RFRR and KRR, and the orthogonality of deterministic data points. Our
main results are stated in Section 2 and proved in Appendix C. The empirical simulations on both synthetic
and real-world datasets are presented in Section 3.

1.2 Related Work

Nonlinear Random Matrix Theory When N < n, the concentration of the CK matrix around its
expectation fails, and the limiting spectrum of the CK with random input dataset has been investigated
by [PW17, BP21, LLC18, BP22]; whereas [FW20] studied the spectrum of the CK with similar but stronger
assumptions compared to ours on input data and activation functions, and obtained a deformed Marchenko-
Pastur distribution [FW20]. As an application, when N =< n, the behavior of RFRR is determined by the
limiting spectra of the CK [GLK™'20, MM19, AP20, Cho22|. Specifically, [LLC18, LCM20, HL22b, Cho22]
studied the training error and empirical test error of RFRR in the proportional limit.

Concentrations of RFRR [RR17] proved the approximation of RFRR when the sample size n and the
number of neurons (width) N satisfy N < y/nlogn. This condition only considered fixed d with i.i.d.
data. Moreover, [LLC18, WZ21] considered similar concentrations of RFRR for more general datasets. The
concentration of random Fourier feature matrices was considered by [CSW22]. The sharp analysis of RFRR
[MMM22, Theorem 1] gave the precise asymptotic behavior of RFRR and only required N > n. Our results
are consistent with their results on the training errors but relax the assumption on the dataset.

Rotational Invariant Kernels The expected CK and NTK are rotational invariant kernels [LRZ20],
whence the kernel theory plays a crucial role in analyzing ultra-wide neural networks. In general, the spectra
of rotational invariant kernels have been analyzed by [EK10, LC19, ALC21] when n = d and such results
have been applied in the study of kernel ridge regression in [BMR21, SAEPT22]. [LC18, LC19] studied
the inner-product kernel induced by random features in the proportional limit, where they can further
decompose the expected kernel and extract the useful structure from the data. When n =< d¥, for k € N,
the performance of inner-product kernel with data uniformly drawn from the unit sphere has been recently
studied by [Mis22, HL22a, LY22, XP22].

Cross-validations in High Dimensions There is a line of research on cross-validations [LD19, JSST20b,
MM21, XMRH21, HMRT22, MCDVR22] for ridge regressions. In high dimensional linear ridge regressions,
[IMRT22] shows precise asymptotic behaviors of cross-validations as n/d — v € (0,00). Cross-validations
help us to tune the hyperparameters and approximate the generalization error of the model [JSST20b,
WHS22]. Most of the above works only focus on linear regression, while our work considers the cross-
validations of both nonlinear RFRR and KRR on general datasets.

2 Main results

Notations We use tr(4) = 1 3. A;; as the normalized trace of a matrix A € R™*" and Tr(4) = 3, Aj;.
Denote vectors by lowercase boldface. ||A]| is the spectral norm for any matrix A, || A|| 7 denotes the Frobenius
norm, and ||z|| is the ¢3-norm of any vector . Denote A® B as the Hadamard product of two matrices A, B
of the same size defined by (A® B);; = A;;Bi;, and AOF is the k-th Hadamard product of A with itself. Let

E.[] be the expectation with respect to the random vector w.



2.1 Model Assumptions

Before stating our main results, we list the following assumptions for the random weights W, the activation
function o, and input data X.

Assumption 2.1. The entries of weight matrix W € RV*? are i.i.d. standard normal random variables

N(0,1).

Let hy, be the k-th normalized Hermite polynomial and (o) be the k-th Hermite coefficient for nonlinear
function o. For more details, see Definition B.1.

Assumption 2.2. We assume o has a polynomial growth rate: |o(z)| < Cy(1+|x|)“ for a constant C, > 0.
Denote the standard Gaussian measure by I'. Define the L?(T") and L*(I") norms of o by o2 = (E[o%(¢)])"/?
and ||o|ls = (E[o*(€)])'/* respectively, where & ~ N(0,1).

In particular, Assumption 2.2 is similar to [MZ22], and it covers many commonly used activation func-
tions, including sigmoid, tanh, ReLLU, and leaky ReLLU. This is a more general condition compared to previous
works by [WZ21], which assume that o is Lipschitz, and Assumption 2.2 is sufficient for the concentrations
of training and generalization errors for RFRR.

We consider a sequence of X,, € R**" with growing d,, as n — 0o, where all X,, satisfy the following
assumption. Below we drop the dependence on n for the ease of notations. We treat X as a deterministic
matrix under the following asymptotic condition.

Assumption 2.3 ({-orthonormal dataset). Suppose that the input data X € R?*" satisfies ||z;|| = 1,Vi €
[n]. Let £ € N be the smallest integer such that

n—roo

lim [[(XTX)®¢D —1d|| =o. (2.1)
F

We further assume 02, := [|o]|3 — Y5_; ¢2(0) > 0.

Different from previous work that requires an upper bound on the maximal angle &,, 1= max;; [(x;, ;)|
[FW20, WZ21, NM20, HXAP20, FVB'22], our relaxed Condition (2.1) measures how data points separate
from each other on average. In particular,

H(XTX)W“) - IdHF < nebtt, (2.2)

whence (2.1) holds if ne’! — 0. Here, feature dimension d of the data is implicitly governed by (2.1). In a
word, degree ¢ in (2.2) exhibits the average degree of the orthogonality among different data points.
We can also verify Assumption 2.3 for a random dataset. For example, if {a;};c[,) are i.i.d. uniformly

distributed on S¢! and n = ©(d®) for a € R, then &, = O (1og1/2n) with high probability (see, for

di/2
example, [Verl8]), and we can take ¢ = 2|«| and condition on the high probability event to make X
deterministic. A similar argument is also applied by [DWY21], where the distribution of random data can
have some covariance structure.

2.2 Power Expansion of the Expected Kernel

For any two unit-length column vectors x,,xs in X, and any two Hermite polynomials h;, ks, we have
[NM20, Lemma D.2]

Euwlh;((w, o)) i ((w, 6))] = 81 {xa, z5)". (2.3)

This relation also appears in [0S20], which directly gives the following power expansion of the expected

Ok
kernel K in (1.3): K =3 12, (P (o) (XTX) . Hence, the kernel function K defined in (1.4) is an inner-

product kernel. In a concurrent work by [MJBM22], the same power series expansion was applied to the
NTK.



In high-dimensional statistics, invariant kernels can be approximated by some simpler models. For
instance, [EK10] proved that the inner-product random kernel matrices with a random dataset could be
approximated by a linear random matrix model when d < n. The proof by [EK10] utilized the Taylor
approximation of the nonlinear function. In this work, beyond the first-order approximation in [EK10], we
define a degree-f polynomial inner-product kernel by

4
K;=> (o) (XTX) * o?,1d, (2.4)
k=0

ol
Here 02, is an extra ridge parameter added to the polynomial kernel Zi:o (o) (X X ) . This extra
ridge can be viewed as an implicit regularization, especially for the minimum-norm interpolators [LRZ20,
JSS*20a, BMR21].
ok
Assumption 2.3 implies that the off-diagonal entries of (X X ) become negligible when the power k

is sufficiently large. Hence, we can truncate K and employ K, as an approximation of K as follows.

Proposition 2.4. Under Assumptions 2.2 and 2.3, let ng be the smallest integer such that for all n > ny,
max;; |z x;| < 1/v2 and

2
g
(XTX)W“)—IdH < >t (2.5)
” F = 402

We have for all n > ng, Apnin(K) > Ao := %O'ie, and

< & (2.6)
roo2V2 .
Remark 2.5 (Comparison to previous work with random dataset). (2.6) is proved by using the inequality
|K,— K| < ||K;— K| r and performing an entry-wise expansion of (K, — K). Such a Hermite polynomial
expansion approach might not be optimal if we know the exact distribution of the random dataset. Previous
work from [GMMM21, MMM22, MZ22, HL22a] assumed random datasets and random weights with specific
distributions. The authors obtained better approximation error bounds using a harmonic analysis approach,
where the activation functions and the kernel K were expanded in terms of an orthogonal basis with respect
to the distribution of random X and W. In many examples, these two distributions are assumed to be
the same, which provides a convenient way to expand and approximate K with some degree-¢ polynomial
kernel. Since we do not have any specific data distribution assumption, such an approach cannot be applied
to deterministic datasets.

Ol+1
I - K| <V2loli||(XTX) " ~1d

Remark 2.6 (Optimality). In fact, under our Assumption 2.3, the bound (2.6) is tight up to a constant

factor. For example, let o(z) = Zij) Cr(o)hg(z) be an order-(¢ 4+ 1) polynomial with (41(0) # 0. Assume

[{x;,x;)| =€ for all i # j and ¢ is an odd integer. Then

O+1) 1 O(£+1)
IKe - Kl = &1(0) ) > Ga(0)e -1 2 3,(0) )

‘(XTX _ Id‘

‘(XTX

F

Proposition 2.4 can be viewed as an extension of [EK10, Theorem 2.1] and [DWY21, Lemma C.7] for
a specific inner-product kernel K induced from the random CK with Gaussian weights, although [EK10]
and [DWY21] considered general rotational invariant random kernels. Our result reveals that we can simply
employ such a truncated kernel to approximate the nonlinear kernel because of the ¢-orthonormal property
in Assumption 2.3. In the proof of [DWY21], the authors verified that such property holds for random data
with high probability. The same form of K has also been studied by [LRZ20] for the ridgeless regression
on some random data X under the polynomial regime (n =< d*). Under a stronger regularity assumption
on the kernel function, the authors first applied Taylor expansion to get truncated kernel K,, then took
the Gram-Schmidt process to obtain an orthogonal polynomial basis, which implied a sharper bound on the
generalization error for random datasets.



2.3 Concentrations of the RFRR When N > n

We first consider a two-layer neural network at random initialization defined in (1.1) and estimate the
performance of random feature ridge regression in the ultra-high dimensional limit where N > n. We focus

on the linear regression with respect to @ € RY for predictors of the form fo(X) := ﬁGTJ (WX), with

training data X € R?*™ and training labels y € R™. The loss function of the ridge regression with a ridge
parameter A > 0 is defined by

1 A
L(9) = —[fo(X)" —yl*+ 6] (2.7)
n n
The minimizer of (2.7) denoted by 6 := argming L(6) has an explicit expression

.1 1 -

0=—%& vI>T<I’+/\Id) ,
VN <N Y

where @ is defined in (1.5). The optimal predictor for this RFRR with respect to the loss function in (2.7)

is given by

+(RF) L oAt
x):=—=0 oc(Wzx), 2.8
where we define an empirical kernel Kn(-,-) : R? x R — R as Ky(x,2) :== +0(Wx) c(Wz), and the
n-dimension row vector is given by Ky (x, X) = [Kn(xz,z1),..., Ky(x, )]
Analogously, consider any kernel function K(-,-) : R¢ x R? — R defined in (1.4). Similar to (2.8), the
optimal kernel predictor with ridge parameter A for kernel ridge regression is given by

(@) = K (z, X)(K + \d) " 'y. (2.9)

See [RRO7, AKM™17, LR20, JSST20a, LLS21, BMR21]| for additional descriptions about KRR.

We compare the behavior of the two different predictors f;\RF)(:B) in (2.8) and f/gK)(a:) in (2.9) with the
kernel K defined in (1.4). As N is sufficiently large, the empirical kernel K y defined in (1.2) will concentrate
around its expectation (1.4). From (2.8) and (2.9), the predictors of RFRR and KRR are determined by K
and K, respectively. Therefore, our concentration inequality will help us conclude that the performances of
these two predictors are also close to each other as long as the width N is sufficiently larger than sample size
n. In the following subsections, we will show that the training error, cross-validations, and generalization
error of RFRR can be approximated by the corresponding quantities of KRR defined in (2.9) when N is
sufficiently large.

2.3.1 Training Error Approximation

Denote the optimal predictors for the random feature and kernel ridge regressions on the training data X
with the ridge parameter A > 0 by

) = (o) F o)

A0 = (@), )

respectively. We first compare the training errors for these two predictors. Let the training errors (empirical
risks) of these two predictors be

K LAk

Bl =A% (X) w3, (2.10)
RF,A) L1 ARF

B =I5 (X) — w3, (2.11)

With high probability, the training error of a random feature model and the corresponding kernel model
with the same ridge parameter A can be approximated as follows.



Theorem 2.7 (Training error approximation). Suppose that Assumptions 2.1, 2.2, and 2.3 hold. Then,
with probability at least 1 — N=2, for any A >0, N/ log?%~ (N) > Cin, and n > ng,

pEN| < 222 1og™ (N)||y||?
train | — \/ﬂW ’

where Cy and Cy are positive constants depending only on o.

E(RF,)\)

train

(2.12)

Our bound (2.12) provides a non-asymptotic estimate on the training error approximation, including the
case when A = 0. From (2.12), assuming y; = O(1) for all ¢ € [n], we can conclude that the training error
(2.10) concentrates around (2.11) as long as N/ log?“" (N') > n. This result does not rely on the distribution
of the data X and how we generate the labels y.

The random matrix tool we employ to prove Theorem 2.7 is a normalized kernel matrix concentration
inequality (Proposition C.1 in Appendix C.2). In contrast to other kernel random matrix concentration
results with deterministic X in [LLC18, WZ21], a crucial property of our concentration inequality is that it
does not depend on || X ||, which guarantees an o(1) approximation error in (2.12) as long as N/ log?“" (N) >
n.

2.3.2 Cross-validations Approximation

In the overparameterized regime, the training error approximation in Theorem 2.7 does not directly imply a
good approximation of the generalization, but the above analysis of training errors assists us in getting similar
approximations on cross-validations of RFRR. Cross-validation (CV) is a common method of model selection
and parameter tuning in practice. Especially when practitioners have no access to the data distributions,
one can employ CV to approximate the generalization errors of the model [PRT22, JSST20b]. For more
background on cross-validations, we further refer to [AC10].

In this subsection, we focus on leave-one-out cross-validation (LOOCV) and generalized cross-validation

(GCV) for the predictors fiRF) and fiK). Following [HTF09], LOOCYV is defined by

1« .
CVK ::EZ(%‘ — A (),
i=1
1 A(RF
CV{ERY = > i — A=),

i=1

(2.13)

where f;\KL and finz are KRR and RFRR estimators, respectively, on training data set X with the data
point x; removed. For simplicity, denote Ky = K + AId and Ky = Ky + Ald. With Schur complement,

we can obtain the “shortcut” formulae for LOOCV as
1
CVIKAN =—yTK "D 2Ky, (2.14)
n
1
CVn(RF7/\) :ﬁyTK]_\],l)\DX/'zK;[,l)\y7 (215)

where D and Dy are diagonal matrices with diagonals [D];; = [K'];; and [Dn]i; = [K]:,}A]ii, for i € [n]
respectively. The derivations of (2.14) and (2.15) are given in Lemma C.5 of Appendix C.4.

Under certain assumptions, we expect [D]; and [Dy]; to concentrate around tr K)' and tr Ky,
respectively. Therefore, as an approximation of LOOCV, we define GCV 7

GCVIN = (A tr(K + Ald)~1) 2 XY

RF,\ -2 tra(iI:F’,\) (2.16)
GCVIFFN = (N tr(Ky + A1) 1) " B,

For linear ridge regression models [HMRT22], the such approximation is done by applying random matrix
theory to replace D;; with tr K" and [Dy];; with tr K;,l/\ in (2.14) and (2.15), respectively.



Since these cross-validation estimators are determined by training errors, with Theorem 2.7, we ob-
tain the concentrations of LOOCV and GCV. Theorem 2.8 reveals that under the ultra-wide regime, i.e.,
N/ 1og20" N > n, GCV and CV estimators of RFRR are close to the corresponding cross-validations of
KRR, respectively.

Theorem 2.8 (LOOCV and GCV approximations). Under the same assumptions as Theorem 2.7, with
probability at least 1 — N=2, for any X\ > 0, when N/log?““(N) > C(1+ X*)n and n > no,

4 Co 2

4 Co 2

where C,c > 0 are constants depending only on o.

The LOOCYV and GCV of the linear model have been analyzed by [LD19, XMRH21, HMRT22, PRT22,
WHS22]. As shown by [HMRT22], the advantage of LOOCV and GCV is that the optimal ridge parameter
tuned by CV is asymptotically the same as the optimal ridge parameter in the high dimensional case. Unlike
the results mentioned above, Theorem 2.8 does not require any assumption on data distribution, which opens
the door to studying LOOCV and GCV on more general datasets.

In [JSST20b], GCV is also called Kernel Alignment Risk Estimator (KARE), and the authors verified
that GCV could be used to approximate the generalization error for KRR under a Gaussian universality
hypothesis. In addition, [WHS22] proved that GCV is a good approximation of the generalization error
of the linear ridge regression model when a local law for data distribution holds. This may imply that
GCV&LK”\) also asymptotically approaches the generalization error of KRR when the deterministic matrix
K (X, X) satisfies a local law property. This suggests that the concentrations in Theorem 2.8 could be
useful in approximating the generalization error of RFRR. Notably, [WHS22] considered general datasets
under an anisotropic local law hypothesis, while our deterministic data only possesses some orthogonal
structures. The proof of Theorem 2.8 in Appendix C.4 opens a new avenue for analyzing LOOCV and GCV
for kernel regression [PRT22]. Following [WHS22], as a future research direction, we also expect that the
GCV estimator of RFRR will converge to its generalization error under certain extra conditions.

2.3.3 Generalization Error Approximation

Different from the controls of in-sample prediction risks and cross-validations in Sections 2.3.1 and 2.3.2, to
investigate the generalization error, we introduce further assumptions on the model and the target function
under a student-teacher model. The student-teacher model has been investigated in recent works [GLEK ™20,
DL20, HL22b, GMKZ20, LGC*T21, LD21, DLS22, BEST22]. Since all the data points x; are deterministic,
our model is a fixed design rather than random design [HKZ12].

Denote an unknown teacher function by f* : R¢ — R. The training labels are generated by y = f*(X)+e,
where f*(X) = (f*(z1),..., f*(zs))", and € ~ N(0,021d). We impose the following assumptions.

Assumption 2.9. Assume that the target function is a nonlinear function with one neuron defined by
f*(z) = 7({B,x)), where the random vector 8 ~ N(0,1d,) and 7 € L*(R,T). Suppose that (x(7) # 0 as
long as (x(0) # 0, for 0 < k < ¢. Training labels are given by y = 7(X ' 3) + & € R".

In particular, such an assumption includes the case when o and 7 are the same activation function.

Assumption 2.10. Suppose the test data & € R? satisfies almost surely, ||| = 1 and

n—oo

lim \/BH(X%)WH)H —0. (2.19)
2

Assumption 2.10 of the test data x guarantees similar statistical behavior as the training data points
in X, but we do not impose any specific assumption on its distribution. It is promising to utilize such
assumption further to handle statistical models with real-world data [LCM20, SLTC20].



Assumption 2.10 holds with high probability in many cases when 1, ..., x, are i.i.d. samples from some
distribution P: e.g. Unif(S?~!) and Unif ({&—%7 %}) with n < d* and £ = 2|«a]; an arbitrary distribution
such that (2.19) holds almost surely through reject sampling [CRWO04]; or an empirical distribution uz; where
Ly = % Z?:l dz,, and &1,..., &5 are deterministic unit vectors such that (2.19) holds for each &;,i € [f].

For any predictor denoted by f , define the generalization error (also called test error) to be the following
conditional expectation

£(f) =E[lf@ - f@F | X], (2.20)

where the expectation is taken over noise g, test data @, and signal 3. Since the dataset X is deterministic
in our setting, the conditional expectation in (2.20) becomes £(f) = E[|f(z) — f*(z)[?]. Analogously to
the linear case from [AKT19], this turns out to be the Bayes risk for out-of-sample predictors. Viewing
B3 as a random signal in the teacher model allows us to get a sharper bound of the generalization error in
Theorem 2.11 below.

Under Assumption 2.10, let n; be the smallest integer such that for all n > nq,

Uiz
2~ 4o}

1 T NO(+1)
sup |(@,2)| < <=, || (X T@)* 0|
i€[n) ' V2

The following approximation holds for the test error between a random feature predictor and the correspond-
ing kernel predictor in ridge regressions.

Theorem 2.11 (Generalization error approximation). Suppose Assumptions 2.1, 2.2, 2.9, and 2.10 hold.
Then, with probability at least 1 —log=%" (N), for any N/1log*?" N > C1(1 4 A2)n, n > max{ng,n,}, the
difference between test errors of RFRR and KRR satisfies

£ A}(\RF) (x)) — L( }K)(m)) < Cz(1 4 X\) log®” (N)\/E, (2.21)

for any A > 0, where constant Cy depends only on o, and positive constant Cy depends only on o, and o..

When the width N/log“" (N) > n, the right-hand side of (2.21) is vanishing. In other words, RFRR
has the same generalization error as KRR for ultra-wide neural networks. Notice that Theorem 2.11 covers
the ridge-less regression case when A = 0.

2.4 Approximation of KRR by a Polynomial KRR

In this subsection, we study a polynomial kernel ridge regression (PKRR) induced by the polynomial kernel
K, in (2.4). We define an inner-product kernel by

I3, ife==z2
Ky(x, z):=
(@ 2) {Zi—o C(o)(x"2)*, otherwise,

for any x,z € R The parameter ¢ defined by Assumption 2.3, is determined by orthogonality among
different data points in the training set. In practice, it is hard to implement the expected kernel K, whereas
this truncated kernel K, with finite many parameters is a simpler model for implementation and theoretical
analysis. Similarly, with (2.8) and (2.9), the predictor for kernel regression with respect to Ky is denoted by

A7 (@) = Ko(a, X) (K, + A1d) 'y, (2.22)

where, by an abuse of notation, we use Ky to denote the n x n polynomial kernel matrix K,(X, X). For
simplicity, denote Ky » := Ky + AId for any A > 0.



Based on Proposition 2.4, we show that the performances of KRR with kernel K can be approached by
the performances of fy). Denote the training error, the CV, GCV and test error for K, as E&Y CV%’A),

train’
GCV%’)‘), and L( fy) (x)) respectively. By replacing K by K, we can define these estimators of the PKRR
similarly with (2.11), (2.13), and (2.16). Denote X = [X,x] € R¥("*+1) the concatenation of training and
test data points. Denote

N ~ o\ Ot
AgZ‘(X X) —mdl| AgZ‘(X X) —d
F F
Under (2.1) and (2.19), we have Ay, Ay = 0,,(1).
Theorem 2.12. Suppose Assumptions 2.2 and 2.3 hold. Then for n > nyg,
2 2
By - B <OA I, (2.23)
n
4 2
’GCV%A) _ GC’VSLK’A)’ SMA& (2.24)
4 2
‘CVﬁf’A) B CV%K,A)’ <O+ Jlyl Ar, (2.25)

n

where C1 > 0 depend only on o. Furthermore, with Assumptions 2.9 and 2.10, for n > max{ng,n1}, the
generalization errors of KRR and PKRR satisfy that

£(f0 (@) - LU0 @) < Ca1+ VA, (2:26)

for some constant Co > 0 only depending on o,T,0..

Based on the definition of £ in (2.3), if the training labels satisfy ||y||> = O(n), the left-hand sides of (2.23)-
(2.26) are all vanishing as n — co. Combining the concentration between RFRR and KRR in Section 2.3, we
can now conclude that, in terms of training/test errors and cross-validations, the performance of the RFRR
is close to the performance of PKRR defined in (2.22) with high probability as long as N/ logQC" N > nand
n — oo. Therefore, the behaviors of the RFRR generated by ultra-wide neural networks can be characterized
by a much simpler PKRR induced by the expected kernel K. For (2.26), we can actually verify the estimators
fiK)(m) and fiRF) (z) are polynomials of @ with degree at most ¢, which is analogous to the second part of
[DWY21, Theorem C.2]. Similar results on neural tangent feature regression are proved by [MZ22] for
uniform spherical distributed data. Due to this simplification, we can further obtain a lower bound of the
generalization error of RFRR in the next subsection.

2.5 Polynomial Approximation Barrier for RFRR

The polynomial approximation barrier refers to the case when an estimator fA cannot learn any polyno-
mial with a degree larger than a certain threshold [DWY21]. This phenomenon has been shown in both
RFRR and KRR [MM19, GMMM21, MMM22, DWY21] under specific data distribution assumptions, e.g.,
uniform distributions on the unit sphere or hypercubes (or more general distributions with hypercontrac-
tivity assumptions and proper eigenvalue decays) and anisotropic distributions with covariance structures
[LGCT21, GKL*T22].

Define Ps; : L?>(R,T) — L%(R,T) as the projection onto the span of Hermite polynomials defined in
(B.1) with degrees at least £+ 1. Specifically, recalling 3 ~ A (0,1d) and ||z| = 1, we can get (Ps,f*) (z) =
D kst Ce(T)hi (B @), where (i (7) is defined by (B.2). Denote

1P>ef*I5 = Eap (Poef* (@) = D Gi(7)-

E>0+1

In the following theorem, we prove that the polynomial approximation barrier for RFRR is related to the ¢-
orthonormal properties of the training data. Theorem 2.7 and Theorem 2.11 verify that the RFRR achieves
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the same errors as KRR, as long as N is sufficiently large. Meanwhile, Theorem 2.12 shows KRR can
be further approximated by a simpler polynomial kernel model, whose degree ¢ is determined by the /-
orthonormal property in (2.3). Combining these together, RFRR induced by an ultra-wide neural network
is asymptotically equivalent to an ¢-degree PKRR, which naturally implies that RFRR is unable to learn
any function with higher-degree terms consistently.

Theorem 2.13 (Lower bound of the generalization error for RFRR). Under the assumptions of Theo-
rem 2.11, with probability at least 1 —log~ %" (N), when N/log?“" N > n,

~(RF * — *
L) = |1Porf* 15+ 02Ea [K ], K2 ] — 0u(1) 2 [P 3 — 00 (1), (2.27)

where K, o= Ko(X,x), Ky = AId+K (X, X).

In Theorem 2.13, we specifically consider a test data point with the f-orthonormal property. This
simplifies the teacher model in Assumption 2.9 since f*(x) has the same in distribution as 7(&) for & ~
N(0,1). Therefore, Theorem 2.13 reveals that RFRR predictor f)(\RF) cannot learn the higher degree terms
in the Hermite expansion of target function 7. This threshold ¢ is determined by the f-orthonormal property
of X in (2.3). The more orthogonal the data points in X are, the lower degree of Hermite polynomials this
RFRR predictor can learn consistently.

Remark 2.14 (The variance term). The second term in the first lower bound of (2.27) is related to the
variance term in the generalization error of PKRR. This term can be further simplified based on some
additional assumptions on the data distribution. Specifically, [LRZ20, Theorem 2] validated that for sub-
Gaussian data,
_ _ d* n

Tr K, \Eo[Ko(X,2)Ko(z, X)| K, | < —+ o
with high probability, when d*logd < n < d**!. Hence, this bound is vanishing in this polynomial regime
(see also [BMR21, Secion 4]). In contrast, under the critical regime n < d“, this variance term, in KRR of
any inner-product kernel for uniform spherical distribution, is provably non-degenerate, determined by the
Marchenko-Pastur distribution, and may even result in a peak in the prediction curve [Mis22, HL22a, XP22].

Remark 2.15 (Comparison to previous work with random dataset). The lower bounds in Theorem 2.13
exhibit the limitation of the RFRR and KRR: (2.27) implies RFRR estimator cannot learn any higher degree
polynomials. This is useful when we aim to show that some estimator is superior to this RFRR estimator
[BEST22, DLS22]. Compared with the results of [GMMM21, MMM?22], our results cover more general
training datasets for RFRR, though it is not optimal in some specific circumstances (see Remark 2.5), and
we only address the single-neuron student-teacher model. Since we study RFRR on a general dataset without
any data distribution assumptions, we cannot obtain a more precise characterization of the generalization
error as the results by [MMM?22]. On the other hand, [DWY21] exhibited a lower bound ||Ps(224)f* |13
on the generalization error for kernel ridge regression with a general rotational invariant kernel (which is
| P> (2a))f*||3 when data @ has unit length), where the dataset X € R?*" is random and satisfies n =< d°.
Under more general assumptions on the dataset X, we obtain a similar lower bound [|Ps 2|4y f*[|3 from
(2.27) for both RFRR and its corresponding KRR.

3 Simulations

In Figure 1, we empirically verify the concentration bounds we derived in Theorems 2.7, 2.8, 2.11 and 2.12
using i.i.d. random data X, where each data point is sampled from Unif(S?~!) with d = n = 500. As the
width N increases, we observe that the differences for training errors, LOOCV, GCV, and generalization
errors between RFFR and KRR are all convergent with a rate of at least 1/ V/N. The activation function is a
polynomial p(z) := ho(x)+ %hl (z)+3ha(2)+ ghs(x)+ Zha(x)+ 1 hs (). For KRR, we utilize the polynomial
KRR K, defined by (2.4) with ¢ = 2 for an approximation of the original K. Additional simulations on the
synthetic datasets are presented in Appendix A.
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Figure 1: Differences between KRR and RFRR with various ridge parameters X for (a) training errors, (b) LOOCV
errors, (c) GCV errors, and (d) generalization errors. Data X is i.i.d. sampled from uniform distribution Unif(S?~!)
with d = n = 500 and training label noise 0. = 0.6. We repeat each experiment with 7 trials to average. The target
function 7 is Softplus.

Analogously, we investigate the concentrations between RFRR and KRR on real-world data in Figure 2.
We randomly select d = 800 features for each data vector and n = 1000 data points in the CIFAR-10 dataset.
After normalizing the data points, we compare the performances of RFRR and KRR induced by the activation
function p(z). We observe that our theoretical concentration bound 1/v/N derived from Section 2 is almost
optimal in Figure 2. We expect to further explore which real-world datasets will empirically satisfy the
{-orthonormal property defined in Assumption 2.1 as a future direction.

4 Conclusion

In this paper, we studied the behavior of random feature ridge regression in the overparameterized regime
(N > n) with a deterministic dataset under an f-orthonormal assumption. In our analysis, we proposed
refined matrix concentration inequalities with relaxed assumptions and a convenient Hermite polynomial
expansion of the nonlinear activation function. These approaches allow us to go beyond the linear regime
[WZ21], leading us to study any polynomial kernel approximation of RFRR and obtain new results for
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Figure 2: Differences between KRR and RFRR with various ridge parameters A for (a) training errors, (b) LOOCV
errors, (¢) GCV errors, and (d) generalization errors. Data points in X are randomly selected from CIFAR-10 with
d = 800, n = 1000 training samples, and without label noise. We repeat each experiment with 5 trials. The target
function 7 is the ReLU function.

general deterministic datasets.

Our analysis has highlighted the impact of the degree of orthogonality among different input data points
on the performance of RFRR in terms of training and generalization errors and cross-validation. In addition,
Hermite polynomial expansion of ¢ is a universal way to precisely analyze RFRR induced by any two-
layer neural networks with Gaussian random weights. As one-dimensional polynomials, they are easier to
implement in practice compared to other orthogonal polynomial expansion approaches [Mis22, HL.22a, XP22,
GMMM21, MMM22] that depend on both data and weight distributions for RFRR. We anticipate that our
approach can also be applied to analyze other random kernel matrices, including the empirical NTK, from
more general multi-layer neural networks with general deterministic datasets.
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A Addtional Simulations

As a complementary, Figure 3 shows the convergence rates for the differences in training errors, LOOCV
errors, GCV errors, and generalization errors between RFRR and KRR. In this experiment, the data points
are i.i.d. sampled from Unif(S?~!) with d = 500 and training samples n = 1000. The activation function
is a degree-5 polynomial p(x) = ho(x) + %hl (z) + $ha(x) + $hs(x) + 2ha(x) + 3hs(x), where Hermite
polynomials are defined in Definition B.1. As an approximation of the kernel K generated by o(z) = p(x),
we can consider Ko defined by

K,=11"T + TxTx 4 E(XTX)QQ + 8.
6 9 36
We employ this simple kernel Ko to compute the performances of KRR and compare them with the per-
formances of RFRR generated by o and (1.2). In this simulation, we consider a teacher model defined
by Assumption 2.9 where 7 is the Softplus function. Similarly with Figures 1 and 2, these results of the
simulation match with our theorems in Section 2.
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Figure 3: Differences between KRR and RFRR with various ridge parameters X in terms of (a) training errors,
(b) LOOCYV errors, (c) GCV errors, and (d) generalization errors. Here, data X is sampled from Unif(S%~!) with
d = 500, n = 1000 and training label noise . = 0.3. We repeat each experiment with 5 trials to average. The target
function 7 is Softplus function.
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B Additional Notations and Definitions

We denote Id as the identity matrix. Let Ky = K + AId where K is defined by (1.3) and A > 0 is the
ridge parameter. Denote Ky ) = Ky + AId where K is (1.2). Conventionally, let ||-|| be the ¢;-norm
for vectors and ¢5 — {5 operator norm for matrices. Let < be the Loewner order for positive semi-definite
matrices. For any matrix A € R, xy, [A]; denotes the (i,7) entry of A, and [A]};,) denotes the i-th row of
A for any i, j € [n]. Recall that the constant Ag = 2 >e > 0. In the following proofs in Appendix C, all the
constants are universal and do not depend on n,d, and N.

The following normalized Hermite polynomials are necessary for expanding ¢ and approximating K by
a polynomial kernel in Section 2.2 under Gaussian distributions.

Definition B.1 (Normalized Hermite polynomial). The k-th normalized Hermite polynomial is given by

_ 1 k_xz%/2 d* —z2%/2
These polynomials {hj}72, form an orthogonal basis of L*(R,I"), where I denotes the standard Gaussian
distribution. For any 01,02 € L?(R,T), the inner product, with respect to the standard Gaussian measure,
is defined by

o e—mz/Q
(o1,09)T :/_ o1(x)oa(x) W dx.

Based on the definition, every function o € L*(R,T") can be expanded as o(z) = > p-  (k(0)hi (), where
Ck(o) is the k-th Hermite coefficient given by

00 67m2/2
Cr(o) :[ o(x)hy(z) N dz, (B.2)

and ||o]|3 = Y io,¢P(0). Moreover, we have (hg,hj)r = E[hi(§)h;(€)] = d;, for any & ~ N(0,1) and
k,7 € N. For more properties of Hermite polynomials, see [0S20, NM20].

C Proofs of Main Results in Section 2
C.1 Proof of Proposition 2.4
By the Hermite polynomial expansion of o, for i,j € [n], we have

K =Eyfo(w] z;)o(w, ;)] ka (i, x;)F

Thus, we can expand this kernel as

K:ifi(o) (XT)(>®’C’ K-K,= i £,3(cr)((XTx)®k1d>.
k=0

k=0(+1

Then by Cauchy’s inequality, for n > ny,

2
1B — K> < | K — Kz = ( PBRAGICHEN )

i#j \k=f+1
. z( > séw)) ( 5 <w@-,wj>%>
i#j \k=f+1 k=0+1

<:l:- m_>2£+2
<llolltd T 5 < 2[lolz

T OL+1
a5 (x7x)
oy max [{T;, T;

F
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Therefore, from (2.5),

OL+1 1
K — K,|| < V2|o||2 (XTX) “1d| < ——02,.
| el <V2|ofii SR
Since
T Ok &
(X X) =(zi,xj)" = (i@ Qx;, T; @ ® Ty),
ij

ok
where ¢; ® - -+ ® x; is the k-th tensor product of x;, (XTX> is positive semidefinite. Then
2 L, 1 o _
Amin (K) 2 Amin (K¢) = [| K — K¢f| > 05, — ma>é > 5‘7>€ = Ao,

Notice that Ag > 0 because 02, > 0 from Assumption 2.3.

C.2 Concentration Inequality for Normalized Random Kernel Matrices

Now we introduce the concentration inequality for K in a normalized version, which is the cornerstone
for proving Theorem 2.7. Similar concentration results were also obtained in Theorem 3.2 of [MZ22] for
the neural tangent kernel (NTK), where the data matrix X is assumed to be uniformly random, and the
activation function is assumed to have a polynomial growth rate, while we make no distribution assumption
on X and only assume ||o||4 is finite. To consider a normalized version of the kernel matrices, we need to
consider K ;1. Under Assumption 2.3, we use Proposition 2.4 to make sure K is invertible when A = 0.

Proposition C.1 (Normalized random kernel matrix concentration). Suppose that Assumptions 2.1, 2.2,
and 2.3 hold. There exists some positive constants C7,Cs > 0 depending only on o, such that for any N
satisfying N/ log®%” (N) > Cin and any A > 0,n > ng, we have

HK;% (Ky - K)K}? H < CylogC (N)\/? (C.1)

with probability at least 1 — N2, where Ky = K + A1d.

Proof. Denote ¢(x) := o(x)1|;<p, where B is a parameter to be decided later. Define

N
Ky = > olw] X)To(w] X), K =Eyfo(w X)To(w X)],
i=1

&(w} X) o(w] X), K =E,[5(w' X) 6(w" X))

] =

- 1
i=1

For simplicity, we denote K := K + AId. Define

1

Hi::N

K V%6(w] X) 6(w] X)K /2

Notice that Proposition 2.4 implies that ||K ;1 || <Ay ! for A > 0. Firstly, based on the truncated function
&(x), we have that for some universal constant ¢ > 0,

P (KN + KN) <P <'e[1%ﬁcxe[ ]|’wiT:1:k| > B) < NnP(|¢] > B) < c¢Nnexp(—B?/2), (C.2)
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where & ~ N(0,1). Define the event by A; := {w : |lw ;| < B} for i € [n]. Entry-wisely, we have

| = ‘]Ew[a(mei)U(wT:cj)lAJquAJc_]

Ey [U(w—rwi)4]1/2E[1A§UA§]1/2
V2E[0(€)11/2P (A5)"? < Oy exp (—B2/4),

IN

IN

for some constant Cy > 0 which only depends on ||o]|,. Therefore, | K —K|| < | K —K]||p < Conexp (—B?/4)
and

HK;”2 (K—f() ‘1/2H < —nexp( B2/4). (C.3)

For

B> [4log (2§0”), (C.4)
0

the above equation also implies that HK - I~{H < %, and

= 1/2 —1/2|2 —1/2 ¢ —1/2
i Ul | S S N

- _ _ _ 3
(e ) s <5 e
Therefore, the smallest eigenvalues of K and K, satisfy
- ~ A
Arnin(Kk) Z Arr1in(-[{>\) - HK - KH Z ?O > 0. (06)

t suflices to analyze N K N — N ecause o .2) and the following equation:
It suffi lyze | K ?(Ky — K)K; /|| b f (C.2) and the foll

P (HK;”Q(KN . K)K;1/2H > t) <P (HK;”Q(RN - K)K;WH > t) P (KN + R'N) . (C.7)
Meanwhile, by (C.3), (C.4), and (C.5), we know that

HK;1/2(I~{N_K 1/2H < HK 1/2 KN K) 1/2H+HK 1/2 K K ;1/2H

IN

R I e B e
3
<3|

KKy - KK —1/2H+ " exp (—B2/4) (C.8)

Hence, we only need to prove the concentration inequality for K ;1/ 2 (I~{ N—K )K 1/2 ZZ 1H; —EH;.
In terms of the definition of & and (C.6), we know that, almost surely,

sup |H; —EH;| < ZSup |H ;|| < bup o ZTX)H2

ot
AN
4n 9

sup |o(x
NN |z|§B| ()]

< 4C%n(1 + B)2C
> )\ON ’

IN

where the last inequality is due to Assumption 2.2.
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Analogously, applying (C.6), we have

1 o T g,
H? = WK/\UQ&(wJX)T&(wZTX)K;1&(wiTX)T&(wiTX)K)\1/2
~ 2
2ot X)|
Ao N2
2C%n(1+ B)*¢ ___ .
S %Iﬁ V25 (w! X) o (w] X)KV2.

K V6w X) 6(w] X)K/?

Notice that E[¢(w; X)T&(w; X)] = K. Hence, E[IN{KUQ&(wZX)T&(wZTX)f{;l/Z] = HLA Id, and

2C2n(1 + B)2C-

E[(H,; — E[H;]))’] x EH? X SWOE Id.
Thus, applying Theorem 5.4.1 of [Verl8], we obtain
al £2/2
P ( ;H —EH;| > t) < 2nexp <—U+at/3> (C.9)

where
_2C3n(1+ B)**  _ 4C2n(1+ B)*
U= AN b 4T Mo N '

Take t = C2(1 + B)2%/n/N and B = C'\/log N. Then for N > (1 + B)*“>n, by taking constant
C’ > 0 sufficiently large, (C.4) holds and the right hand side of (C.2) is no great than %N*Q. Moreover,
(C.9) implies that there exists an absolute constant C” > 0 such that

P (HK’;”Q(KN . f{)f{;l/QH > " 10g® (N) ") <INZ (C.10)

1

N~ 2

for sufficiently large C’. Here both C’,C" > 0 are determined by Ag and C,. Notice that for all large N, the

second term of (C.8) can be also bounded by C"'log®” (N)y/ 4 for some constant C"” > 0 only depending
on C, and Ag.

Combining (C.2), (C.7), (C.8), and (C.10), we can conclude that there exists some large constants
C1,Cy > 0, such that with probability at least 1 — N=2, when N/ log?¢” (N) > Cin, and n > ny,

B (o - K K2 <Calog® () 1

as desired, where C, Cs are constants depending only on C, and . O

C.3 Proof of Theorem 2.7
We first prove the following corollary from Proposition C.1.

Corollary C.2. Following the notations of Proposition C.1, let us denote t = C} logc" (N)y/%- When
t € (0,1), under the same assumptions as Proposition C.1, with probability at least 1 — N2, when n > ny,
the following holds:

H(KN FAA) V(K — Ky) (Ky + AId)*1/2H <t,
HK;1/2(KN +Md)1/2H <VT+4,
HK}\/Z(KN n )\Id)_l/2H <(1—1)"12,

and the smallest eigenvalue Apin (K n) > (1 —t)A.
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Proof. Based on Proposition C.1, under the event in (C.1), we can deduce that

(KNfK < tKy,
(K_KN < tK}n

t
(K - Kny) < E(KN-i-/\Id)’
(Ky+21d) g 1+t K,

1
with probability at least 1 —N~2. These imply the results of the Corollary C.2, where the bound of A\, (K n)
is due to Proposition 2.4 and (C.11). O

Now we are ready to prove Theorem 2.7.

Proof of Theorem 2.7. From the definitions of training errors in (2.10) and (2.11), Proposition 2.4 and Corol-
lary C.2 implies that both K (X, X) and K y(X, X) are invertible with probability at least 1 — N~2 when
t € (0,3/4). Thus, we have when ¢ € (0,3/4), with probability at least 1 — N~2, when n > ng,

’E(RF,)\) _ g

train train

2
= % |Tr[(K + )\Id)*zyy—r] —Tr[(Ky + )\Id)*znyH

2
= % ly" [(K +A1d)™? — (Ky + A1d) %] |

A2 _ _
< ;II(KJMId) 2 (Kn+ 272 |y|?
2lyl? -1 _ -1 -1 -1
S (K + A1d) (Kn +A1d) 7 |- ([(K + ALd) ™ + [[(K v + ALd) )
/\2 2
< %H(K—kﬂd)_l—(KN+)\Id)_1||, (C.12)
0

where in the last line, we employ the fact that ||(Kx + AId)7!| < 40y " and (K +A1d)~H| < Ag' from
Corollary C.2 and Proposition 2.4, respectively.

Take Cy = v/2C; in Proposition C.1. For any N satisfying N/log“ (N) > 2C?n, we can make 0 < ¢ <
3/4, where t = C11log®" (N)C /2. From this, considering the identity A=* — B~' = B~}(B — A)A~*, and
applying Proposition C.1 and Corollary C.2, we obtain that

[(K +X1d)™" — (Kn +A1d) 7!
- H(K/\)_l/Q(K)\)_l/Q (Ky — K) (K\) " Y2(K\) YKy + Ad)"V2(Ky + Md)_l/QH

<o )Y o — ) 02 B A+ A1)

=9
t t
< < C.13
72)\0\/1—157/\0 ( )
Hence, from (C.12), we get
2 2
REA) _ o] o SA Y[t
‘Etrain - Etrain < T’
which finishes the proof of Theorem 2.7. O
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C.4 Proof of Theorem 2.8

We start with the following estimate on the normalized trace tr K ;1.

Lemma C.3. Under Assumption 2.2, we have tr K = A + HO’H; and when n > ny,
At o5~ < r KT <Gt

Proof. By definition of K, we know Tr[K| = nE,[o(w ' z)?] = nE[0(£)?] =n ||a||§ for £ ~ N(0,1). Hence,
TTKy=n ()\ + ||0||§) Denote Ay > Ay > --- > A\, > 0 as the eigenvalues of K. Then, by Cauchy—Schwartz
inequality, we have

i 1 _1\1/2 1/2
n:;m\/)\i—i-)\g(TrK/\l) (Tr K ,)'2.

Therefore, we can get (A + Hng)_l < tr K,'. Meanwhile, based on Proposition 2.4, tr Ky ' < HKTH <
Ak (K) < Mg Notice that Ao = 202, < |o]]3. O
Recall that Ky = Kx + Ald. The following lemma for the approximation of K with K ) holds.

Lemma C.4. Under the assumptions of Proposition C.1, for sufficiently large constant C > 0, when
N/ logQC"(N) > C(1 + A?)n, we have, with probability at least 1 — N=2, when n > ny,

Kyt — tr Kk | < Colog® (N), /%, (C.14)
and
b uky <3
2\ — N, = 5y
21+ [loll3) 20

where constants C,Cy > 0 only depends on Ao and ||o]|,.

Proof. From (C.13) and Lemma C.3, by taking t = C} log®” (N)y/# € (0,1), we have

_ _ _ _ t
R LA P
t t
A N ————— <t Ky, <A ————. C.15
( + ||U||2) /\0(1 _ t) S N, —= 70 + )\0(1 _ t) ( )

Considering sufficiently large constant C' > 0 with N/log?“"(N) > C(1 4+ A?)n, we can ensure that t is
sufficiently small and satisfies 0 < ¢ < min{1/2, A\g/4(\ + ||O'||§)} Then,

M1 =1) = 200+ [lo]2) ~ 2o

(C.16)

Hence, taking Cy = 2C1/Ag, we can conclude (C.14). The second statement follows from (C.15) and (C.16)
directly. 0

Lemma C.5. Based on the definitions of LOOCVs of KRR and RFRR in (2.13), we have shortcut formulae
(2.14) and (2.15) for KRR and RFRR respectively: for any A > 0,

1
VN = —y K 'DK .

1 _ 9
CVTSRF,)\) — ﬁyTKN?)\DNZKN,l)\y7

25



where D and Dy are diagonal matrices with diagonals [D);; = [K'];; and [Dn)i; = [K;,lx]“, fori € [n],
respectively. When n > ng, we have

A+ llol3) ™ < ID] < A (C.17)

Additionally, for a constant C > 0 depending on Mo, |||z, when N/1og?%” (N) > C(1 4+ X?)n,

1 _ _
S+ loll3) ™ < IDwll < 2257, (C.18)

| D2 = D?|| < Co(1 + A*) log®~ (N)\/E, (C.19)

with probability at least 1 — N~2, for some constant Cy > 0 which only depends on \g and ||o||,.

Proof. For i € [n], denote y~¢ € R"~! by the vector y with the i-th entry removed, X" by the data X
with the i-th colmun removed, and K _; 5 by the matrix K with both the i-th row and column removed.
Based on Schur complement and resolvent identities [BGK17, Lemma 3.5], we have for any 4,j € [n| with
j # 1, the (i,7) entry of K;l is given by

(K3 iy = =K i Y K ik[K 7Lk (C.20)
ki
Thus, from definition (2.13), we can exploit (C.20) to obtain
yi — A\ (@) =y — Kz, X )KLy~

(K5 iy ™ N ([K l]ﬁy,_y) _ K iy
(K5 i ' Lewl

= Yy +

N
(K i
for any i € [n], where [K;l][i,#] is the i-th row of K;l with the i-th entry removed, and [K;l][i7:] is the
i-th row of K;l. Hence, in matrix form, we can get

n —1 —1
oy KA — 1 Z yT[K/\ ][Ti,;] (K iy
! (K3 i

n
=1

1 2 g
— EyTK/\lD *Ki'y.

Going through the same procedure, we can verify (2.15) as well.
Secondly, applying Theorem A.4 of [BS10], we have

1
(K\ii — K(z, X )K_} \K(X ", ;)

[D];i = [K i =

)

for any ¢ € [n]. Recall that, in the proof of Lemma C.3, we have shown [K]; = A + ||c7||§ for all ¢ € [n].
Therefore, we have
A+ lloll2) ™ < K3 < KL < A, Vi€ ).
which verifies the result (C.17).
Meanwhile, from the proof of Lemma C.4, for sufficiently large constants C, C; depending only on A, ||o]|2,
with t = Cy log” (N)/n/N < min{1/2, Ao/4(\ + ||a||§)} and N/1og?“"(N) > C(1 + A?)n, we have
t

D-D <HK—1—K—1 H<7 21
1D - Da < 15" - K| < 5= (©21)

with probability at least 1 — N 2. Therefore, we can verify (C.18) as follows
1 _ _ _ _
A+ o)™ < A+ lolls) ™ = 1D = Dyl < [Dn|| < 25" + D = D < 2X

26



Finally, combining (C.17), (C.18) and (C.21) together, we can obtain that

— — -2 -2
|[D7* = DR[| <I1D) 7 |1DwII™ (DIl + D)) 1D — Dy |

2\4
< 12+ 1)
A

t < Co(1 + A 1og% (N) %;

This finally completes the proof of this lemma. O

Proof of Theorem 2.8. We start with (2.17). Recall (2.10), (2.11), and Ky = Ky + AId. Using the
expression (2.16), we have

1

1 _ —2
GOVE — GV < (k) = (k) ) B | | - B
A ’ X2 (tr K3
1 B 2 1\ =2 1\ 2
Sg Hle.'JH (ter\l) - (trKN,l,\) ‘ (C.22)
log® (N 2
oA+ o) e Ml (C.23)

vnN ’

where (C.23) is due to (2.12) and Lemma C.3, and C5 is a constant depending on ||o||4 and Ag.
For the first term (C.22), when N/log?“” N > C(1 + A*)n for a sufficiently large C, together with
Lemmas C.3 and C.4, we can show that with probability at least 1 — N~2,

1 _ = _ —2
EHle?JHQ (tr K31) 2_(trKN,1)\)

IN

1y -2 1\ 2 _ _ _ _ 1 _
(k) 7 (KR e - KR o (KR + KR SISyl

20(\ + HUH3)4 2 c n _ Ci(14+ X HyH210gc“(N)
< AT TN 1412 Co logC™ (N4 | 2 < ,

for some constant Cy which only relies on ||o||, and A\g. Hence, the bounds of (C.22) and (C.23) imply

c(1+ A1) 1og® (N) |1yl
vnN
for a constant ¢ depending on Ao, ||o||5, and ||o||,. This proves (2.17) for the GCV concentration.

Now we consider the second result (2.18) for LOOCV. Similar to the analysis of GCV, with the help of
the shortcut formulae (2.14) and (2.15), we can get

IGCVEY — GevIRFY| <

2 2
CV?(’LK,)\) o CVsLRF,)\)’ S H/-I:,L” H(K;l o K?\rle)DizK;]-H + ||/nzL|| HKN})\(D72 o DR]Q)K;].H

ly|? H 1 -2 g1 -1 c(1 4 M) 1og (N) ||yl®
+ K\D2(K ' - K H < . (C
n N, N ( A N,)\) m ( )
with probability at least 1 — N~2. Here, we exploit (C.17), (C.18) and (C.19) in Lemma C.5. This verifies
the second result (2.18) for LOOCV. O

C.5 Proof of Theorem 2.11

For simplicity, we denote Ky x = (Ky + A1d), K = (K + A\1d), K,,, n := Kny(X,z) € R" and K, :=
K(X,z) € R". Define

K = E,[Ky(X,2)Ky(z, X)], K? :=E,[K(X,z)K(z,X)],
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where we take expectation with respect to test data x defined in Assumption 2.10. Recalling Assumption
2.9, we have

@) =7((8,2), y=7(X"B)+e,
where 8 ~ N(0,1d). Denote the kernel given by 7 as ¥ := Eg[r(X '8)7(8" X)] and the vector by u :=
Eg[r(X ' B)f* ()] € R™.
We begin with the following lemmas about the bounds and concentrations with respect to K g\%), K (2),
Ky, K, n, and K.

Lemma C.6. There exist some constant C' > 0 depending on o, ||o||3 such that, with probability at least
1 — N~1, when n > max{ng,n1},

Ko nE Koy < ol + o+,
when N/log?“e (N) > C(1+ A*)n. Moreover, we have
K K 'K,, <|o|?+A

Proof. Consider an enlarged block matrix K € R(*+Dx(+1) defined by

K= (If; Kﬁ%)) , (C.25)

where K (z,2) = E[o(w' ®)(c(wTz)] = |o]3. Let K := K + Ald. Analogously to (2.4), let us define

14
K; =Y Qo)X X)% 4 02,1d € ROFDx(nFD), (C.26)
k=0

where X = [X,z] € R**(+1) i the concatenation of training and test data points. By Assumption 2.10,
analogously to the proof of Proposition 2.4, we have

- - 112 - - n2
i ] < o
< 2|01

)@K—&-l

(x7x

F

= 2|} <

O+1 2 2 3
(XTX) - IdH +4||o]| H(XTw)®<f+1>H2 <X
F

Since )\min(f{) > Ao > 0, we have /\min(f{,\) > i/\o and K is positive definite for any A > 0. By
Theorem 7.7.7 of [HJ12], since both K and K, are positive definite, the Schur complement of Ky given
by K(x,x)+ X — K;K;le is positive, which concludes our second result in this lemma.

Similarly, consider the block matrix Ky € RO+Dx(+1) defined by

Ky K, N >

KN :KN(X,X): (K;)I;,N KN(;I;7$)

Let Ky := A1d +K y. Combining Assumption 2.10 and (C.27), we can easily ensure Proposition C.1 and
Corollary C.2 still hold for K and I~{N’)\. Therefore, with probability at least 1 — N2, )\min(IN{N,A) > %)\0,
for sufficiently large constant C' > 0 with N/1og?* (N) > C(1 + A?)n, which implies that K v is positive
definite with probability 1 — N=2. Again, from Theorem 7.7.7 of [HJ12], we can get Ky(z,x) + A —
K, yKy'\ K N > 0 with probability at least 1 — N2, Thus,

0< K, yEKEN\ Ky < Ky(z, @)+ A\
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Notice that Ky (z, ) = + Zil o(w!z)?, E[Ky(z, )] = ||0||§, and

4 4 4
E (Koo o) o) = Lvar(otwa1?) < loli=lols _ llol
w,@) = o) = Var(o(w e)?) = 1772 < 170,

where w ~ N (0,1d). Therefore, by Markov inequality, we conclude that, with probability at least 1 — 1/N,

Ky(z,x) < ||0'||§ + ||lo|l3. Therefore, with probability at least 1 — N~! we have K:nyNK]_\,’lAKm,N <
2

lollz + llolz + A O

Lemma C.7. Suppose that, for any 0 < k < ¢, if (x(0) # 0, then (1) # 0. Then, there exists a universal
constant C' > 0 only depending on o and T such that for any A > 0 and n > ng,

s | <

Proof. Analogously to (2.4), we define a truncation version of the kernel ¥ by

¢
Ok
T,= Y G (XTX) +72,1d. (C.28)
k=0
Define Ky ) := K, + A1d. By the assumption and definition of Ky, there exists some constant C' > 0 such

that Wy < CK/  for any A > 0. Here this constant C only relies on the Hermite coefficients (i (7), Ao and
Ck(o) for 0 < k < £. Next, applying Proposition 2.4 for nonlinear function 7, we have

< \/§U2>e|\7'||421

1w — || < V2|73 <
! F 4”0”421

(XTX) R

(C.29)
Proposition 2.4 also indicates that | K — K[| < £Ao. This implies that
el TN el 3
A LI ) < 5 Id7

for any A > 0. Then, for any A > 0, we can estimate its contribution by

HK;Uz‘I’K;l/QH < HKXl/z(‘I’_‘Pé)K;l/QH+HK;1/2‘I’€K;\1/2H

IN

_ —1/2 1/2 —1/2 —1/2 1/2 —1/2
/\01 H‘I’ - ‘I’ZH + HKA / KIZ,/A KZ,)\/ ‘I'ZKE,A/ Ke,/A KA / H
V202,73

AXollo |3
V202, |IrlI} | 3

< —/ooe T 50
Aolloll 2

2
#lm e

Therefore, there is a constant depending only on o,7 as the upper bound for

K;PwR V2| This
completes the proof of this lemma.

Lemma C.8. There exists a constant C > 0 depending only on o,7 such that for any A > 0 and n >
max{ng,n1 },

HKK%UH = HEB[T(ﬁTm)T(ﬁTX)]K;% < C(1+ A2,

Proof. Denote K, ,,, := Eg[r(8")7(8" X)]T and ¥y := ¥ + A\1d. Analogously to (C.25) and (C.26), we

can consider
W, K, )

U = Bglr(B7X)T7(87 X)) + Ald = (KT Eglr(8")?] + A
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where X = [X, z]. For any A > 0, both ¥ and W are positive definite because of (C.29) and (C.28). Following
the proof of Lemma C.6, we can similarly derive that the Schur complement Eg[7(8" x)?] +)\—K7T)m\IIX1KT}m

is positive, where Eg[r(8' ®)?] = ||7'||§ Therefore, we have

_12
[EatraTa)r 308 | = K K5 K

= K], W0 KUK,

T,m

T -1 3 -l
< K‘r,m\Il)\ KT,m' H‘IIKK)\ \Ili

< (A 2|l giwe
S A7) (|25 KPS

1 1
Additionally, following the same proof of Lemma C.7, we can also obtain H\II)E\K ;1\Il§ < C, for some

constant C' > 0 which only depends on o, 7. This concludes the proof.

The following lemma is analogous to Lemma 5 in [MZ22], which addresses the concentrations of K 5\2,)

and f*(x)K n(X,x) respectively.

Lemma C.9. Suppose that the assumptions of Theorem 2.11 hold. For any A > 0, define
o =Fg. [y K3 (KW - K?) K3y,
b2 :=Egq [f*(z) (Kn(z, X) — K(z, X)) K, f*(X)].

Then, for sufficiently large n, with probability at least 1 — %logc” (N), when n > max{ng,n1}, there erists
some constant C > 0 depending only on o, T such that

6, <C(1 + A)log®” (N)\/g, (C.30)
62| <C(14 N) logc"(N)\/Z. (C.31)

Proof. Let v := K;ly and g(x) := K;v. Notice that §; = 61,1 + 61,2, where
011 := ]EB)E[’UTEm [(Km,N - K,,) (KN — Kqu vl,
Q]Eﬁ,s['UTEw |:(Km,N - Km)K;er:| ’U] = 2Eﬁ,€,m[vT(KTTI,N - KM)g(w)]v

(=]
=
[

Il

Taking expectation with respect to W, we can obtain

0 < E[6y,] = % i Eg. [UTEW@. [(a(wj z)o(w) X)T = K,,) (U(w;—r:c)a(wTX) - K;)} v}
Q=1

- = i Epe [v Ew.s [(o(w]@)o(w] X)T — K.) (o(w] 2)o(w] X) - K)] o]

N
= % ZE;&,E |:’UTEW,;E [a(ij)za(ij)Ta(wiTX) _ KmKH v]
i—1
1

< 3Ese [V Epe [o(w z)’o(w X) o(w X)]v], (C.32)

where in the last line we apply the fact K, = Eq, [0(w, @)o(w, X)T] € R for any i-th row of W.
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Furthermore, by applying Lemma C.7 and Cauchy—Schwartz inequality, we have
Eg. [v—rlﬁlw,ac [ (w'z)?o(w'X) To(w TX)] 'v]
= Tr (K, "By [o(w 2)’0(w" X)To(w" X)] K (¥ +021d))
= By [o(w z)?0(w  X)K' (T +021d) Ky 'o(w TX)T]

< ||a||3]Em[y|a w' X)) | K5 (W +021d) K 1”}
< folf 5 (¢ + ) B Jotw 0] ]
o2 n 2
L GRS (Zaw =) )
<lolt- 5 (0+ %) 39

where w ~ N(0,Id) is independent of z and HO’HZL = Eywx[o(w ). Therefore, combining (C.32) and
(C.33), we can conclude that
n
E[|d1,1]] < Cl,lﬁa
for some constant C7; > 0 which only relies on ¢ and o.. Then, Markov inequality deduces that for

sufficiently large n,
P (1611 > 8C1 1Tog (V) 1) < v
1,1 1,1 108 N/ S SIOgC"(N)'
Next, we consider do. Let z1,2z5 be two ii.d. copies of , and 3,8, be two i.i.d. copies of 3. Let
u; = I(;lT(,B;-rX)T and g;(x) := 7(B; ®) for i = 1,2. Notice that Eq, [o(w] z1)0(X Tw;)] = K(X, z1).
Then, taking expectation with respect to W, we can obtain

(C.34)

[55] =Eg, 8, (Ui Bw 2, 2, (KN (X, 21) — K(X,21)) 91(21)92(22) (K n (22, X) — K (22, X))]us]

= N2 ;IE [Ul ( {z1)0(X Tw;) — K(X7Z1)) 91(21)92(22) (0(w] z2)o(w] X) — K(22, X)) ug]

_ N2ZIE[g1 21)g2(22)0(w] 21)0(w] z2)u] (o(XTwi)o(w] X) ~ K(X,21)K (22, X) ) us)

1
< <Eg, .8y w.z1,20 {91(Z1)92(Z2)U(WTZ1)U(WT22) 'UIU(XTW)J(WTX)W} :

N
where in the last line, we apply the following bound:
Eg, 8,.21,22 [91(21)92(22)0(w] z1)o(w] z2)u] K(X,21)K (22, X )us]
~ (Epa [7(872)o(w] 2)r(BT X) K K(X, :n)D > 0.

Let v; := K;l/QEgi [7(B, z:)7(B] X)]T for i = 1,2. Then, Lemma C.8 shows that ||v;|| < C(14 ) for some

31



universal constant C. Thus, similarly with the derivation of (C.33), we can deduce that

Ep, ppw.m1.22 |91(21)g2(22)0(w 21)0(w 22) - ul o( X w)o(w X)us|

= Busrs, [0 200w’ ) 01K (X Tw)o(w X)K o,

IN

1 2 %
Euwerizs [0(w" 2020 (w7 20)] Buya, [nm Joa | B3 % <XTw>o<wTX>K;”2H]

2 5

€1+ 02 ol | (o000 XK 0 (X Tw)) |

2
C2(1+ N2 o]} STy
< ——————— —FE, olw x;

_ 04 ollin
— AO )

IN

1
2

where the last line is analogous to (C.33). Therefore, E[63] < Co(1 + A\)?%. This indicates, for any ¢t > 0,

CQTL

P (162] > 26(1 4+ 1) < 15

Hence, by taking ¢ = 4log”" (N),/Cyn/N, we can conclude the bound of d5 in (C.31) with probability at
least 1 — élogﬂc” (N).
The analysis of 6; 5 is similar to the analysis for d,. By definition, we have

610 = 2Tr (Eq [(Knn = Kn) K, | K31 + 021K
— 9E, [K;Kgl(\lr + o2 1)K (K oy — Km)] .
Then, consider z1, 2y as ii.d. copies of . Let A := K, (¥ +021d)K ;" and
K, , =E, [o(w' z)o(w' X)) € R™,
for ¢ = 1,2. Then, we have

2= S B[] A (] 200X ) — Ko ) (st00] 22)00] X) — K ) AK o]

i,5=1

= ]@éE[K;,lA(a<wI 2)0(X Tw) = Ko ) (o(w] z2)o(w] X) = K, ) AK |

N
4
Nz B (K714 (o] 20)0(w] 2)0(X Tw)o(w] X) - KpiK],2) AKy]

INE

4
NEw,zl,zz [a(szl)o(szg)K;le(XTw)a(wTX)AKm 2}

HKm 2K

HK Ac(X Tw)o(w  X)AK:

—E[ (w'zy) U(szg)Z]éE[HK 1K 2]
97 1/2

@ 40201+ 22 ol [ (& n
< E < 1 2
< N ;U _01,2( +/\) N
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for some constant C; o > 0, where (4) is because of positiveness of A and (i) is due to Lemmas C.7 and C.8.
Thus, Markov inequality allows us to obtain for a constant C' > 0,

n 1
P <61,2 > C(1+ \)log®” (N)\/;> < mv

Together with (C.34), we can conclude the bound for ¢; in (C.30). O

Based on the above lemmas, we are now ready to prove Theorem 2.11 for the concentrations of the
generalization errors between RFRR and KRR.

Proof of Theorem 2.11. Recall K = K(X,X) and Ky = Kn(X,X). Hence, we can further decompose
the test errors (2.20) for both RFRR and KRR in the following way:

L(f¥0) = E[If* ()] + Tr [(K + A1) "ElyyT|(K + A1d) 'E[K(X,z)K (z, X)]]
—2Tr [(K + A1d) 'Elyf*(z) K (z, X)]]
L) = Bl @) + Tr [(Ky +A1d) " 'Elyy (K y + Ad) E[K v (X, 2) K v (2, X)]]
—2Tr [(Ky +Ad) 'E[yf*(z) K n(z, X)]] ,
where we are taking expectations with respect to «, 3, and . Let us denote
Ei = Tr[(Ky+Md) 'Elyy ' |(Ky +Ad) 'E[Kn(X,z)Kn(z, X)]] ,
By = Tr[(K+Ad)'Elyy (K + \1d)'E[K(X,z)K(z, X)]],
Ey = Tr[(Ky+AId) 'E[yf*(x)Kn(z, X)]]
Ey:= Tr[(K +A1d) 'Elyf* (=) K (z, X)]] .

Therefore, by taking the expectation with respect to 3 and €, we have

B = Eu [Ky(z, X)(Ky +Ad) ™" (¥ +021d) (Ky + A1d) 'K N (X, 2)],
E, = E, [K K+)\Id) (¥ +021d) (K 4+ A1d) ' K(X, )],

By = Tr[(Ky+Ad) 'EuKy(z, X)]],

Ey= Tr[(K+A1ld)'E[uK(z,X)]]

where ¥ = Eg[r(X 'B)r(8" X)] and u = Eg[r(X ' 8)f*(x)] € R". We can further get the decomposition:
Fi—FE = J171 + J172 + J173 and By — By = J271 + J272, where

T = By Ky (KRh = K3') (@ +021d) KR K]
Nz = Ea K K3 (04 021) (KR — K3 ') K

Jis = Ege {yTK;1 (Kﬁ’ _ K<2>) K;ly} ,

o1 = B [ K (@, X) (K3l - K5')ul,
Jop = By [(Kn(z, X) - K(z, X)) K} 'u] .

Recall that ¥ = Eg[r(X "8)7(8 X)], w = Eg[r(X " B8)f*(z)] € R* and ¥, = ¥ + \Id. Notice that
Kyy—K' = Ky, (K- KN>K*1

1 1

— KK AKX K, (K-Ky) K, K, *.
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Hence, we can apply Proposition C.1, Corollary C.2, Lemmas C.6, C.7 and C.8 to conclude that

2
e R e e N L S R v B LRt
< C(1+A)1ogc°(N)W7
N
ol < B i - et i |

B2 - mo) B[S (402 1a) K|

< C(1+4 M) logt (N) %

|[J21] < Eg { NKN1,<2K 1/2K1/2K71/2(K_K )Kﬁl/szl/QuH
e N R [
<

C(1+ ) log®” (N)\/E,

for some constant C' > 0 depending on the norms of 7 and o, \¢ and o. with probability at least 1 — N~1.

Meanwhile, based on Lemma C.9, |J; 5| and |J 5| are both less than C'log®” (N)/% with probability at
least 1 — %log_c“ (N), because 6; = Jy 3 and d2 = Ja 2. Hence, combining the controls of Jy 1, J1 2, J1,3 and
J2,1, J2,2, we complete the proof of Theorem 2.11. O

C.6 Proof of Theorem 2.12

We first show (2.23). In the proof of Proposition 2.4, we know A\pin(Ky) > 2X¢ and Apin (K) > Ag. Similar
to the proof of (C.12), using the closed form formula of the training error from (2.10) and Proposition 2.4,
we have

A2

BN _ pN | n|T[(Kz+>\Id) — (K +A1d) %] y|

train train

A2 _ _
S;”(KewL)\Id) P (K +Md)72| - |yl

[ SR SSVIRY
SWHK K| < C*AQ%IIEIWH% (XTX> T ) (C.35)
for an absolute constant C' > 0, where in the third inequality, we use the estimate
(Ko + A1) ™ = (K + A1) = | K3HK - KoK | < W IK — K. (C.36)
Next, we prove (2.24). With the same proof in Lemma C.3, we also have
(At lol2) " <k} <t (C.37)
From the definition of GCV in (2.16), we have
GCVEN — aoviEV] <x? <(tr K37 (o KZ;)_2> EX (C.38)

() (B - B
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Equipped with (C.37) and Lemma C.3, following every step in the proof of (2.17) in Section C.4, we can
obtain a similar bound for (C.38) as follows:

_ —2
~ ((terl) - (nK}) )Em

_ -2 1
< (k) (0K e - KD o (K3 KL CIES? )P

A

8(\ o) 8V2(\ 2|3 Oe+1
Agn Agn P
Similarly, for the second term (C.23), we have from (C.35) and Lemma C.3,
_ C(\ 22115112 O0+1
|2 ’(terl) 2 (ngali) N Et(faﬁz) < (A+ ||;||2) o3 (XTX) |
on F

which implies (2.24). Next, we verify (2.25). Recall (2.14) and (2.15). Analogously, we have
1
) _ _ _
CVE«L A *EyTKe,iDe 2Ke,,1\y,

where Dy is a diagonal matrix with diagonals [Dy];; = [K;}\}“ for i € [n]. Notice that || D, — D|| has the
same upper bound as (C.36), and any [Dy];; has the same lower and upper bounds as (C.37) for ¢ € [n].
Hence, repeatedly applying Proposition 2.4 and following (C.24), we can obtain

)@E—‘rl
)

2
CV;&A) _ CV7(1K7>\) < 02(1 + )\4) ”yH H (XTX
n F

for some constant Cy > 0 which only relies on ||o||,, |||, and Ag. This concludes the bound in (2.25).
Finally, we can repeat the analysis in the proof of Theorem 2.11 and apply (C.36) to obtain (2.26). By

taking expectation with respect to 8 and e, we have ’L( Ay)(:c)) —L( }K) (a:))‘ < |E} — Er| + |ES — Eo,

where
Bl i=E, [Ko(@, X)K ) (¥ +021d) K 3K (X, )] |
Ey =E, [K(z,X)K}" (¥ +021d) KAlK(X, z)],
E2 =Tr [K B[k (x X)]}
Tr (K} 'EluK(z, X)]] .

Denote K¢ = K¢(X,z) and K, = Ad+K(X, X). Recall that ¥ = Eg[r(X ' 8)7(8" X)] and u =
Eg [T(XT,B)f*(a:)] € R™. Because of the Assumption 2.10, similar to the proof of Proposition 2.4, we obtain

1
1B = ol < | Kome = Kl < V2ol [ (X T2) 2] < o (C.39)
Moreover, analogously to Lemma C.6, we have
HK 1/2H < |lo]? + A (C.40)

Also, following the proofs of Lemma C.7 and Lemma C.8, we can check that

—1/2 —1/2
HK&A VYK,

| K| = e (C.41)
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for some constant C' > 0 depending only on o, 7. Therefore, because of Proposition 2.4, Lemmas C.6 and
C.7, and (C.39), (C.40) and (C.41), we can deduce that

B~ Br| < [(Koe — Ko) TR V2R (W4 021d) K32 Y K
+’KTK RV (K - Ko KPR (W + 02 1d) K;i/QKgi/QKm,gl
’KT KPR (0 402 1d) KPR (K—KZ)KZ}\/zKZ}\mKWg‘

| KK PR (4 02 1) K;”?K;W (Ko~ Kn)

l+1

< Cj(1+ N (XTX)Q ~1d

)

F

for some constant C7 > 0. Similarly, due to Lemma C.8, (C.39), (C.40) and (C.41), we can obtain
By~ Bl < B|(Kpne — Kn) KK )l

+E|KLE K (K - K) KPR

)

)@é—i—l
F

<021+)\HXX

for some constant C% > 0. This completes the proof of (2.26).

C.7 Proof of Theorem 2.13

First, we state a more generic statement of the lower bound of the generalization error for RFRR. Instead
of proving Theorem 2.13, we prove the following theorem in this section.

Theorem C.10. Under the assumptions of Theorem 2.11, when N/log?“e(N) > C1(1 4+ X\*)n and n >
max{ng, n1}, with probability at least 1 — log= %" (N),

~ « n
L) = I1Pef "3 = Co1 4+ ) 1og% (N) /1 = Cov/ (X T2) D)
and

L) = IPoof 13+ 02E0 (K], (K3 K ] = Cov/in (X T2) 00|

i +log“” (N)\/Z) : (C.42)

where Cy depends only on o, and Cy > 0 depends only on 0,7 and o.. In particular, when N/ logQC" N > n,
with high probability,

OL+1
—Cy(1+ ) (H X X) —1d

L) 2 1 Porf I + 02Bs [ K oK K s = 0a(1)
> ||Psef*]13 = 0n(1).
Proof. Since T € L?(R,T'), we have the following Hermite expansion: 7(z) = > p (i (7)hs(z). Then
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Similarly, we define
(X)) = ng )hi(B' X) € R™,
(Peof ) (X) =D G(Mhi(BTX), (Porf)(X)= > G(nh(B"X), (C.43)
k<t E>0+1
By the property of Hermite polynomials in (2.3), we know
Eglh; (8" @)hi(B" @) = 651 (a, @:)".
This implies

1F*1I5 = Eslf ZCk = |I7II3.

IIPgef*H%:ZC;?(T), 1Psef* 3= i)

k=0 k=041
E[P<ef* (@) Poc f* ()] = 0. (C.44)
From (2.9), the predictor of the KRR is given by
(@) = K (@, X)(K(X, X) + A1)~ (f(X) +e),

where

and from Assumption 2.10,
1K (2, X)|| < Van o]} (C.45)
Define
Py {0 (x) == K (2, X) (K (X, X) + A1d) ™ (P<,f*(X)),
P fi (@) == K(z, X)(K (X, X) + Md) ™ (Psof*(X) +€).
From the orthogonal relation in (2.3) and (C.43),
Eg < [P<of\ ()Pt {0 ()] = 0, (C.46)
Egl(Psef*) (X)(Psef*)(@)] = > Gz, ... (x" z,)").

E>041
Then by the linearity of expectation, we have
Ep e[\ (@) Poef(@)] = Y Q1)K (@, X)(K(X, X) + M) (@ 20)",..., (@ 2,)"),
k>¢
which implies

BoclPor @ Po s @] < 1K@ X1 3 G0 |70,

k=(+1
1/2
< Va3 o)
k=(+1
< 2V lol; A I3 (X T2) || (C.47)
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where the second inequality is due to (C.45), and the third inequality comes from Cauchy’s inequality. Recall
the generalization error of any predictor defined in (2.20). We have

() = E (5@ - {0)”

& (Pecl(2) + Posf* (2) — Pee i (@) — Poo i (@)

- ]E(ngf*(a:)fPngiK)(a:)) +E (Poef (@) = Porf\ (@ ))2
+2E [(Peof* (@) = Peef{O @) (Pors (@) = Porf{O ()]

> B (Poof(@) - Pocf{ @)
= 1Psef* I3 + B[P efy) (@)°) = 2E[Psof* (@) P fy ()]
> |1Pof 3 + P f{0 @)2) - 4V2arg o I | (X T2) || (cas)

where the first inequality is due to the orthogonal relations (C.44) and (C.46), and the second inequality is
due to (C.47). Let v = K; 'K (X,x). The second term in (C.48) can be written as

E[Pocf\ (2)?] = E[(Porf*(X) + &) (K K (X, 2)K(z, X)K; ') (Psrf*(X) +€)]
=By Y viv; (Ba[Porf* (@) Porf* ()] + 6;502)

ij
= 02Eq ||v]|* + B[P f*(X) T (00 ) Poo f*(X)],
> 02E, |v|* = 02 Tr KB [K (X, ) K (2, X)| K .

On the other hand, from the generalization error approximation bounds in (2.21), we obtain with prob-
ability at least 1 —log ™' (), when N/log?%" (N) > Cy (1 + A2)n,

L) 2 |Poef |3 + 02 Tr K3 Eo [ K (X, 2) K (2, X) K|
— C(1+ A) log" (N) /% — Gy H(X%)@WU H2
n
> [|Pocf I = Call+ N log® (N) /5 = Co/n (X T2) 50| .

Since we can approximate K (x, X) with K,(x, X ), we can apply the proof of Theorem 2.12 to obtain
that

Tr KB, [K(X, 2)K (2, X)| K} — Eqy [KT K 2K, ‘”

<

E, [(Km_[ - Km)TK;’%Km,Z]

Eq [KJ (KoG— K5 K K|

[KTK'm (ng _Km)}

T 1 -
E. KK (K- KAI)KW”

O+1
<O+ \) H X X) —1d

F

for some constant C' > 0 depending on o, T, 0., when in the last inequality, we exploit Proposition 2.4 and
(C.39). Thus, we conclude that under the same assumptions of Theorem 2.11, with probability at least
1—log ' N,

L) 2 Posf 13+ 02Ba (K KK ]
~ -\ O4+1

O+ H (XTX) —1d|| — Ca(1+ M) logC (N), /% — Csvn H(X%)WH) H2 .

F
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This completes the proof of the lower bound of (C.42).
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