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ABSTRACT

Data center demand is projected to increase dramatically over the
coming decades, creating concerns about their carbon footprint
and motivating the design of methods that can scale data center
capabilities sustainably. One such method is Demand Response
(DR), which provides incentives for power consumers to regulate
their consumption in compliance with sustainability and capacity
needs in the grid. One limitation of existing work in data center
DR is the computational expense of generating accurate average
power estimates and flexibility forecasts for a data center, given
knowledge about the data center’s configuration and activity. We
introduce CONDOR, a machine learning (ML) method to learn the
relationship between a data center’s configuration (e.g., power, per-
formance, and load characteristics) and an objective function incor-
porating DR savings, energy cost, and workload quality-of-service
(QoS) compliance. CONDOR optimizes power and flexible reserve
estimates that minimize an objective function, helping the data
center efficiently meet compliance with sustainability measures.
Our results demonstrate that CONDOR achieves speed increases
of around 15,000x in computing accurate forecasts compared to
simulation-based estimation, which enables DR participation of
large real-world data centers in DR programs without debilitating
computational overhead.
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1 INTRODUCTION

Large data centers are challenged with balancing the requirements
of their consumers, making fiscally responsible energy purchases,
and operating sustainably. In tandem, power providers are faced
with the problem that their power output (supply) does not always
match demand. This forces a choice where power providers must
either scale up their infrastructure to meet peak demand, which is
often much larger than average demand, or fail to meet the power
delivery requirements of consumers. Often, new grid infrastructure
is reliant on fossil fuels, which contributes to carbon emissions
and global warming. The importance of this problem is increasing
as data centers account for a larger percent of total energy use
due to the projected increase in energy from Al applications (e.g.,
generative Al). [42].

One approach to alleviating data center peak power usage is
demand response (DR), where a consumer modulates its power
use (at various time scales) to meet power provider requirements,
increasing grid power output flexibility. Data centers are especially
qualified for DR participation due to their ability to quickly and
accurately regulate their power usage through job scheduling and
server power management [2, 7]. The increased flexibility provided
by high-power consumers like data centers allows for more am-
bitious renewable deployment [1, 44]. Two specific mechanisms
providing this sustainability benefit are preventing intermittency
from disrupting stability [20] and enabling scaling compute without
requiring new fossil-fuel infrastructure to meet power peaks [11].

While data center DR has seen success in real-world deployment
[32, 47], and there is promising work in providing DR methods
with theoretical guarantees [56], an open problem in integrating
these methods into real data centers is the lack of efficient solutions
to replace computationally heavy simulation-based optimization
methods. To allow wider adoption of DR by data centers, there is a
need for fast and scalable models of data centers to provide accurate
estimations of their future state.

This paper introduces CONDOR (Cost-Optimization Neural-
Network for Data Center Operational Demand Response ), a ma-
chine learning (ML)-based approach to learning a model of a data
center for DR participation that replaces laborious simulation meth-
ods. Our key contributions are as follows:

o Designing a deep learning model to approximate the cost of
a data center execution for DR.

o Incorporating this model into a fast optimization process to
output future power and reserve estimates for a data center.

e Demonstrating our method learns a correct approximation
of the data center DR cost, and showing our optimization
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process can find high-quality DR parameters at a fraction of
the inference time compared to simulation.

Through experiments over various configurations of data centers
with different workload types, we achieve a 4 orders of magnitude
reduction in execution time when predicting data center DR param-
eters compared to using a simulation of a data center, going from
a scale of several hours to a second. Our method aims to enable
the use of DR in data centers of any size without introducing com-
putational overhead. This allows for data centers to more easily
participate in DR programs and provide crucial flexibility for grid
sustainability projects.

We begin with a discussion of our ML-based approach for data
center DR in Section 2, followed by results in Section 3. We then
discuss the related work in Section 4 and conclude in Section 5.

2 ML-BASED PARAMETER ESTIMATION FOR
DATA CENTER DEMAND RESPONSE

Data center sustainability has been studied from various perspec-
tives, such as their carbon footprint and influence on grid stability.
Solutions explore shifting the workloads to less carbon-intensive
times of the day [40] and migrating those to regions with a surplus
of renewable energy [31, 57]. Other studies investigate adjusting
power consumption to comply with the power providers’ objective
of balancing the power supply and demand [21, 29]. Participating
in such programs requires data centers to forecast their average
power consumption and power reserve (where "reserve" refers to
the flexibility of consumption a data center provides above and
below its average power) for certain future intervals [33]. While
providing a high reserve bid increases potential monetary benefits,
a high average power bid results in high electricity costs. Another
dimension that needs to be considered as a cost for the data center
is the need to satisfy quality-of-service (QoS') requirements while
operating under limited power, resulting from predicted power and
reserve bids and the power provider’s regulation needs.

2.1 Estimating Power and Reserve Bids

Our goal is to provide fast and accurate forecasts of average power
consumption and power reserve amounts for data centers so that
data centers can participate in DR programs such as the regulation
service reserves program, where participants need to estimate their
parameters for the hour-ahead market [33]>. An overview of our
method is shown in Figure 1. We replace the existing simulation-
based methods that require long execution times to forecast accu-
rate parameters. For example, the Adaptive QoS-Assurance (AQA)
work [56] uses a data center simulator with an adaptive policy that
ensures QoS through job scheduling and power capping. In the
AQA framework, data centers periodically provide their expected
average future power use P and their power reserve capacity R to
power providers. This reserve capacity means the power provider
will frequently ask the data center to increase or decrease its power
use within that reserve amount, with economic penalties if the

I Meeting QoS refers to execution of submitted jobs within given time deadlines, which
we treat as a constraint for the delay tolerance of each job.

2Although our method could be applied generically (see Section 2.2), we focus on
the regulation service reserves program because of its compatibility with renewable-
enabling programs [37].
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data center cannot comply. The power and reserve bids, P and R,
can be calculated by optimizing an objective function that reflects
the monetary cost of a data center participating in DR such as the
regulation service reserves program:

C = I Cpower + ITEChpror + T2Cq0s, (1)
Chower = (P~ TIXR), @)
CError = E[IP(t) - Ptarget(t)|]> (3
Coos = B Z SoftPlus(p(Prob[Q/ — 0/ 1-67)), (4)

J

where P is the average power of the data center, R is the provided
reserve capacity, P(t) is the data center’s current power, Prarget (t)
is the power target given by the Independent Service Operator
(ISO), each IT term is a weighting constant determined by monetary
costs in the energy market, and H represents the time interval in
hours. The SoftPlus function In(1 + ¥) penalizes the data center
for jobs violating QoS over a certain threshold. The terms f and
p are the weighting parameters for the QoS constraints. The QoS
Lo Tin _jT’J’”'", where Ty, is the so-
Tmin

journ time (the actual time for job completion) and Tr{u.n is the time
for processing a job without power caps or queuing delays, to a
pre-defined allowable threshold. The summation over j sums over
each job type in the workload W. The probability term over the
QoS constraints frames QoS in a probabilistic form, where only
violations up to 8/% of the time are considered acceptable.

Each term in the cost is weighed by a separate weighing parame-
ter P TIR, TE, and I9, which are tuned to ensure the scale of each
component is similar. Each job type is given a proportion of servers
equal to wj, which cumulatively add up to 1 to represent the full
data center. We call the vector of these job weight parameters W.

The AQA framework iteratively runs simulations of a data cen-
ter’s operation to calculate a stochastic estimate of C, while op-
timizing P, R, and the job weights W through gradient descent
(GD). This is enabled by treating the data center problem as a
queuing-theoretic control problem, which allows for a closed-form
approximation of the cost function gradient to be calculated. This
makes AQA an hour-scale DR program (bids are generated once
per-hour) but it runs a second-scale policy to determine which jobs
are given execution priority and specific power capping settings of
servers.

However, using simulated data centers can be computationally
expensive enough to be infeasible for large data centers under
certain DR programs. For our hour-scale DR program, new P, R,
bids and W job weights must be generated at the top of each hour
as the data center’s workload or target utilization changes as a
function of the time of day. Other DR programs require minute
or second-level bids [22, 23, 39]. If the bidding process using the
simulator takes longer than the cycle time of the DR program, than
that solution is practically infeasible to use.

Our data center model CONDOR replaces the simulator with a
substantially cheaper ML model of the objective function. To learn
a model of the objective function, we treat the data center simulator
as an oracle for sampling the cost function at different data center

term is found by comparing Q/ =
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Figure 1: An overview of our method. We generate data from a computational simulation of a data center, train a neural network
to learn the relationship between the data center configuration and demand-response participation cost, then optimize for the

flexible P,R,, and W parameters before each hour.

configurations, generate a diverse dataset from this oracle, and then
perform supervised learning over this data using a neural network.

The input features of CONDOR is a description of the configu-
ration of our data center. This includes the P and R bids, a desired
utilization ratio (how much of the data center servers should be
utilized at a given time), information about the workload mix (in-
cluding job weights W), and the server size. The model outputs an
estimate of each component of the cost function described above,
which are then weighed using the nis R HE, and T2 terms. Then, we
use CONDOR to find accurate P, R, and W values for a given data
center configuration. This is done by calculating the gradient of
the model inputs P,R, and W with respect to the weighted output
C, performing one step of gradient descent (projecting W onto the
unit sphere), and repeating, using our updated bids as new inputs
to the model, shown in Algorithm 1.

Algorithm 1 Demand-Response Bidding with CONDOR

Require: CONDOR Model f, server configuration S including
workload mix of size N, cost function weights 0P 1iE, 109, learn-
ing rate n
Initialize:

P=1,R=0.6W = [w1, ws, ..wn] = %
while Not Converged do

Crowers CError CQOS — f(S, P, R, W) > Model Estimation

C — I Cporyer + HECEW,, +M%Cges > Cost Weighing
Use backprop to find %, %, % > GD Update
z «Softmax(W — %) -w > Job Weight Projection

Update P~ P—n& R~ R-nB W « W +n2z
end while
return P, R, W for use in AQA runtime policy

Using GD on the model inputs with respect to the output cost
is enabled by the fact that functions represented by neural net-
works are differentiable through backpropagation. Our method is
computationally efficient because each CONDOR GD step takes
milliseconds compared to several minutes for the simulator. Be-
cause the AQA cost function is convex, we find optimizing over our

learned cost function did not suffer from getting stuck in saddle
points or local minima.

An important consideration at inference time is properly weigh-
ing the three components of the cost function (IT7, II¥ and 19).
Because the AQA framework treats the bid/weight search process as
a constrained optimization problem, where the solution optimizes
for the power and error cost within QoS constraints, in practice we
set IT9 to a much larger value than IT” and TIE.

2.2 A Recipe for Creating Data Center Models

While we only present a model bespoke to a specific DR strategy
(i-e., participating in regulation service reserves markets), our ap-
proach of learning an power consumer model to use for optimizing
DR parameters is agnostic to the DR formulation, the parameters
optimized, and the specific power consumer. For instance, a data
center participating in market-based DR program [41] could use
our approach to optimize for price bids. To help others apply this
technique, we describe a short recipe for using our method with
any DR program.

Deep learning models are constructed from blocks which process
data with certain properties. These blocks transform data from one
form into a feature-vector. The most common approach is to use
these blocks with the appropriate feature data, collect the feature
vectors generated by each block, combine the information from
each feature vector (called “fusion”), and then pass them through
several final multi-layer perceptron (MLP) layers. Common blocks
include Transformers [48] or RNNs [55] for sequences, CNNs for
image [28], and graph networks for data equivariant E(3) transfor-
mations [8]. We use aggregate fusion, where the feature vectors
are concatenated, but more sophisticated approaches exist [52]
[15]. Our problem’s cost function is convex, and we found optimiz-
ing over our learned cost did not converge to poor local minima.
For problems where the cost function is more complex, imposing
an input-convexity constraint on the output through the neural
network architecture is popular [3].

Broadly, the recipe is as follows. First, create a dataset of power
consumer configurations with the corresponding demand response
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program cost. This can be sampled from a simulator or a real-
world consumer. Next design a model, using appropriate blocks
for invariances or feature covariances in the configuration data.
Train the model to predict the cost from the consumer configuration
using a modern first-order optimizer. Finally, at inference time, keep
gradients of the configuration parameters you wish to optimize for
and update them with gradient descent. Figure 1 shows a visual
overview of this procedure.

In our case, our features are the information about our data
center (or other energy consumer) that can be changed, and that
will impact the ability of the consumer to participate in the DR
program.

2.3 Model Details

2.3.1 Architecture Details. One important consideration in data
center DR is handling different workload mixes. Each job type is
described by a power performance profile (maximum power, min-
imum power, etc.), which is represented by a fixed-length vector.
Workload mixes are sets of these job types, so order permutations of
workload mixes cannot be treated differently by our model. Work-
load mixes can also be different sizes, so our model must be able to
process workload mixes of arbitrary length. Our model includes a
small Set Transformer block [26], which is permutation-invariant
and variable-input length compatible. This is followed by fully-
connected residual layers [43]. We found that residual layers pre-
vents the smaller tabular configuration information from being
“forgotten” by the later layers [19].

2.3.2  Training and Implementation Details. We implement CON-
DOR in PyTorch [38], which enables variables to keep a compu-
tational graph of their derivative with respect to other variables.
In our case, the P and R input bids and job weights W have their
derivatives with respect to the cost tracked, allowing for simple
implementation of gradient descent on the network’s input.

We train our model to minimize mean-squared error (MSE) loss
over our cost vector containing Cpower, CError> and Cgos. CPower
and Cgrror are divided by the number of servers, and Cg,s by
the number of jobs in the workload mix. This means our model
only needs to learn the server/job average component costs. While
our model could learn these relationships by itself, we found this

Workload Mix| / ™\
Set Transformer Block | 517x512 512x512 512x512
Job Type 1
Encoder  Decoder
JobType2 | | ————— — 512x3 | [ cost
[Lob Type v | .
.| [& -
bl S Error
Configuration s
[ utilization | Quality of
Service
[ Powerr ]
[ ReserveR |
Weights W
# Servers \ /

Figure 2: The architecture of our deep learning model. The
set transformer block generates a feature vector of the work-
load mix, which is fused with other simulator configuration
information, including the desired parameters to optimize.
Residual connections are omitted for clarity.
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normalization improved the shape of each cost component’s dis-
tribution and accelerated training. We use the AdamW optimizer
[30] for 150 epochs, with a learning rate of 1e — 4 and batch size
of 512. To validate our model’s ability to generalize, we split our
data into a 70-30 train/test split and found a final MSE difference of
only around 2%.

Considering the importance of reducing carbon costs in training
ML models, we calculate an estimate of the carbon it took to train
CONDOR [13]. Our model is small due to not requiring many layers
to encode features (as in language or vision) and only took around
6.78 minutes to train on a laptop with an RTX 4080 GPU and an Intel
19-13950HX, using at most 2.616e — 5 metric tons of Co2, roughly
equal to the power needed to charge a smartphone twice. The
carbon costs on a production data center would be slightly higher
from the operator running the model to find bids and retraining
the model with new data collected from the data center’s operation.
However, our very low carbon estimate shows that our model is
lightweight enough to have a negligible impact on energy usage.

2.4 Data Generation

We generate training data from the AQA simulator [56]. We sample
over a range of workload mixes, utilization ratios, server counts,
and P and R values.

To ensure our feature space is well-sampled, we vary the follow-
ing simulator parameters:

e Workload Mix W: we include 12 different mixes, includ-
ing small variations of other mixes in our dataset. Mixes
are designed to sample the range of possibilities, including
longer/shorter jobs, more/fewer types of jobs, etc. Section
2.4.1 describes our workloads in more detail.

e P and R bids: we randomly sample these over a feasible
set from [0.2,0.6] kW per/server for P, and [0.0,0.12] kW
per/server for R

o Workload weights W: we randomly sample these, and apply
a softmax function to ensure the total weights add to 1.

e Data center size: we vary the size of our simulated data
centers from the set {64, 100, 500, 1000}.

e Data center utilization: we vary the utilization ratio from
the set {0.5,0.75,0.8,0.85,0.9, 0.95}.

Additionally, to sample the parameter space near optimal bids
more densely, we also include intermediate steps of the AQA gradi-
ent descent optimization process in our training data. This ensures
that the model learns a general relationship through the random-
ized data, but is specifically focused on high-quality predictions
near the optimal bid for each configuration. We collected 80, 809
samples of training data.

2.4.1  Workload Mix Representation. We represent our workload
mixes as lists of job types, each of which is a fixed-length vector
that describes the power/performance profile of an individual data
center job. These features include the following: m; (the number
of servers used to run the job), Tj,in and Tpgx (the minimum and
maximum processing time in seconds), pmin and pmax (the mini-
mum and maximum power consumption in watts), and Q;p,es (the
quality of service threshold discussed in Section 2.1).

Because of CONDOR’s invariance to the order of the job types
in each workload (Section 2.3) we do not vary them during training.
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To handle the difference in magnitude of the job type features, we
normalize the features by dividing each by that feature’s empirical
average in our dataset before being processed by CONDOR.

Our workload mixes are taken from prior work in data center
DR [56]. These mixes were chosen to ensure a high diversity of
potential workloads. These include mixes focused on short and
long jobs, more and less types of jobs, higher and lower power,
and incrementally adding more jobs to a mixed-type workload. For
our experiments in Section 3 we specifically used workloads W3
(large server requirements), W4 (short application mix), W5 (long
application mix), W6 (small number of applications), W7 (large
number of applications), and W8 (low power applications).

3 RESULTS

Our experiments show that CONDOR generates P, R, and W bids
of similar quality to AQA at a fraction of the time. We ran the AQA
optimization process using both the simulator and CONDOR over
six different workloads taken from recent work [56] representing a
diverse possibility of mixes, for the same data center configuration
representing a data center with 500 servers and a target server
utilization ratio of 0.8. This utilization ratio represents a typical
scenario of a data center wishing to use most of its compute, but
willing to provide some grid flexibility. For fairness, we kept the
number of GD iterations (150) fixed for both. Our results showed a
substantial speedup of around 15, 000x from CONDOR compared
to the simulator (Table 1).

We then use the bids generated by the simulator and CONDOR
and run them on the simulator with the AQA runtime policy for 1
simulated hour to compare how effectively the model’s bids reduce
cost within QoS constraints. Our results show that CONDOR finds
P, R, and W bids that do not incur substantial performance penal-
ties compared to bids found using the simulator. Table 1 shows the
exact bids found by both, and compares the bids with three metrics:
the percentage of job types that violated QoS, the cost C of the
runtime policy over the simulated hour, and the execution time.
The cost is normalized to the cost that the original AQA optimiza-
tion process produces, so values lower than 1 indicate CONDOR
produced bids superior to AQA. CONDOR finds superior bids to
the simulator on three of the tasks, and meets the QoS constraint
for all six. In total, CONDOR only suffers a 5% average increase
in cost, while dramatically decreasing the time to find these bids.
This demonstrates that our model is not only efficient, but correctly
optimizes the desired objective function within QoS constraints. In
total, CONDOR finds bids that let a data center offer between 11%
and 21%, with an average of 17%, of its average power consumption
as flexible reserves to the power grid.

Crucially, this increased speed enables the AQA DR program to
be run on larger data centers. Figure 3 shows that finding bids for
large data centers (more than ~100 servers) is infeasible with the
simulation-based approach for optimization, as the computation
time quickly outpaces the timescale of the DR program. In contrast,
CONDOR determines bids equally quickly regardless of data center
scale, as the relationship between the data center size and cost is
learned functionally instead of modeling each server individually.

Lastly, we generate plots of the cost function surface approxi-
mated by our model by sampling our model along a 12 by 12 grid
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representing possible simulator P/R bids to gain qualitative insight
into the model’s learned cost function. Figure 4 shows that the
cost is more sensitive to the power bids than reserve bids, and that
the costs of higher power bids are smaller than lower power bids.
This is expected, as power bids insufficient to meet QoS incur large
penalties, while higher power is only penalized by the economic
costs of buying unneeded power. This relationship is consistent
with the analysis of similar cost functions for similar DR programs
[10]. Our plots also show an expected difference in the cost func-
tion between the larger workload mix W5 compared to the smaller
workload mix W6. The W6 plot has a shallower slope on the low
power end, caused by the fact that fewer job types incurs a smaller
penalty to the cost function C. These observations indicate that our
model learns the correct objective function to optimize over.

4 RELATED WORK

There is robust work using ML for data center DR. Some approaches
include classical ML, deep learning, Reinforcement Learning (RL),
and evolutionary algorithms [4]. Most approaches use ML to fore-
cast useful quantities used by a control policy. Examples include
using SVMs and LSTMs [36], decision trees, [35], ensemble mod-
els [54], and shallow neural networks [58] to predict future power
usage and/or future temperature. RL solutions are common, but
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Figure 3: Optimization time versus simulation data center
size. This plot shows that simulations of large data centers
scale linearly with time, which makes participating in lower
time-frame DR intractable for large data centers.
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Figure 4: Plots of the cost surface approximation generated
by the model. The P/R space is sampled on a 12 by 12 grid.
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P (kW) R (kW) Execution Time Norm. Cost % Violation
Method
: etho Simulator | Model | Simulator | Model | Simulator | Model | Model Simulator | Model
Workload Mix

W3 160.7 175.4 26.3 31.2 236 m 0.911s | 1.171 12.5% 0%
W4 154.3 159.1 21.1 334 610 m 0.814s | 0.980 0% 0%
W5 154.4 147.3 23.5 26.4 531 m 0.790s | 0.920 0% 0%
W6 175.1 166.8 31.5 29.4 613 m 0.828s | 0.95 0% 0%
w7 159.5 171.6 23.9 299 547 m 0.841s | 1.119 0% 0%
w38 139.4 155.1 14.3 17.7 591 m 0.822s | 1.191 0% 0%

Table 1: The bids generated by the gradient descent optimization process for the simulator and model, and the running times
for each. % Violation refers to the percentage of job types in that run which violated QoS. Norm. Cost refers to the cost of the
model’s bids normalized by dividing by the cost of the simulator’s bid for the same workload mix (lower is better).

often suffer from simple pricing models, single-agent assumptions,
and limited fidelity environments [49].

Most work for data center DR leverages the opportunities from
increased communication and load flexibility. Approaches include
Vickrey-Clarke-Groves auctions [59], queuing for workload sched-
uling [6], energy management modeling [51], and bespoke mod-
els [45]. These systems, when an objective function is centrally
optimized, are usually tuned using convex optimization or linear
programming. Some use neural networks, including for weather
forecasting to estimate solar power generation [45] and power
usage [50].

Our approach shares similarities to model predictive control
(MPC), except that our system has no temporal dependence (past
bids do not affect future bids), so we do not use planning or dynamic
programming. Existing DR approaches incorporating learning al-
gorithms in their MPC models includes SVMs to learn temperature
predictions [46] and neural networks to predict control signals from
a simulator ground-truth predictor[18].

Our approach is similar to policy gradient (PG) methods, which
estimate an agent’s cost return empirically and then perform gra-
dient descent to optimize the agent’s parameters. Using ML-based
world models with PG is common [5, 17]. Our approach differs
because CONDOR learns a model of our control problem’s objective
function as opposed to an observation forecast. Additionally, the
variable data center configuration (workload, utilization, etc.) make
the problem closer to contextual RL [9] where we need to learn an
optimization objective robust to different contexts. There is existing
work in optimizing learned cost functions in inverse control [12, 24]
and RL [25]. Using neural network backpropagation to modify the
input with respect to the network output was inspired by the image
domain [16] and was originally applied in music generation [27].

5 CONCLUSION AND FUTURE WORK

Current DR methods for data centers show great potential in help-
ing increase data center’s sustainability by providing renewable-
enhancing grid flexibility and room to scale compute without requir-
ing new power infrastructure. To fix the intractable computational
expense of prior methods that provide data center power and re-
serve forecasts, this paper introduced an ML-based approach that is
computationally inexpensive and scales well to large data centers.
Our experiments showed that CONDOR offers similar quality DR
parameters for 15, 000x lower computational expense.

There are several avenues for future work. Our paper focused
on modeling a data center with a mostly fixed per-server config-
uration (e.g., fixed idle node power use). A future model could be
extended to also learn how to optimize for data centers with more
sophisticated configuration flexibility. To bypass concerns about
simulation accuracy or fidelity, future work could learn directly
from a real-world data center instead of a simulation.

Our specific DR formulation, while powerful, is not exhaustive.
For instance, while we can adjust job QoS thresholds and execution
times to approximate jobs with tight latency restrictions, new DR
works may benefit from modeling latency explicitly. Similarly, we
assume compute homogeneity, which ignores how certain jobs may
require certain compute resources that are limited in the data center.
For instance, Al training requires GPU/TPU resources, which not
every server in the data center may possess. Future work could
focus on expanding the simulation and representation of the DR
problem to incorporate these elements.

This study learned an approximation of a known closed-form
cost function, but it could be used for cost functions without a
known functional form, similar to the common practice in RL of
using ML to learn a reward function from human preference [34].
For instance, extensions of this method might include training a
similar model on a more sophisticated evaluation metric sampled
from a real-world data center’s operation[14].

Our work does not utilize the structure provided by the log
derivative trick in PG [53] in favor of tying cost learning to our
dynamics model to optimize over the cost directly. Future work
could reintroduce said structure by combining PG with a different
contextual RL approach, which may provide benefits for problems
with longer temporal dependence.

Lastly, our work focuses on comparing different optimization
strategies within the same data center simulator. Future work could
extend this comparison to real-world data centers, by running the
AQA policy with both the original simulation-based and CONDOR
bidding strategies on a real-world workload.
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