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A second-order accurate, linear numerical method is analyzed for the
Landau–Lifshitz equation with large damping parameters. This equation
describes the dynamics of magnetization, with a non-convexity constraint of unit
length of the magnetization. The numerical method is based on the second-order
backward differentiation formula in time, combined with an implicit treatment
for the linear diffusion term from the harmonic mapping part and explicit
extrapolation for the nonlinear terms. Afterward, a projection step is applied to
normalize the numerical solution at a point-wise level. This numerical scheme
has shown extensive advantages in the practical computations for the physical
model with large damping parameters, which comes from the fact that only a lin-
ear system with constant coefficients (independent of both time and the updated
magnetization) needs to be solved at each time step, and has greatly improved
the numerical efficiency. Meanwhile, a theoretical analysis for this linear numer-
ical scheme has not been available. In this paper, we provide a rigorous error
estimate of the numerical scheme, in the discrete 𝓁∞(0,T;𝓁2) ∩ 𝓁2(0,T;H1

h)
norm, under suitable regularity assumptions and reasonable ratio between the
time step size and the spatial mesh size. In particular, the projection opera-
tion is nonlinear, and a stability estimate for the projection step turns out to be
highly challenging. Such a stability estimate is derived in details, which will play
an essential role in the convergence analysis for the numerical scheme, if the
damping parameter is greater than 3.
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1 INTRODUCTION

The Landau–Lifshitz (LL) equation [1], with quasilinearity and the constraint of unit length of magnetization,
describes the evolution of the magnetization in ferromagnetic materials with applications of information storage in the

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2023 The Authors. Mathematical Methods in the Applied Sciences published by John Wiley & Sons Ltd.

Math. Meth. Appl. Sci. 2023;46:18952–18974.wileyonlinelibrary.com/journal/mma18952

https://doi.org/10.1002/mma.9601
https://orcid.org/0000-0001-9977-2892
https://orcid.org/0000-0003-4220-8080
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fmma.9601&domain=pdf&date_stamp=2023-09-06


magnetic-based recording devices [2]. The nonlinear conservative term of the LL equation preserves the unit length of
magnetization and drives the system. The remaining nonlinear part related to the harmonic mapping of the LL equation
is dissipated by a factor of damping parameters. Such a parameter plays an important role for energy evolution, which
can be calculated [3].

There have been extensive numerical works for the LL equation [3–6]. One of the most popular temporal discretization
is the semi-implicit method [7–9], which turns out to remarkably relax restrictions of temporal step size. For example,
the linearly implicit backward Euler approach has been well studied in previous studies [7, 9–11]. A combination of this
numerical idea with a high-order non-conforming finite element discretization in space has been proposed and analyzed
in Alouges and Jaisson [11], in which a projection is applied to an approximate tangent space to the normality constraint.
Moreover, a convergence analysis in both space and time has been established in Akrivis et al. [10], by evaluating the
approximated error of time derivative term which is orthogonal to the magnetization. The error estimates for linearly
implicit schemes, based on either backward Euler or Crank–Nicolson method, combined with finite element/finite dif-
ference spatial discretization, have been obtained in previous studies [9, 12, 13]. The backward differentiation formula
(BDF)-based linearly implicit methods have been analyzed in Chen et al. [7] and Akrivis et al. [10], and a second-order
accuracy has been rigorously proved under the same condition that the temporal step-size proportional to the spatial
mesh size in both space and time.

Meanwhile, it is noticed that all these existing numerical methods lead to an asymmetric linear system of equations with
the coefficients dependent of the updated magnetization. An efficient numerical solver for such an asymmetric linear sys-
tem is highly non-trivial, which usually results in a very expensive computation cost in the three-dimensional simulation.
Therefore, a numerical scheme only involved with a constant-coefficient linear system, so that the coefficients are inde-
pendent of the updated magnetization, is highly desirable. In fact, such a linear numerical scheme has been proposed and
studied in a recent work [14]. In more details, the second-order BDF stencil is used in the temporal discretization, and the
perfect Laplace term (in the harmonic mapping part) is treated implicitly, while the nonlinear terms are approximated by
explicit extrapolation formulas. After an intermediate magnetization vector is obtained by this linear algorithm, a projec-
tion of magnetization onto the unit sphere is applied, to satisfy the non-convex constraint of unit length. Of course, this
numerical approach leads to a linear system with constant coefficients independent of the updated magnetization at each
time step. The complexity of this method is comparable to that of solving the heat flow of harmonic maps. Because of this
subtle fact, the linear numerical scheme has demonstrated great advantages in the simulation of ferromagnetic materi-
als for large damping parameters [14]. Furthermore, extensive simulation experiments have indicated that the proposed
linear numerical method preserves better stability property as the damping parameter takes large values, in comparison
with all the existing works [7, 10, 11, 13, 15].

On the other hand, a theoretical analysis of the proposed linear numerical scheme has not been available, in spite of its
extensive advantages in the practical computations for large damping parameters. Recently, a linearly implicit renormal-
ized lumped mass finite element method has been considered for solving the equations describing heat flow of harmonic
maps, with the renormalized constraint at the point-wise level [16]. The analysis of such a renormalized finite element
method is based on a geometric relation between the auxiliary and renormalized numerical solutions. This relation
enables one to obtain optimal-order error estimates under the mild condition that the time step size is comparable to the
power of the spatial grid size (larger than two). The nonlinear terms in the LL equation pose more difficulties than those
in the heat flow model. The key theoretical difficulty is associated with the fact that a fully explicit treatment of the non-
linear gyromagnetic term (by an extrapolation formula) breaks its (energetic) conservative feature at the numerical level,
so that a direct control of this nonlinear term becomes a very challenging issue. The only hopeful approach is to control
this term by the linear diffusion term in the harmonic mapping part, while the fact that the nonlinear gyromagnetic term
and the linear diffusion term are updated by different temporal discretization makes this estimate highly non-trivial. In
this article, we provide the convergence analysis and the optimal rate error estimate for the proposed linear numerical
scheme, in the discrete 𝓁∞ (0,T;𝓁2) ∩ 𝓁2 (0,T;H1

h

)
norm, if the damping parameter is greater than 3. To overcome the

above-mentioned difficulties, we build the stability estimate of the projection step, which will play a crucial role in the
rigorous error estimate for the original error function. In particular, a standard 𝓁2 stability estimate for the projection
step is not sufficient to recover the convergence analysis, and an H1

h stability estimate turns out to be necessary at the
projection step, which comes from the technique of controlling the nonlinear gyromagnetic term by the linear diffusion
term. In more details, the a priori W 1,∞

h estimate for the numerical solution and a priori H1
h estimate for the intermediate

numerical error function at the previous time step are needed in the error analysis. Meanwhile, the a priori H1
h estimate

for the numerical error for the magnetization vector can be controlled by a growth factor 1 + 𝛿 acting on the H1
h esti-
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mate of the intermediate magnetization error function, with 𝛿 being arbitrary positive number. Such a W 1,∞
h bound for

numerical solution and H1
h estimate for the intermediate numerical error function can be recovered at the next time step,

with the help of the inverse inequality and a mild temporal constraint and large damping parameter (larger than 3). In
turn, an estimate for numerical error function becomes a straightforward consequence of an application of discrete Gron-
wall inequality, combined with the fine estimate of a growth factor 1 + 𝛿 acting on the H1

h estimate of the intermediate
error function.

The rest of this paper is organized as follows. In Section 2, we review the fully discrete numerical schemes and state the
main theoretical result of convergence. The detailed proof is provided in Section 3. Finally, some concluding remarks are
made in Section 4.

2 THE MATHEMATICAL MODEL AND THE NUMERICAL SCHEME

2.1 The LL equation
The LL equation is formulated as

⎧⎪⎨⎪⎩
𝜕tm(x, t) = −m × Δm + 𝛼Δm + 𝛼|∇m|2m, x ∈ Ω, t > 0,
𝜕nm(x, t)|𝜕Ω = 0, x ∈ 𝜕Ω, t ≥ 0,
m(x, 0) = m0(x), x ∈ Ω,

(2.1)

where x and t are the variables of space and time, respectively, Ω ⊂ R
d (d = 1, 2, 3, with d being the spatial dimension) is a

bounded domain and n is the unit outward normal vector along 𝜕Ω, m ∶= m(x, t) = (m1,m2,m3)T ∶ Ω ⊂ R
d → S2 repre-

sents the magnetization vector field with |m| = 1, ∀x ∈ Ω, and 𝛼 > 0 is the damping parameter. The notations 𝜕t, ∇, and
Δ represent the temporal derivative, the gradient, and the Laplacian, respectively. The homogeneous Neumann boundary
condition is considered. The first term on the right-hand side of (2.1) is the gyromagnetic term, and the remaining term
related to 𝛼 is the damping term. In comparison with the ferromagnetic model [1], (2.1) only includes the exchange term
which poses the main difficulties in numerical analysis, as done in the literature [9, 17, 18]. To simplify the presentation,
we set Ω = [0, 1]d and consider the 3D case in this paper, while the results hold for the 1D and 2D models.

2.2 Finite difference discretization and the numerical method
We set the temporal step size as k > 0, so that the time step instant becomes tn = nk (n ≤

⌊
T
k

⌋
, with T being the

final time, ⌊·⌋ being the floor operator). The spatial mesh size is given by hx = 1
Nx

, h𝑦 = 1
N𝑦

, hz = 1
Nz

, with Nx, N𝑦, and
Nz being the number of grid points of uniform partition along x, 𝑦, and z directions, respectively. We use the half grid
points

(
xi− 1

2
, 𝑦𝑗− 1

2
, z𝓁− 1

2

)
(also written as

(
x̂i, 𝑦̂𝑗 , ẑ𝓁

)
), with xi− 1

2
=
(

i − 1
2

)
hx, 𝑦𝑗− 1

2
=
(
𝑗 − 1

2

)
h𝑦 and z𝓁− 1

2
=
(
𝓁 − 1

2

)
hz

(i = 0, 1, · · · ,Nx + 1; 𝑗 = 0, 1, · · · ,N𝑦 + 1; 𝓁 = 0, 1, · · · ,Nz + 1). The numerical domain becomes Ωh = {
(

x̂i, 𝑦̂𝑗 , ẑ𝓁
) |i =

0, 1, · · · ,Nx + 1; 𝑗 = 0, 1, · · · ,N𝑦 + 1;𝓁 = 0, 1, · · · ,Nz + 1}, and the interior domain is Ω0
h = {

(
x̂i, 𝑦̂𝑗 , ẑ𝓁

) |i = 1, · · · ,Nx; 𝑗 =
1, · · · ,N𝑦;𝓁 = 1, · · · ,Nz}, and Ωh∕Ω0

h is the set of boundary (ghost) points. We introduce the notation of the discrete
vector grid function mh(x) ∈ R

3 defined for x ∈ Ωh with mi,𝑗,𝓁 = mh
(

x̂i, , 𝑦̂𝑗 , ẑ𝓁
)

(similar notations for the scalar functions
), and the discrete homogeneous Neumann boundary condition reads for ix = 0,Nx, 𝑗𝑦 = 0,N𝑦, 𝓁z = 0,Nz and 0 ≤ i ≤
Nx + 1, 0 ≤ 𝑗 ≤ N𝑦 + 1, 0 ≤ 𝓁 ≤ Nz + 1,

mix ,𝑗,𝓁 = mix+1,𝑗,𝓁 , mi,𝑗𝑦,𝓁 = mi,𝑗𝑦+1,𝓁 , mi,𝑗,𝓁z = mi,𝑗,𝓁z+1. (2.2)

Let X = {𝑓h(x) ∈ R, x ∈ Ωh, 𝑓h satisfies boundary condition (2.2)} be the scalar function space and X = {mh(x) ∈
R

3, x ∈ Ωh, mh satisfies boundary condition (2.2)} be the vector-valued function space. The corresponding continuous
version is denoted by Xe,Xe. The standard second-order centered difference approximation for the Laplace operator
results in

Δhmi,𝑗,𝓁 = 𝛿2
x mi,𝑗,𝓁 + 𝛿2

𝑦mi,𝑗,𝓁 + 𝛿2
z mi,𝑗,𝓁 , 𝛿2

x mi,𝑗,𝓁 =
mi+1,𝑗,𝓁 − 2mi,𝑗,𝓁 + mi−1,𝑗,𝓁

h2
x

,
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where 𝛿2
𝑦 , 𝛿2

z for the approximation of 𝜕𝑦𝑦, 𝜕zz could be similarly defined. The forward finite difference operators Dx,D𝑦,
and Dz are defined for 𝑓h ∈ X :

Dx𝑓i,𝑗,𝓁 =
𝑓i+1,𝑗,𝓁 − 𝑓i,𝑗,𝓁

hx
, D𝑦𝑓i,𝑗,𝓁 =

𝑓i,𝑗+1,𝓁 − 𝑓i,𝑗,𝓁

h𝑦
, Dz𝑓i,𝑗,𝓁 =

𝑓i,𝑗,𝓁+1 − 𝑓i,𝑗,𝓁

hz
.

These finite difference operators could be applied to the scalar or vector grid functions in the same way. The discrete
gradient operator (forward) ∇hmh with mh = (uh, vh,wh)T ∈ X reads as

∇hmi,𝑗,𝓁 =
⎡⎢⎢⎣

Dxui,𝑗,𝓁 Dxvi,𝑗,𝓁 Dxwi,𝑗,𝓁

D𝑦ui,𝑗,𝓁 D𝑦vi,𝑗,𝓁 D𝑦wi,𝑗,𝓁

Dzui,𝑗,𝓁 Dzvi,𝑗,𝓁 Dzwi,𝑗,𝓁

⎤⎥⎥⎦ .
A semi-implicit numerical scheme has been proposed in Xie et al. [19] and used in the numerical simulation for small
damping parameter models. In more details, semi-implicit approximations are applied to the two nonlinear terms, namely,
m×Δm and m× (m×Δm), in which Δm is treated implicitly, while the coefficient variables are explicitly updated via an
extrapolation formula. The theoretical convergence analysis has been established in a more recent work [7]. However, this
numerical scheme involves a large linear system with time-dependent coefficients, related to the updated magnetization
at each time step, and the symmetry is not available in the linear system, due to the nonlinear structure. To overcome this
subtle difficulty, which leads to significant computational costs (especially in the 3D case), we make use of the alternate
PDE formulation (2.1) and treat the linear diffusion term 𝛼Δm implicitly, while the two nonlinear terms, namely,−m×Δm
and 𝛼|∇m|2m, are discretized in a fully explicit way. Subsequently, a point-wise projection is applied to the intermediate
field, so that the numerical solution of m has a unit length at the point-wise level. In more details, the algorithm is proposed
by Cai et al. [14], namely, for given mh,mn+1

h ∈ X , denote m̂n+2
h = 2mn+1

h − mn
h, and find mn+2

h , m̃n+2
h ∈ X by solving

3
2

m̃n+2
h (x) − 2mn+1

h (x) + 1
2

mn
h(x)

k
= − m̂n+2

h × Δhm̂n+2
h + 𝛼Δhm̃n+2

h

+ 𝛼|||h∇hm̂n+2
h
|||2m̂n+2

h , x ∈ Ω0
h, (2.3)

mn+2
h =

m̃n+2
h|m̃n+2
h | , (2.4)

where the extrapolation formula is defined by m̂n+2
h = 2mn+1

h − mn
h and h∇h (second approximation to the gradient

operator) is an average gradient operator defined for the grid function mh = (uh, vh,wh)T ∈ X as h∇hmh = ∇hhmh
and hmh = (xuh,𝑦vh,zwh):

xui,𝑗,𝓁 =
ui,𝑗,𝓁 + ui−1,𝑗,𝓁

2
, 𝑦vi,𝑗,𝓁 =

vi,𝑗,𝓁 + vi,𝑗−1,𝓁

2
, zwi,𝑗,𝓁 =

wi,𝑗,𝓁 + wi,𝑗,𝓁−1

2
.

Remark 2.1. The initial data are given by m0
h = hm0 ∈ X , whereh ∶ [C(Ω)]3 → X is the point-wise interpolation as

hm0(x) = m0(x), x ∈ Ω0
h. (2.5)

In addition, the first-order semi-implicit projection scheme could be applied to obtain m1
h, so that the two-step

numerical method could be jump started. Such a single-step first-order algorithm will preserve the overall
second-order accuracy in time; see the detailed analysis in the related works [20, 21] for the Cahn–Hilliard equation,
in which a single step, first-order semi-implicit algorithm creates a second-order accurate numerical solution in the
first step.

Remark 2.2. Extensive numerical experiments have demonstrated that the proposed method with the previous pro-
jected values provides a much better stability than the method by intermediate approximate magnetization in the
simulation of the realistic ferromagnetic material with large damping parameters, as reported in Cai et al. [14]. In this
article, we present a theoretical justification of the stability and convergence analysis for the proposed method.
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2.3 Main theoretical results
For simplicity of presentation, we make an assumption that Nx = N𝑦 = Nz = N (with d = 3) so that hx = h𝑦 = hz = h.
An extension to the general case is straightforward. For the grid function f h, gh ∈ X , the discrete 𝓁2 inner product ⟨·⟩,
discrete || · ||2 norm and discrete || · ||∞ norm are defined as

⟨f h, gh⟩ = h3
∑

x∈Ω0
h

f h(x) · gh(x), || f h||2 =
√⟨f h, f h⟩, || f h||∞ = max

x∈Ω0
h

|f h(x)|.
In addition, the discrete H1

h-norm is given by || f h||2H1
h
∶= || f h||22 + ||∇h f h||22, and the discrete 𝓁p (1 < p < ∞) norm is

defined as || f h||pp = h3∑
x∈Ω0

h
|f h(x)|p. Such norms induce the discrete spaces

𝓁p = {f h ∈ X | || f h||p < ∞}, 0 < p ≤ ∞,
H1

h = {f h ∈ X | || f h||H1
h
< ∞},

W 1,∞
h = {f h ∈ X | || f h||∞ + ||∇h f h||∞ < ∞},

W 1,4
h =

{
f h ∈ X | || f h||4 + ||∇h f h||4 < ∞

}
,

𝓁∞ (0,T;𝓁2) = {
f n

h ∈ X | max
n
||f n

h||2 <∞, n ∈
[
0,
⌊T

k

⌋]}
,

𝓁2 (0,T;H1
h
)
=
⎧⎪⎨⎪⎩f n

h ∈ X | ( N∑
n=0
||f n

h||2H1
h

) 1
2

<∞, n ∈
[
0,
⌊T

k

⌋]⎫⎪⎬⎪⎭ .
Meanwhile, we define the continuous spaces for the function f (x, t) = (𝑓1, 𝑓2, 𝑓3) as follows:

C3
(
[0,T];

[
C0(Ω)

]3) ∶=
{

f (x, t) ∈ Xe | 𝜕3

𝜕t3 𝑓i ∈ C0([0,T]), 𝑓i ∈ C0(Ω), i = 1, 2, 3
}
,

C2
(
[0,T];

[
C2(Ω̄)

]3) ∶=
{

f (x, t) ∈ Xe | 𝜕2

𝜕t2 𝑓i ∈ C0([0,T]), 𝜕
2

𝜕x2 𝑓i ∈ C0(Ω̄), i = 1, 2, 3
}
,

L∞
(
[0,T];

[
C4(Ω̄)

]3) ∶=
{

f (x, t) ∈ Xe | ess supt∈[0,T]
𝜕4

𝜕x4 𝑓i ∈ C0(Ω̄), i = 1, 2, 3
}
,

where C0(Ω) is the space of continuous function.
The unique solvability of scheme (2.3)–(2.4) follows from the equivalent form of (2.3):

( 3
2k

I − 𝛼Δh

)
m̃n+2

h (x) = qn+2
h (x), x ∈ Ω0

h,

where m̃n+2
h ∈ X and qn+2

h ∶=
2mn+1

h − 1
2

mn
h

k
− m̂n+2

h × Δhm̂n+2
h + 𝛼|h∇hm̂n+1

h |2m̂n+2. The left-hand side corresponds to a
positive-definite symmetric matrix, and the unique solvability of the proposed scheme (2.3)–(2.4) is obvious. With the fast
discrete cosine transform, the above linear system can be efficiently solved.

The theoretical results concerning the convergence analysis is stated below under the regularity assumption of analyt-
ical solutions. The 2D and 3D arbitrarily smooth strong solutions could be assumed; see the related reference [22] and
therein.

Theorem 2.1. Assume that the exact solution of (2.1) has the regularity me ∈ C3
(
[0,T];

[
C0(Ω̄)

]3) ∩

C2
(
[0,T];

[
C2(Ω̄)

]3) ∩ L∞
(
[0,T];

[
C4(Ω̄)

]3). Denote mn
h = m̃n

h|m̃n
h| (n ≥ 0) as the numerical solution obtained

from (2.3)–(2.4) with the initial error satisfying ‖‖‖hme(·, tp) − mp
h
‖‖‖2

+‖‖‖∇h
(
hme(·, tp) − mp

h

)‖‖‖2
= 

(
k2 + h2) , p = 0, 1.

In addition, we make the technical assumption 𝛼 > 3, and k = (h). Then, the following convergence result holds for
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2 ≤ n ≤

⌊
T
k

⌋
as h, k → 0+:

‖‖‖hme(·, tn) − mn
h
‖‖‖2

+

(
k

n∑
p=1

‖‖‖∇h
(
hme(·, tp) − m̃p

h

)‖‖‖2

2

) 1
2

≤ 
(

k2 + h2) , (2.6)

in which the constant  > 0 is independent of k and h.

2.4 A few preliminary estimates
In this section, some preliminary inequalities are derived, which will be useful in the error analysis presented in the next
section. In addition, we have to build a stability estimate of the projection step in the numerical algorithm.

The proof of the standard inverse inequality and discrete Gronwall inequality can be obtained in existing textbooks and
references; we just cite the results here. In the sequel, for simplicity of notation, we will use the uniform constant  to
denote all the controllable constants.

Lemma 2.1 (Inverse inequality [23–25]). For each vector-valued grid function eh ∈ X, we have

‖‖‖en
h
‖‖‖∞ ≤ 𝛾h−1∕2

(‖‖‖en
h
‖‖‖2

+ ‖‖‖∇hen
h
‖‖‖2

)
,
‖‖‖∇hen

h
‖‖‖4

≤ 𝛾h−3∕4‖‖‖∇hen
h
‖‖‖2
, (2.7)

in which constant 𝛾 depends on Ω, as well as the form of the discrete || · ||2 norm.

The following estimate will be utilized in the convergence analysis. A rough version has been provided in a recent article
[7]; here, we give a further refined estimate.

Lemma 2.2 (Discrete gradient acting on cross product). For grid functions fh, gh,Fh ∈ X, we have for any 𝛿 > 0⟨
fh × Δhgh,Fh

⟩
=
⟨

Fh × fh,Δhgh
⟩
, (2.8)

||∇h( fh × gh)||22 ≤ (1 + 𝛿)|| fh||2∞ · ||∇hgh||22 + 𝛿||gh||24 · ||∇h fh||24. (2.9)

Proof. Equality (2.8) has been proved in Chen et al. [7], so that we only focus on the proof of (2.9).
At each numerical mesh cell, from

(
x̂i, 𝑦̂𝑗 , ẑ𝓁

)
to (x̂i+1, 𝑦̂𝑗 , ẑ𝓁), the following expansion identity is valid:

Dx( f h × gh)i,𝑗,𝓁 = (Ax f h)i,𝑗,𝓁 × (Dxgh)i,𝑗,𝓁 + (Axgh)i,𝑗,𝓁 × (Dx f h)i,𝑗,𝓁 ,

with (Ax f h)i,𝑗,𝓁 = 1
2
(( f h)i,𝑗,𝓁 + ( f h)i+1,𝑗,𝓁).

(2.10)

In turn, we get the following expansion, over each mesh cell:

Dx( f h × gh) = (Ax f h) × (Dxgh) + (Dx f h) × (Axgh). (2.11)

Subsequently, a careful application of discrete Hölder inequality reveals that

||(Ax f h) × (Dxgh)||2 ≤ ||Ax f h||∞ · ||Dxgh||2 ≤ || f h||∞ · ||Dxgh||2, (2.12)

||(Dx f h) × (Axgh)||2 ≤ ||Dx f h||4 · ||Axgh||4 ≤ ||Dx f h||4 · ||gh||4, (2.13)

in which the fact that ||Ax f h||∞ ≤ || f h||∞, ||Axgh||4 ≤ ||gh||4 has been applied. Then, we get

||Dx( f h × gh)||2 ≤ || f h||∞ · ||Dxgh||2 + ||Dx f h||4 · ||gh||4. (2.14)

CAI ET AL. 18957

 10991476, 2023, 18, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

m
a.9601, W

iley O
nline L

ibrary on [22/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



The corresponding estimates in the 𝑦 and z directions can be similarly derived, and the technical details are skipped
for the sake of brevity. A combination of (2.14) and its counterparts in 𝑦 and z directions leads to

||∇h( f h × gh)||22 ≤ || f h||2∞ · ||∇hgh||22 + 3||∇h f h||24 · ||gh||24
+ 6|| f h||∞ · ||∇hgh||2 · ||∇h f h||4 · ||gh||4

≤ (1 + 𝛿)|| f h||2∞ · ||∇hgh||22 + (3 + 9𝛿−1) ||∇h f h||24 · ||gh||24, (2.15)

for any 𝛿 > 0, in which the Cauchy inequality has been applied in the last step. Therefore, the nonlinear cross product
estimate (2.9) has been derived. This finishes the proof of Lemma 2.2. □

The following discrete Sobolev inequality has been derived in the existing works [26, 27], for the discrete grid function
with periodic boundary condition; an extension to the discrete homogeneous Neumann boundary condition can be made
in a similar manner.

Lemma 2.3 (Discrete Sobolev inequality [26, 27]). For a grid function fh ∈ X, we have the following discrete Sobolev
inequality:

|| fh||4 ≤ || fh|| 1
4
2 · || fh|| 3

4
H1

h
≤ 

(|| fh||2 + || fh|| 1
4
2 · ||∇h fh|| 3

4
2

)
, (2.16)

in which the positive constant  only depends on the domain Ω.

The following stability estimates of the point-wise projection (2.4) are crucial for the error analysis, and the proof could
be found in Appendix A.

Lemma 2.4. Assume the continuous vector function me ∈ [C(Ω)]3 satisfies a regularity requirement ||me||W1,∞ ≤ C∗

(with C∗ being a positive constant) and the point-wise constraint |me| = 1. Denoting mh = hme ∈ X, for any grid
function m̃h ∈ X, we define the projected grid function mh ∈ X as mh = m̃h|m̃h| and introduce the error functions as
eh(x) = mh(x) − mh(x), ẽh(x) = mh(x) − m̃h(x) (x ∈ Ωh). Under the a priori assumptions on ẽh or equivalently on the
profile m̃h:

||ẽh||2 ≤ 2k
15
8 , ||∇hẽh||2 ≤

1
2

k
11
8 , (2.17)

the following estimates hold for sufficiently small k and h satisfying k = (h):

||ẽh||22 ≥

(
1 − k

5
4

) ||eh||22 + (1 − k
1
4

) ||ẽh − eh||22, (2.18)

||∇heh||22 ≤ (1 + 𝛿) ‖∇hẽh‖2
2 + 𝛿||ẽh||22, for any 𝛿 > 0. (2.19)

In addition, for the analysis of the BDF2 temporal stencil at the projection stage, a further refined error estimate is
needed.

Lemma 2.5. Consider m(1)
h ,m

(2)
h ∈ X

(|||m(q)
h (x)||| = 1, x ∈ Ωh, q = 1, 2

)
with the W 1,∞

h bound ‖‖‖m(q)
h
‖‖‖∞ + ‖‖‖∇hm(q)

h
‖‖‖∞ ≤

C∗ (q = 1, 2). For any grid functions m̃(1)
h , m̃

(2)
h ∈ X, we define the projected grid functions m(q)

h = m̃(q)
h|||m̃(q)
h
||| and introduce

the error functions as e(q)h (x) = m(q)
h (x) − m(q)

h (x) ∈ X, ẽ(q)h (x) = m(q)
h (x) − m̃(q)

h (x) ∈ X, q = 1, 2. Under the a priori
assumptions for ẽ(q)h (q = 1, 2):

‖‖‖ẽ(q)h
‖‖‖2

≤ 2k
15
8 ,

‖‖‖∇hẽ(q)‖‖‖2
≤

1
2

k
11
8 , q = 1, 2, (2.20)

and the assumptions for m(q)
h (q = 1, 2): ‖‖‖m(1)

h − m(2)
h
‖‖‖∞ ≤

1
4

k
7
8 , (2.21)
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the following estimate is valid for sufficiently small k and h satisfying k = (h):

||||⟨ẽ(1)h − e(1)h , e
(q)
h

⟩|||| ≤ k
5
4
‖‖‖e(q)h

‖‖‖2

2
+ k

1
4
‖‖‖ẽ(1)h − e(1)h

‖‖‖2

2
, q = 1, 2. (2.22)

We leave the proof of Lemma 2.5 to Appendix B. Lemmas 2.4 and 2.5 essentially establish the stability of the projection
step (2.4) under the assumptions that the previous numerical solution at tn and tn+1 is sufficiently close to the exact
solution.

3 THE OPTIMAL RATE CONVERGENCE ANALYSIS: PROOF OF THEOREM
2.1

Denote mh(x, t) = hme(x, t) ∈ X (x ∈ Ωh) and mn
h(x) = mh(x, t

n) (n ≥ 0). Around the boundary section z = 0, we
set ẑ0 = − 1

2
h, ẑ1 = 1

2
h, and we can extend the profile m to the numerical “ghost” points, according to the extrapolation

formula (2.2):
mi,𝑗,0 = mi,𝑗,1, mi,𝑗,Nz+1 = mi,𝑗,Nz

, (3.1)

and the extrapolation for other boundaries can be formulated in the same manner. The proof of such an extrapolation,
which yields a higher order 

(
h5) approximation instead of the standard (h3) accuracy, has been applied in Chen et al.

[7]. Also see the related works [28–30] in the existing literature.
Performing a careful Taylor expansion for the exact solution around the boundary section z = 0, combined with the

mesh point values: ẑ0 = − 1
2

h, ẑ1 = 1
2

h, we get

me
(

x̂i, 𝑦̂𝑗 , ẑ0
)
= me

(
x̂i, 𝑦̂𝑗 , ẑ1

)
− h𝜕zme

(
x̂i, 𝑦̂𝑗 , 0

)
− h3

24
𝜕3

z me
(

x̂i, 𝑦̂𝑗 , 0
)
+ 

(
h5)

= me
(

x̂i, 𝑦̂𝑗 , ẑ1
)
− h3

24
𝜕3

z me
(

x̂i, 𝑦̂𝑗 , 0
)
+ 

(
h5) , (3.2)

in which the homogenous boundary condition has been applied in the second step. It remains to determine 𝜕3
z me

(
x̂i, 𝑦̂𝑗 , 0

)
,

for which we use information from the rewritten PDE (2.1) and its derivatives. Applying 𝜕z to the first evolutionary
equation in (2.1) along the boundary section Γz ∶ z = 0 gives

(m1)zt − 2𝛼 (m1 (∇m1 · ∇(m1)z + ∇m2 · ∇(m2)z + ∇m3 · ∇(m3)z))
− 𝛼|∇me|2(m1)z − 𝛼

(
(m1)zxx + (m1)z𝑦𝑦 + 𝜕3

z m1
)

= (m3)zΔm2 + m3
(
(m2)zxx + (m2)z𝑦𝑦 + 𝜕3

z m2
)

− (m2)zΔm3 − m2
(
(m3)zxx + (m3)z𝑦𝑦 + 𝜕3

z m3
)
, on Γz.

(3.3)

The first and third terms and the first two parts in the fourth term on the left-hand side of (3.3) disappear, due to the
homogeneous Neumann boundary condition for m1. For the second term on the left-hand side, we observe that

∇m1 · ∇(m1)z = (m1)x · (m1)zx + (m1)𝑦 · (m1)z𝑦 + (m1)z · (m1)zz = 0, on Γz, (3.4)

since (m1)z = 0 on the boundary section. Similar derivations could be made to the two other terms on the left-hand side:

∇m2 · ∇(m2)z = 0, ∇m3 · ∇(m3)z = 0, on Γz. (3.5)

Meanwhile, on the right-hand side of (3.3), we see that the first and third terms, as well as the first two parts in the
second and fourth terms, disappear, which comes from the homogeneous Neumann boundary condition for m2 and m3.
Then, we arrive at

𝛼𝜕3
z m1 = −m3𝜕

3
z m2 + m2𝜕

3
z m3, on Γz. (3.6)
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Similarly, we are able to derive the following equalities:

𝛼𝜕3
z m2 = m1𝜕

3
z m3 − m3𝜕

3
z m1, on Γz,

𝛼𝜕3
z m3 = m2𝜕

3
z m1 − m1𝜕

3
z m2, on Γz.

(3.7)

In turn, for any 𝛼 > 0, we observe that the matrix

(
𝛼 m3 −m2

−m3 𝛼 m1
m2 −m1 𝛼

)
has a positive determinant, so that the linear

system (3.6)–(3.7) has only one trivial solution:

𝜕3
z m1 = 𝜕3

z m2 = 𝜕3
z m3 = 0, on Γz. (3.8)

As a result, an 
(

h5) consistency accuracy for the symmetric extrapolation is obtained:

me(x̂i, 𝑦̂𝑗 , ẑ0) = me
(

x̂i, 𝑦̂𝑗 , ẑ1
)
+ 

(
h5) , m(x̂i, 𝑦̂𝑗 , ẑ0) = m

(
x̂i, 𝑦̂𝑗 , ẑ1

)
+ 

(
h5) . (3.9)

In other words, the extrapolation formula (3.1) is indeed 
(

h5) accurate.
Subsequently, a detailed calculation of Taylor expansion, in both time and space, leads to the following truncation error

estimate:

3
2

mn+2
h (x) − 2mn+1

h (x) + 1
2

mn
h(x)

k
= −m̂n+2

h × Δhm̂n+2
h + 𝜏n+2 + 𝛼Δhmn+2

h + 𝛼|||h∇hm̂n+2
h
|||2m̂n+2

h , x ∈ Ω0
h,

(3.10)

where m̂n+2
h = 2mn+1

h − mn
h ∈ X , 𝜏n+2 ∈ X and ||𝜏n+2||2 ≤ 

(
k2 + h2). Introducing the numerical error functions

ẽn
h = mn

h − m̃n
h ∈ X , en

h = mn
h − mn

h ∈ X , and subtracting (2.3)–(2.4) from the consistency estimate (3.10), we have the
error evolutionary equation at the interior points x ∈ Ω0

h, for 0 ≤ n ≤ ⌊T∕k⌋ − 2:

3
2

ẽn+2
h − 2en+1

h + 1
2

en
h

k
= − m̂n+2

h × Δhên+2
h −

(
2en+1

h − en
h

)
× Δhm̂n+2

h

+ 𝛼Δhẽn+2
h + 𝛼|||h∇hm̂n+2

h
|||2ên+2

h + 𝜏n+2

+ 𝛼
(
h∇h

(
m̂n+2

h + m̂n+2
h
)
·h∇hên+2

h
)

m̂n+2
h ,

(3.11)

with ên+2
h = 2en+1

h − en
h ∈ X .

Before proceeding into the formal error estimate, we state the bound for the exact solution m and the numerical solution
mh. Since the exact solution me ∈ L∞([0,T]; [C4(Ω̄)]3), the following bound is available, for some positive constant :

‖‖‖∇r
hmh(·, t)

‖‖‖4
,
‖‖‖∇r

hmh(·, t)
‖‖‖∞ ≤ , r = 0, 1, 2, 3, 0 ≤ t ≤ T. (3.12)

In addition, we make the following a priori assumption for the numerical error function:

‖‖‖en
h
‖‖‖2

≤ k
31
16 ,
‖‖‖ẽn

h
‖‖‖2

≤ 2k
15
8 ,
‖‖‖∇hẽn

h
‖‖‖2

≤
1
2

k
11
8 , n ≤ q + 1. (3.13)

Such an assumption will be recovered by the convergence analysis at time step tq+2. Based on this a priori assumption,
we see that (2.17) is satisfied, so that we are able to apply Lemma 2.4 and the estimate (2.19) to get

‖‖‖∇hen
h
‖‖‖2

≤
5
4
‖‖‖∇hẽn

h
‖‖‖2

+ 
‖‖‖ẽn

h
‖‖‖2

≤
5
8

k
11
8 + k

15
8 ≤ k

11
8 , n ≤ q + 1. (3.14)
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In turn, an application of inverse inequality implies the || · ||∞ and || · ||W1,4
h

bounds of the numerical error function en
h

(n ≤ q + 1):

‖‖‖ẽn
h
‖‖‖∞ ≤

C‖‖‖en
h
‖‖‖2

h
3
2

≤
C · k

31
16

h
3
2

≤ Ck
7

16 ≤ k
3
8 ,

‖‖‖∇hen
h
‖‖‖4

≤

C‖‖‖∇hen
h
‖‖‖2

h
3
4

≤
C · k

11
8

h
3
4

≤ Ck
5
8 ≤ k

1
2 ≤

1
3
.

(3.15)

Subsequently, the triangle inequality yields the desired W 1,4
h bound for the numerical solutions mn

h and m̃n
h (n ≤ q+1):

‖‖‖∇hmn
h
‖‖‖4

= ‖‖‖∇hmn
h − ∇hen

h
‖‖‖4

≤
‖‖‖∇hmn

h
‖‖‖4

+ ‖‖‖∇hen
h
‖‖‖4

≤  + 1
3
. (3.16)

Furthermore, we need a sharper || · ||∞ bound for m̂n+2
h = 2mn+1

h − mn
h, which will be needed in the later error analysis.

The following extrapolation estimate is valid, due to the C3([0,T]; [C0(Ω)]3) regularity of the exact solution m(·, t):

mn+2
h = 2mn+1

h − mn
h + (k2). (3.17)

Meanwhile, since |m(x, t)| ≡ 1 (x ∈ Ω), we conclude that

‖‖‖2mn+1
h − mn

h
‖‖‖∞ ≤ 1 + k2, n ≤ q. (3.18)

Its combination with the a priori assumption that ‖‖‖en
h
‖‖‖∞ ≤ k + h, for n ≤ q + 1 (as given by 3.15), implies that

‖‖‖m̂n+2
h
‖‖‖∞ = ‖‖‖2mn+1

h − mn
h
‖‖‖∞ ≤

‖‖‖2mn+1
h − mn

h
‖‖‖∞ + ‖‖‖2en+1

h − en
h
‖‖‖∞

≤ 1 + k2 + 3k
3
8 ≤ 𝛼1 ∶=

(3 + 𝛼
6

) 1
2
, n ≤ q,

(3.19)

provided that k and h are sufficiently small. In addition, we denote 𝛾0 ∶= 𝛼 − 3 > 0, so that 𝛼2
1 = 1 + 1

6
𝛾0.

Next, we perform a discrete 𝓁2 error estimate at tq+2 using the mathematical induction. Taking a discrete inner product
with the numerical error equation (3.11) by ẽn+2

h ∈ X (n ≤ q) gives that

R.H.S. =
⟨
−
(
2mn+1

h − mn
h

)
× Δhên+2

h , ẽn+2
h

⟩
−
⟨(

2en+1
h − en

h

)
× Δhm̂n+2

h , ẽn+2
h

⟩
+
⟨
𝜏n+2, ẽn+2

h

⟩
− 𝛼 ‖‖‖∇hẽn+2

h
‖‖‖2

2
+ 𝛼

⟨|||h∇hm̂n+2
h
|||2ên+2

h , ẽn+2
h

⟩
+ 𝛼

⟨(
h∇h

(
m̂n+2

h + m̂n+2
h
)
·h∇hên+2

h
)

m̂n+2
h , ẽn+2

h

⟩
= ∶ Ĩ1 + Ĩ2 + Ĩ3 − 𝛼

‖‖‖∇hẽn+2
h
‖‖‖2

2
+ Ĩ5 + Ĩ6.

(3.20)

Then, all the terms are accordingly analyzed. For the term Ĩ1, a combination of the summation by parts and Cauchy
inequality results in

Ĩ1 =
⟨
−m̂n+2

h × Δhên+2
h , ẽn+2

h

⟩
=
⟨

ẽn+2
h × m̂n+2

h ,−Δhên+2
h
⟩

=
⟨
∇h
[
ẽn+2

h × m̂n+2
h
]
,∇hên+2

h
⟩
≤

3
2
‖‖‖∇h

(
ẽn+2

h × m̂n+2
h
)‖‖‖2

2
+ 1

6
‖‖‖∇hên+2

h
‖‖‖2

2
.

(3.21)
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Meanwhile, an application of the cross product gradient estimate (2.9) implies that, for any 𝛿 > 0, the following
inequality is valid: ‖‖‖∇h

(
ẽn+2

h × m̂n+2
h
)‖‖‖2

2

≤ (1 + 𝛿) ‖‖‖m̂n+2
h
‖‖‖2

∞
· ‖‖‖∇hẽn+2

h
‖‖‖2

2
+ 𝛿

‖‖‖ẽn+2
h
‖‖‖2

4
· ‖‖‖∇hm̂n+2

h
‖‖‖2

4

≤ (1 + 𝛿)𝛼2
1
‖‖‖∇hẽn+2

h
‖‖‖2

2
+ 𝛿

‖‖‖ẽn+2
h
‖‖‖2

4
,

(3.22)

where 𝛿 is a positive constant dependent on 𝛿, in which the a priori bound estimates (3.15) and (3.19) have been applied.
The term ‖‖‖∇hên+2

h
‖‖‖2

2
can be analyzed as follows:

‖‖‖∇hên+2
h
‖‖‖2

2
= ‖‖‖∇h

(
2en+1

h − en
h

)‖‖‖2

2
≤ 6 ‖‖‖∇hen+1

h
‖‖‖2

2
+ 3 ‖‖‖∇hen

h
‖‖‖2

2

≤ (1 + 𝛿)
(

6 ‖‖‖∇hẽn+1
h
‖‖‖2

2
+ 3 ‖‖‖∇hẽn

h
‖‖‖2

2

)
+ 𝛿

(‖‖‖ẽn+1
h
‖‖‖2

2
+ ‖‖‖ẽn

h
‖‖‖2

2

)
,

(3.23)

in which the estimate (2.19) (in Lemma 2.4) has been repeatedly applied, due to the a priori assumption (3.13).
Combining (3.22), (3.23), and (3.21), we get

Ĩ1 ≤
3
2
‖‖‖∇h

(
ẽn+2

h × m̂n+2
h
)‖‖‖2

2
+ 1

6
‖‖‖∇hên+2

h
‖‖‖2

2

≤ (1 + 𝛿)
(3

2
𝛼2

1
‖‖‖∇hẽn+2

h
‖‖‖2

2
+ ‖‖‖∇hẽn+1

h
‖‖‖2

2
+ 1

2
‖‖‖∇hẽn

h
‖‖‖2

2

)
+ 𝛿

(‖‖‖ẽn+2
h
‖‖‖2

4
+ ‖‖‖ẽn+1

h
‖‖‖2

2
+ ‖‖‖ẽn

h
‖‖‖2

2

)
.

(3.24)

For the term Ĩ2, by the preliminary estimate (3.12) for the exact solution, we have

Ĩ2 = −
⟨

ên+2
h × Δhm̂n+2

h , ẽn+2
h

⟩
≤

1
2

[‖‖‖ẽn+2
h
‖‖‖2

2
+ ‖‖‖ên+2

h
‖‖‖2

2
· ‖‖‖Δhm̂n+2

h
‖‖‖2

∞

]
≤

(‖‖‖ẽn+2
h
‖‖‖2

2
+ ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖en

h
‖‖‖2

2

)
.

(3.25)

For the term Ĩ3, an application of Cauchy inequality gives

Ĩ3 =
⟨
𝜏n+2, ẽn+2

h

⟩
≤ 

‖‖‖ẽn+2
h
‖‖‖2

2
+ 

(
k4 + h4) . (3.26)

In terms of Ĩ5, based on the W 1,∞
h bound (3.12) for the exact solution, an application of discrete Hölder inequality gives

‖‖‖‖|||h∇hm̂n+2
h
|||2ên+2

h
‖‖‖‖2

≤
‖‖‖∇hm̂n+2

h
‖‖‖2

∞
· ‖‖‖ên+2

h
‖‖‖2

≤ 
‖‖‖ên+2

h
‖‖‖2
, (3.27)

and
Ĩ5 =𝛼

⟨|||h∇hm̂n+2
h
|||2ên+2

h , ẽn+2
h

⟩
≤ 𝛼

‖‖‖‖|||h∇hm̂n+2
h
|||2ên+2

h
‖‖‖‖2

· ‖‖‖ẽn+2
h
‖‖‖2

≤𝛼
‖‖‖ên+2

h
‖‖‖2

· ‖‖‖ẽn+2
h
‖‖‖2

≤ 

(‖‖‖en+1
h
‖‖‖2

2
+ ‖‖‖en

h
‖‖‖2

2
+ ‖‖‖ẽn+2

h
‖‖‖2

2

)
.

(3.28)

For the term Ĩ6, an application of discrete Hölder inequality gives

Ĩ6 =𝛼
⟨(

h∇h
(

m̂n+2
h + m̂n+2

h
)
·h∇hên+2

h
)

m̂n+2
h , ẽn+2

h

⟩
≤𝛼

(‖‖‖∇hm̂n+2
h
‖‖‖4

+ ‖‖‖∇hm̂n+2
h
‖‖‖4

)
· ‖‖‖∇hên+2

h
‖‖‖2

· ‖‖‖m̂n+2
h
‖‖‖∞ · ‖‖‖ẽn+2

h
‖‖‖4

≤𝛼
‖‖‖∇hên+2

h
‖‖‖2

· ‖‖‖ẽn+2
h
‖‖‖4

≤ 𝛼2𝛾−1
0
‖‖‖ẽn+2

h
‖‖‖2

4
+ 𝛾0

72
‖‖‖∇hên+2

h
‖‖‖2

2

≤
‖‖‖ẽn+2

h
‖‖‖2

4
+ (1 + 𝛿)𝛾0

24

(
2 ‖‖‖∇hẽn+1

h
‖‖‖2

2
+ ‖‖‖∇hẽn

h
‖‖‖2

2

)
+ 𝛿

(‖‖‖ẽn+1
h
‖‖‖2

2
+ ‖‖‖ẽn

h
‖‖‖2

2

)
,

(3.29)
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in which the W 1,4
h bounds (3.12) and (3.16), for the exact and numerical solutions, as well as the preliminary error

estimate (3.23), have been applied. On the other hand, the inner product of the left-hand side of (3.11) with ẽn+2
h turns

out to be

L.H.S. = 1
4k

(‖‖‖ẽn+2
h
‖‖‖2

2
− ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖2ẽn+2

h − en+1
h
‖‖‖2

2
− ‖‖‖2en+1

h − en
h
‖‖‖2

2
+ ‖‖‖ẽn+2

h − 2en+1
h + en

h
‖‖‖2

2

)
.

Its combination with Equations (3.24) to (3.26), (3.28), (3.29), and (3.20) leads to

1
4k

(‖‖‖ẽn+2
h
‖‖‖2

2
− ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖2ẽn+2

h − en+1
h
‖‖‖2

2
− ‖‖‖2en+1

h − en
h
‖‖‖2

2

)
+ 𝛼2

‖‖‖∇hẽn+2
h
‖‖‖2

2
− (1 + 𝛿)

(
1 + 𝛾0

12

)(‖‖‖∇hẽn+1
h
‖‖‖2

2
+ 1

2
‖‖‖∇hẽn

h
‖‖‖2

2

)
≤ 𝛿

(n+2∑
p=n

‖‖‖ẽp
h
‖‖‖2

2
+ ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖en

h
‖‖‖2

2
+ ‖‖‖ẽn+2

h
‖‖‖2

4

)
+ 

(
k4 + h4) ,

(3.30)

where 𝛼2 =
(
𝛼 − 3

2
𝛼2

1(1 + 𝛿)
)

. Meanwhile, for the || · ||4 error estimate for ẽn+2
h , an application of the discrete Sobolev

inequality (2.16) (in Lemma 2.3) gives

𝛿
‖‖‖ẽn+2

h
‖‖‖2

4
≤ 𝛿

(‖‖‖ẽn+2
h
‖‖‖2

2
+ ‖‖‖ẽn+2

h
‖‖‖ 1

2

2
· ‖‖‖∇hẽn+2

h
‖‖‖ 3

2

2

)
≤ 𝛿

‖‖‖ẽn+2
h
‖‖‖2

2
+ 𝛾0

12
‖‖‖∇hẽn+2

h
‖‖‖2

2
,

(3.31)

in which the Young's inequality has been applied. Then, we get

1
4k

(‖‖‖ẽn+2
h
‖‖‖2

2
− ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖2ẽn+2

h − en+1
h
‖‖‖2

2
− ‖‖‖2en+1

h − en
h
‖‖‖2

2

)
+
(
𝛼2 −

𝛾0

12

)‖‖‖∇hẽn+2
h
‖‖‖2

2
− (1 + 𝛿)

(
1 + 𝛾0

12

)(‖‖‖∇hẽn+1
h
‖‖‖2

2
+ 1

2
‖‖‖∇hẽn

h
‖‖‖2

2

)
≤𝛿

(‖‖‖ẽn+2
h
‖‖‖2

2
+ ‖‖‖ẽn+1

h
‖‖‖2

2
+ ‖‖‖ẽn

h
‖‖‖2

2
+ ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖en

h
‖‖‖2

2

)
+ 

(
k4 + h4) .

(3.32)

In particular, we observe that

(
𝛼 − 3

2
𝛼2

1(1 + 𝛿) − 𝛾0

12

)
− 3

2
(1 + 𝛿)

(
1 + 𝛾0

12

)
≥ 𝛼 − 3𝛼2

1(1 + 𝛿) = (3 + 𝛾0) − 3
(

1 + 1
6
𝛾0

)
(1 + 𝛿) ≥ 1

4
𝛾0,

(3.33)

if 𝛿 > 0 is chosen with
(

1 + 1
6
𝛾0

)
(1 + 𝛿) ≤ 1 + 1

4
𝛾0.

Moreover, an application of the a priori assumption (3.13) into (3.32) yields

( 1
4k

− 𝛿

)‖‖‖ẽn+2
h
‖‖‖2

2
+
(3

2
(1 + 𝛿)

(
1 + 𝛾0

12

)
+ 𝛾0

4

)‖‖‖∇hẽn+2
h
‖‖‖2

2

≤ (1 + 𝛿)
(

1 + 𝛾0

12

)(‖‖‖∇hẽn+1
h
‖‖‖2

2
+ 1

2
‖‖‖∇hẽn

h
‖‖‖2

2

)
+ 1

4k

(‖‖‖en+1
h
‖‖‖2

2
+ ‖‖‖2ên+2

h
‖‖‖2

2

)
+ 𝛿

(‖‖‖ẽn+1
h
‖‖‖2

2
+ ‖‖‖ẽn

h
‖‖‖2

2
+ ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖en

h
‖‖‖2

2

)
+ 

(
k4 + h4)

≤
3
2
(1 + 𝛿)

(
1 + 𝛾0

12

)
· 1

4
k

11
4 + 

(
k

23
8 + k

15
4 + k4 + h4

)
≤

(3
2
(1 + 𝛿)

(
1 + 𝛾0

12

)
+ 𝛾0

8

)
· 1

4
k

11
4 , n ≤ q,

(3.34)
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provided that k and h are sufficiently small, and under the linear refinement requirement, C1h ≤ k ≤ C2h. As a matter of
fact, we can choose 𝛾0 > 0 and 𝛿 > 0 and make k sufficiently small so that

3
2
(1 + 𝛿)

(
1 + 𝛾0

12

)
+ 𝛾0

8
≤ 2, 1

4k
− 𝛿 ≥

1
6k
. (3.35)

As a result, by (3.34), we arrive at

1
6k
‖‖‖ẽq+2

h
‖‖‖2

2
≤

1
2

k
11
4 ,

‖‖‖∇hẽq+2
h
‖‖‖2

2
≤

1
4

k
11
4 ,

i.e., ‖‖‖ẽq+2
h
‖‖‖2

≤

√
3k

15
8 ≤ 2k

15
8 ,

‖‖‖∇hẽq+2
h
‖‖‖2

≤
1
2

k
11
8 ,

(3.36)

so that the a priori assumption is valid for m̃q+2.
With the recovery of the a priori estimate (3.36) at time step tq+2, we are able to apply estimates (2.18) and (2.22) (in

Lemmas 2.4 and 2.5), respectively:

‖‖‖ẽn+2
h
‖‖‖2

2
≥

(
1 − k

5
4

)‖‖‖en+2
h
‖‖‖2

2
+
(

1 − k
1
4

)‖‖‖ẽn+2
h − en+2

h
‖‖‖2

2
, (3.37)

|||⟨ẽn+2
h − en+2

h , ep
h

⟩||| ≤ k
5
4
‖‖‖ep

h
‖‖‖2

2
+ k

1
4
‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2
, p = n + 1,n + 2. (3.38)

Moreover, the following inequality becomes available for n ≤ q:

‖‖‖2ẽn+2
h − en+1

h
‖‖‖2

2
= ‖‖‖ên+3

h
‖‖‖2

2
+ 4

⟨
ẽn+2

h − en+2
h , ên+3

h
⟩
+ 4 ‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2

≥
‖‖‖2en+2

h − en+1
h
‖‖‖2

2
− 8k

5
4
‖‖‖en+2

h
‖‖‖2

2
− 8k

1
4
‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2

− 4k
5
4 ||en+1

h ||22 − 4k
1
4
‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2
+ 4 ‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2

≥
‖‖‖2en+2

h − en+1
h
‖‖‖2

2
− k

(‖‖‖en+2
h
‖‖‖2

2
+ ||en+1

h ||22)
+
(

4 − 12k
1
4

)‖‖‖ẽn+2
h − en+2

h
‖‖‖2

2
.

(3.39)

Going back (3.32), we arrive at the following estimate, for n ≤ q:

1
4k

(‖‖‖en+2
h
‖‖‖2

2
− ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖2en+2

h − en+1
h
‖‖‖2

2
− ‖‖‖2en+1

h − en
h
‖‖‖2

2

)
+ 5 − 13k

1
4

4k
‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2
+
(
𝛼2 −

𝛾0

12

)‖‖‖∇hẽn+2
h
‖‖‖2

2

− (1 + 𝛿)
(

1 + 𝛾0

12

)(‖‖‖∇hẽn+1
h
‖‖‖2

2
+ 1

2
‖‖‖∇hẽn

h
‖‖‖2

2

)
≤𝛿

n+2∑
p=n

(‖‖‖ẽp
h
‖‖‖2

2
+ ‖‖‖ep

h
‖‖‖2

2

)
+ 

(
k4 + h4) .

(3.40)

Meanwhile, for the terms ‖‖‖ẽp
h
‖‖‖2

2
, p = n,n + 1,n + 2, an application of Cauchy inequality gives

‖‖‖ẽp
h
‖‖‖2

2
≤ 2

(‖‖‖ep
h
‖‖‖2

2
+ ‖‖‖ẽp

h − ep
h
‖‖‖2

2

)
, p = n,n + 1,n + 2. (3.41)
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Its substitution into (3.40) leads to the following inequality for n ≤ q:

1
4k

(‖‖‖en+2
h
‖‖‖2

2
− ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖2en+2

h − en+1
h
‖‖‖2

2
− ‖‖‖2en+1

h − en
h
‖‖‖2

2

)
+ 1

4k
‖‖‖ẽn+2

h − en+2
h
‖‖‖2

2
− 𝛿

(‖‖‖ẽn+1
h − en+1

h
‖‖‖2

2
+ ‖‖‖ẽn

h − en
h
‖‖‖2

2

)
+
(
𝛼2 −

𝛾0

12

)‖‖‖∇hẽn+2
h
‖‖‖2

2
− (1 + 𝛿)

(
1 + 𝛾0

12

)(‖‖‖∇hẽn+1
h
‖‖‖2

2
+ 1

2
‖‖‖∇hẽn

h
‖‖‖2

2

)
≤𝛿

(‖‖‖en+2
h
‖‖‖2

2
+ ‖‖‖en+1

h
‖‖‖2

2
+ ‖‖‖en

h
‖‖‖2

2

)
+ 

(
k4 + h4) .

(3.42)

In turn, an application of discrete Gronwall inequality [31], combined with the fact (3.33), yields the desired convergence
estimate at tq+2 : ‖‖‖en

h
‖‖‖2

2
+ 𝛾0k

n∑
p=0

‖‖‖∇hẽp
h
‖‖‖2

2
≤ TeT (k4 + h4) , ∀n ≤ q + 2 ≤

⌊T
k

⌋
,

i.e., ‖‖‖en
h
‖‖‖2

+

(
𝛾0k

n∑
p=0

‖‖‖∇hẽp
h
‖‖‖2

2

) 1
2

≤ 
(

k2 + h2) . (3.43)

The convergence estimate (2.6) has been proved at tq+2. In addition, we see that the a priori assumption (3.13) has also
been validated at the next time step tq+2, provided that k and h are sufficiently small. By mathematical induction, this
completes the proof of Theorem 2.1.

Remark 3.1. The condition 𝛼 > 3 is a relatively strong constraint. In fact, such a condition is used in the estimate (3.24)
for Ĩ1, since we need 𝛼 > 3 to control these Laplace terms, due to the explicit treatment of Δhm̂n+2

h . Meanwhile, such
an inequality only stands for a theoretical difficulty, and the practical computations may not need that large value of
𝛼. In most practical simulation examples, a value of 𝛼 > 1 would be sufficient to ensure the numerical stability of the
proposed numerical scheme (2.3)–(2.4).

In addition, the explicit treatment of the Laplace term, namely, Δhm̂n+2
h = Δh

(
2mn+1

h − mn
h

)
, will greatly improve

the numerical efficiency, since only a constant-coefficient Poisson solver is needed at each step. This crucial fact
enables one to produce very robust simulation results at a much-reduced computational cost.

Remark 3.2. In a recent work [14], a rough stability estimate for the projection step, namely, ||eh||2 ≤ 2||ẽh||2 +(h2),||∇heh||2 ≤ (||eh||2 + ||∇hẽh||2) + (h2), has been proved. These inequalities are sufficient to establish the stabil-
ity and convergence analysis for a semi-implicit numerical scheme, if the BDF2 temporal stencil is formulated as
1
k

(
3
2

m̃n+2
h − 2m̃n+1

h + 1
2

m̃n
h

)
. However, for the BDF2 temporal stencil formulated as 1

k

(
3
2

m̃n+2
h − 2mn+1

h + 1
2

mn
h

)
, such

a stability estimate are not sufficient to derive the stability and convergence analysis, due to the singular coefficient 1
k

.
Instead, a much more refined stability estimate, as given by (2.18) and (2.19) (in Lemma 2.4), is needed to pass through
the convergence analysis. The proof of these two refined inequalities has to be based on a more precise geometric
analysis of the corresponding vectors, and the details will be presented in Appendix A.

4 CONCLUSIONS

In this paper, we have presented an optimal rate convergence analysis and error estimate for a second-order accurate, lin-
ear numerical scheme to the LL equation. The second-order BDF is applied in the temporal discretization, and the linear
diffusion term is treated implicitly, while the nonlinear terms are updated by a fully explicit extrapolation formula. After-
ward, a point-wise projection is applied to normalize the magnetization vector. In turn, only a linear system independent
of the updated magnetization needs to be solved at each time step, which has greatly improved the computational effi-
ciency, and many great advantages of this numerical scheme have been reported in the numerical simulation with large
damping parameters. The error estimate has been theoretically established in the discrete 𝓁∞(0,T;𝓁2)∩𝓁2(0,T;H1

h)norm,
under suitable regularity assumptions and reasonable ratio between the time step size and the spatial mesh size. The key
difficulty of the theoretical analysis is associated with the fact that the projection step is highly nonlinear and non-convex.
To overcome this subtle difficulty, we build a stability estimate for the projection step, which plays a crucial role in the
derivation of the convergence analysis for the numerical scheme.

CAI ET AL. 18965

 10991476, 2023, 18, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

m
a.9601, W

iley O
nline L

ibrary on [22/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



ACKNOWLEDGEMENTS

This work is supported in part by the grants NSFC 11971021 (J. Chen), NSF DMS-2012669 (C. Wang), and NSFC 12171041
and 11771036 (Y. Cai).

CONFLICT OF INTEREST STATEMENT

This work does not have any conflicts of interest.

ORCID

Jingrun Chen https://orcid.org/0000-0001-9977-2892
Cheng Wang https://orcid.org/0000-0003-4220-8080

REFERENCES
1. L. D. Landau and E. M. Lifshits, On the theory of the dispersion of magnetic permeability in ferromagnetic bodies, Phys. Z. Sowjet. 63 (1935),

no. 9, 153–169.
2. A. Prohl, Computational micromagnetism, Advances in Numerical Mathematics (Edited by B. G. Teubner), Springer, Stuttgart, 2001.
3. I. Miranda, A. B. Klautau, A. Bergman, D. Thonig, H. Petrilli, and O. Eriksson, Mechanisms behind large Gilbert damping anisotropies,

2021. arXiv:2101.02794v1.
4. T. L. Gilbert and J. M. Kelly, Anomalous rotational damping in ferromagnetic sheets, Armour Research Foundation of Illinois Institute of

Technology, Chicago, Illinois, 1955. (Unpublished).
5. Y. Li, F. Zeng, S. S.-L. Zhang, H. Shin, H. Saglam, V. Karakas, O. Ozatay, J. E. Pearson, O. G. Heinonen, Y. Wu, A. Hoffmann, and W. Zhang,

Giant anisotropy of Gilbert damping in epitaxial CoFe films, Phys. Rev. Lett. 122 (2019), 117203.
6. T. Tanaka, S. Kashiwagi, Y. Otsuka, Y. Nozaki, Y. Hong, and K. Matsuyama, Microwave-assisted magnetization reversal of exchange-coupled

composite nanopillar with large Gilbert damping constant, IEEE Tran. Magn. 50 (2014), 1–3.
7. J. Chen, C. Wang, and C. Xie, Convergence analysis of a second-order semi-implicit projection method for Landau-Lifshiz equation, Appl.

Numer. Math. 168 (2021), 55–74.
8. I. Cimrák, Error estimates for a semi-implicit numerical scheme solving the Landau-Lifshitz equation with an exchange field, IMA J. Numer.

Anal. 25 (2005), no. 3, 611–634.
9. H. Gao, Optimal error estimates of a linearized backward Euler FEM for the Landau-Lifshitz equation, SIAM J. Numer. Anal. 52 (2014),

no. 5, 2574–2593.
10. G. Akrivis, M. Feischl, B. Kovács, and C. Lubich, Higher-order linearly implicit full discretization of the Landau-Lifshitz-Gilbert equation,

Math. Comp. 90 (2021), 995–1038.
11. F. Alouges and P. Jaisson, Convergence of a finite element discretization for the Landau-Lifshitz equations in micromagnetism, Math. Models

Methods Appl. Sci. 16 (2006), no. 02, 299–316.
12. R. An, H. Gao, and W. Sun, Optimal error analysis of Euler and Crank–Nicolson projection finite difference schemes for Landau–Lifshitz

equation, SIAM J. Numer. Anal. 59 (2021), no. 3, 1639–1662.
13. R. An, Optimal error estimates of linearized Crank-Nicolson Galerkin method for Landau-Lifshitz equation, J. Sci. Comput. 69 (2016), no. 1,

1–27.
14. Y. Cai, J. Chen, C. Wang, and C. Xie, A second-order method for Landau-Lifschitz-Gilbert equation with large damping parameters, J.

Comput. Phys. 451 (2022), 110831.
15. S. Boscarino, F. Filbet, and G. Russo, High order semi-implicit schemes for time dependent partial differential equations, J. Sci. Comput. 68

(2016), 975–1001.
16. X. Gui, B. Li, and J. Wang, Convergence of renormalized finite element methods for heat flow of harmonic maps, SIAM J. Numer. Anal. 60

(2022), no. 1, 312–338.
17. S. Bartels and A. Prohl, Convergence of an implicit finite element method for the Landau-Lifshitz-Gilbert equation, SIAM J. Numer. Anal. 44

(2006), no. 4, 1405–1419.
18. W. E and X. Wang, Numerical methods for the Landau-Lifshitz equation, SIAM J. Numer. Anal. 38 (2001), 1647–1665.
19. C. Xie, C. J. García-Cervera, C. Wang, Z. Zhou, and J. Chen, Second-order semi-implicit methods for micromagnetics simulations, J. Comput.

Phys. 404 (2020), 109104.
20. J. Guo, C. Wang, S. M. Wise, and X. Yue, An H2 convergence of a second-order convex-splitting, finite difference scheme for the

three-dimensional Cahn-Hilliard equation, Commun. Math. Sci. 14 (2016), 489–515.
21. J. Guo, C. Wang, S. M. Wise, and X. Yue, An improved error analysis for a second-order numerical scheme for the Cahn-Hilliard equation, J.

Comput. Appl. Math. 388 (2021), 113300.
22. M. Feischl and T. Tran, Existence of arbitrarily smooth solutions of the LLG equation in 3D with natural boundary conditions, 2016. arXiv

preprint arXiv:1606.00086.
23. W. Chen, Y. Liu, C. Wang, and S. M. Wise, An optimal-rate convergence analysis of a fully discrete finite difference scheme for

Cahn-Hilliard-Hele-Shaw equation, Math. Comp. 85 (2016), 2231–2257.

CAI ET AL.18966

 10991476, 2023, 18, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

m
a.9601, W

iley O
nline L

ibrary on [22/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0000-0001-9977-2892
https://orcid.org/0000-0001-9977-2892
https://orcid.org/0000-0003-4220-8080
https://orcid.org/0000-0003-4220-8080


24. W. Chen, C. Wang, S. Wang, X. Wang, and S. M. Wise, Energy stable numerical schemes for ternary Cahn-Hilliard system, J. Sci. Comput.
84 (2020), 27.

25. P. G. Ciarlet, The finite element method for elliptic problems, Elsevier Science, North Holland, Amsterdam, 1978.
26. Z. Guan, J. S. Lowengrub, and C. Wang, Convergence analysis for second order accurate schemes for the periodic nonlocal Allen-Cahn and

Cahn-Hilliard equations, Math. Methods Appl. Sci. 40 (2017), no. 18, 6836–6863.
27. Z. Guan, C. Wang, and S. M. Wise, A convergent convex splitting scheme for the periodic nonlocal Cahn-Hilliard equation, Numer. Math.

128 (2014), 377–406.
28. R. Samelson, R. Temam, C. Wang, and S. Wang, Surface pressure Poisson equation formulation of the primitive equations: numerical schemes,

SIAM J. Numer. Anal. 41 (2003), 1163–1194.
29. C. Wang and J.-G. Liu, Convergence of gauge method for incompressible flow, Math. Comp. 69 (2000), 1385–1407.
30. C. Wang, J.-G. Liu, and H. Johnston, Analysis of a fourth order finite difference method for incompressible Boussinesq equation, Numer.

Math. 97 (2004), 555–594.
31. V. Girault and P. A. Raviart, Finite element methods for Navier-Stokes equations, theorems and algorithms, Springer-Verlag, Berlin,

Heidelberg, 1986.

How to cite this article: Y. Cai, J. Chen, C. Wang, and C. Xie, Error analysis of a linear numerical scheme
for the Landau–Lifshitz equation with large damping parameters, Math. Meth. Appl. Sci. 46 (2023), 18952–18974,
DOI 10.1002/mma.9601.

APPENDIX A: PROOF OF LEMMA 2.4

Proof. First of all, an || · ||∞ bound for the numerical error ẽh can be derived, by the a priori estimate (2.17):

||ẽh||∞ ≤ 𝛾h− 1
2 (||ẽh||2 + ||∇hẽh||2) ≤ 𝛾h− 1

2 · k
11
8 ≤

1
4

k
3
4 , (A1)

provided that k and h are sufficiently small, and under the linear refinement requirement k = (h). Notice that the
inverse inequality (2.7) has been applied in the first step. In turn, we observe that the following bounds are available
for the numerical profile m̃h:

1 − 1
4

k
3
4 ≤ |m̃h| ≤ 1 + 1

4
k

3
4 , at a point-wise level, (A2)

||∇hẽh||4 ≤ 𝛾h− 3
4 ||∇hẽh||2 ≤ 𝛾h− 3

4 · 1
2

k
11
8 ≤ k

1
2 , (A3)

||∇hm̃h||4 ≤ ||∇hmh||4 + ||∇hẽh||4 ≤ C∗ + 1 ∶= M. (A4)

Again, the inverse inequality (2.7) has been applied in the derivation.
A careful calculation indicates that

eh = mh − mh = mh − m̃h + m̃h −
m̃h|m̃h| = ẽh +

m̃h|m̃h| (|m̃h| − 1), so that

ẽh = eh + ẽh,c, ẽh,c ∶=
m̃h|m̃h| (1 − |m̃h|). (A5)

Meanwhile, at a fixed grid point
(

x̂i, 𝑦̂𝑗 , ẑ𝓁
)
∈ Ω0

h, we look at the triangle formed by the vectors: m̃h, ẽh, and mh. In
particular, we denote the angle between m̃h and mh as 𝜃. Since the lengths of these three vectors have the following
estimates:

1 − 1
4

k
3
4 ≤ |m̃h| ≤ 1 + 1

4
k

3
4 , |ẽh| ≤ 1

4
k

3
4 , |mh| ≡ 1,
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a careful application of sine law indicates that

0 ≤ sin 𝜃 ≤
1
4

k
3
4 . (A6)

And also, we look at the triangle formed by the vectors: mh, eh, and mh. Two sides have equal lengths: |mh| = |mh| = 1,
and the angle between mh and mh is exactly 𝜃, since mh = m̃h|m̃h| is in the same direction as m̃h. In turn, the angle

between vectors mh and eh is given by 𝜑′ = 𝜋

2
+ 𝜃

2
. Because of this fact, the angle between vectors m̃h and eh is the

same as 𝜑′ = 𝜋

2
+ 𝜃

2
,

Subsequently, we denote the angle between vectors ẽh,c and eh as 𝜑. In fact, this angle has the following represen-
tation:

𝜑 = 𝜑′ = 𝜋

2
+ 𝜃

2
, if |m̃h| ≤ 1; 𝜑 = 𝜋 − 𝜑′ = 𝜋

2
− 𝜃

2
, if |m̃h| > 1. (A7)

In either case, the following estimate is valid:

| cos𝜑| = ||||sin 𝜃
2
|||| ≤ sin 𝜃 ≤

1
4

k
3
4 . (A8)

Consequently, the definition of the point-wise inner product implies the following estimate:

|ẽh|2 = |eh + ẽh,c|2 = |eh|2 + |ẽh,c|2 + 2eh · ẽh,c

= |eh|2 + |ẽh,c|2 + 2|eh| · |ẽh,c| · cos𝜑

≥ |eh|2 + |ẽh,c|2 − 2|eh| · |ẽh,c| · 1
4

k
3
4 = |eh|2 + |ẽh,c|2 − 1

2
k

3
4 |eh| · |ẽh,c|

≥ |eh|2 + |ẽh,c|2 − (k
5
4 |eh|2 + 1

4
k

1
4 |ẽh,c|2)

≥

(
1 − k

5
4

) |eh|2 + (1 − k
1
4

) |ẽh − eh|2.
(A9)

Notice that this estimate is valid at a point-wise level, for any fixed mesh point (i, 𝑗,𝓁). Therefore, a summation in
space leads to the first inequality (2.18).

To derive the second inequality (2.19), we will focus on the Dx part in the discrete gradient; the analysis for the D𝑦

and Dz parts can be performed in a similar manner. We begin with the following expansion:

Dxeh = Dxmh − Dx
m̃h|m̃h| = Dx

[ mh|m̃h| − m̃h|m̃h|
]
+ Dx

[
mh −

mh|m̃h|
]

= Dx
ẽh|m̃h| − Dx

[ mh|m̃h| (1 − |m̃h|)]
= Dx

ẽh|m̃h| − Dx

[ mh|m̃h| (mh + m̃h) · (mh − m̃h)
1 + |m̃h|

]
= Dx

ẽh|m̃h| − Dx

[
mh

(mh + m̃h) · ẽh|m̃h| + |m̃h|2
]

= Dx
ẽh|m̃h| − Dx

[
mh

(2mmh − ẽh) · ẽh|m̃h| + |m̃h|2
]

= Dx
ẽh|m̃h| − Dx

(
mh

2mh · ẽh|m̃h| + |m̃h|2
)
+ Dx

(
mh

|ẽh|2|m̃h| + |m̃h|2
)
,

(A10)

in which the identity m̃h = mh − ẽh has been applied at the last two steps. Meanwhile, at each numerical mesh cell,
from (i, 𝑗,𝓁) to (i+1, 𝑗,𝓁), the identity (2.10) is valid, so that the following expansions are able to be made at the center
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location (i + 1∕2, 𝑗,𝓁) over the numerical cell:

Dx
ẽh|m̃h| − Dx

(
mh

2mh · ẽh|m̃h| + |m̃h|2
)

= Ax

(
1|m̃h|
)

Dxẽh + Ax(ẽh)Dx

(
1|m̃h|
)

− Dx

( 2mh · ẽh|m̃h| + |m̃h|2
)

Axmh − Dxmh · Ax

( 2mh · ẽh|m̃h| + |m̃h|2
)

= Ax

(
1|m̃h|
)

Dxẽh − Axẽh · A(2)
x

(
1|m̃h|2

)
Dx |m̃h| − 2Dxmh · Ax

( mh · ẽh|m̃h| + |m̃h|2
)

− Axmh ·
[

Dx

(
2|m̃h| + |m̃h|2

)
Ax(mh · ẽh) + Ax

(
2|m̃h| + |m̃h|2

)
Dx(mh · ẽh)

]
= ∶ J1 + J2 + J3 + J4 + J5,

J1 = Ax

(
1|m̃h|
)

Dxẽh − AxmhAx

(
2|m̃h| + |m̃h|2

)
(Axmh · Dxẽh),

J2 = −
(

A(2)
x

(
1|m̃h|2

)
Dx|m̃h|)Axẽh, J3 = −2(Dxmh)Ax

( mh · ẽh|m̃h| + |m̃h|2
)
,

J4 = (Axmh)Ax(mh · ẽh)A(2)
x

(
2

(|m̃h| + |m̃h|2)2

)
· (Dx|m̃h| + 2Axm̃h · Dxm̃h),

J5 = − AxmhAx

(
2|m̃h| + |m̃h|2

)
(Dxmh · Axẽh),

(A11)

where we have used

Dx

(
1|m̃h|
)

= − A(2)
x

(
1|m̃h|2

)
Dx |m̃h|

Dx

(
2|m̃h| + |m̃h|2

)
= − A(2)

x

(
2

(|m̃h| + |m̃h|2)2

)
· (Dx|m̃h| + 2Axm̃h · Dxm̃h)

Dx(mh · ẽh) = Dx(mh)Axẽh + Ax(mh)Dxẽh,

in which the nonlinear average operator A(2)
x is introduced as

A(2)
x

(
1

(𝑓h)2

)
i,𝑗,𝓁

= 1
(𝑓h)i,𝑗,𝓁(𝑓h)i+1,𝑗,𝓁

, for scalar grid function𝑓h. (A12)

Moreover, by the point-wise a priori estimate (A2) for m̃h, the following bounds are available:

1

1 + 1
4

k
3
4

≤ Ax

(
1|m̃h|
)

≤
1

1 − 1
4

k
3
4

,

1 − 3
2

k
3
4 ≤ Ax

(
2|m̃h| + |m̃h|2

)
≤ 1 + 3

2
k

3
4 ,

1(
1 + 1

4
k

3
4

)2 ≤ A(2)
x

(
1|m̃h|2

)
≤

1(
1 − 1

4
k

3
4

)2 ,

1

2
(

1 + 1
4

k
3
4

)4 ≤ A(2)
x

(
2

(|m̃h| + |m̃h|2)2

)
≤

1(
1 − 1

4
k

3
4

)4 .

(A13)
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For the term J1, we make the following decomposition J1 = J11 + J12 + J13 to facilitate the analysis:

J11 = Dxẽh − Axmh(Axmh · Dxẽh), J12 =
(

Ax

(
1|m̃h|
)
− 1
)

Dxẽh,

J13 = − Axmh

(
Ax

(
2|m̃h| + |m̃h|2

)
− 1
)
(Axmh · Dxẽh).

(A14)

For the quantity J11, we see that

|J11|2 = |Dxẽh|2 + |Axmh|2(Axmh · Dxẽh)2 − 2(Axmh · Dxẽh)2

≤ |Dxẽh|2 − (Axmh · Dxẽh)2, so that |J11| ≤ |Dxẽh|, (A15)

in which the last step comes from the fact that |Axmh|2 ≤ 1. For the quantity J12, the a priori bounds (A13) imply that

|J12| = |||||Ax

(
1|m̃h|
)
− 1
||||| · |Dxẽh| ≤ 1

2
k

3
4 |Dxẽh|. (A16)

Similarly, the quantity J13 can be analyzed as

|J13| = |Axmh| · |||||Ax

(
2|m̃h| + |m̃h|2

)
− 1
||||| · |Axmh| · |Dxẽh|

≤ (1 + Ch2)2 · 1
2

k
3
4 |Dxẽh| ≤ 3

4
k

3
4 |Dxẽh|, (A17)

since

|||Axmh
|||2 ≤ 1 ≤ (1 + Ch2)2,

1 − 1
4

k
3
4 ≤ |m̃h| ≤ 1 + 1

4
k

3
4 , (by A2), so that

2 − 3
4

k
3
4 ≤ |m̃h| + |m̃h|2 ≤ 2 + 7

8
k

3
4 ,

1 − 1
2

k
3
4 ≤

2|m̃h| + |m̃h|2 ≤ 1 + 1
2

k
3
4 ,|||||Ax

(
2|m̃h| + |m̃h|2

)
− 1
||||| ≤ 1

2
k

3
4 ,

provided that k and h are sufficiently small. Consequently, a combination of (A15)–(A17) leads to

|J1| ≤ |J11| + |J12| + |J13| ≤ (1 + 5
4

k
3
4

) |Dxẽh|, (A18)

which turns out to be a point-wise inequality. In turn, a summation in space implies that

||J1||2 ≤

(
1 + 5

4
k

3
4

) ||Dxẽh||2. (A19)

For the term J2, we make use of the a priori bounds (A13), as well as the fact that |Dx|m̃h|| ≤ |Dxm̃h|, so that an
application of discrete Hölder inequality gives

||J2||2 ≤

‖‖‖‖‖A(2)
x

(
1|m̃h|2

)‖‖‖‖‖∞ · ||Dxm̃h||4 · ||ẽh||4 ≤

(
1 + 3

4
k

3
4

)
M||ẽh||4, (A20)
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in which the a priori W 1,4
h bound (A4) for the numerical profile m̃h has been applied. The other terms in the

expansion (A11) can be analyzed in a similar manner.

||J3||2 ≤ ||Dxmh||∞ · max
(

2|m̃h| + |m̃h|2
)
· ||mh||∞ · ||ẽh||2

≤ C∗
(

1 + 3
4

k
3
4

)
· 1 · ||ẽh||2 ≤

(
1 + 3

4
k

3
4

)
M||ẽh||2,

||J4||2 ≤ ||mh||2∞ · ||ẽh||4 · max
(

2
(|m̃h| + |m̃h|2)2

)
· (1 + 2||m̃h||∞)||Dxm̃h||4 ≤

3
2

(
1 + 3

2
k

3
4

)
M||ẽh||4,

||J5||2 ≤ ||mh||∞ · max
(

2|m̃h| + |m̃h|2
)
· ||Dxmh||∞ · ||ẽh||2

≤

(
1 + 3

2
k

3
4

)
C∗||ẽh||2 ≤

(
1 + 3

2
k

3
4

)
M||ẽh||2.

(A21)

Therefore, a substitution of (A19), (A20), and (A21) into (A11) leads to

‖‖‖‖‖Dx
ẽh|m̃h| − Dx

(
mh

2mh · ẽh|m̃h| + |m̃h|2
)‖‖‖‖‖2

≤

(
1 + 5

4
k

3
4

) ||Dxẽh||2 + 3M(||ẽh||2 + ||ẽh||4). (A22)

The analysis for the last term on the right-hand side of (A10) can be similarly carried out; some technical details are
skipped for the sake of brevity.

‖‖‖‖‖Dx

(
mh

|ẽh|2|m̃h| + |m̃h|2
)‖‖‖‖‖2

≤ 

(||mh||∞ · max
(

2|m̃h| + |m̃h|2
)
· ||ẽh||∞ · ||Dxẽh||2

+ ||Dxmh||∞ · max
(

1|m̃h| + |m̃h|2
)
· ||ẽh||∞ · ||ẽh||2

+ ||mh||∞ · max
(

1
(|m̃h| + |m̃h|2)2

)
· (1 + 2||m̃h||∞)||Dxm̃h||4

·||ẽh||∞ · ||ẽh||4)
≤ k

3
4 (||Dxẽh||2 + ||ẽh||2 + ||ẽh||4) ≤ k

5
8 (||Dxẽh||2 + ||ẽh||2 + ||ẽh||4).

(A23)

Finally, a substitution of (A22) and (A23) into (A10) yields

||Dxeh||2 ≤

(
1 + 2k

5
8

) ||Dxẽh||2 + (3M + 1)(||ẽh||2 + ||ẽh||4), so that

||Dxeh||22 ≤

(
1 + 5k

5
8

) ||Dxẽh||22 + (3M + 1)2(||ẽh||2 + ||ẽh||4)2

+ 4(3M + 1)||Dxẽh||2(||ẽh||2 + ||ẽh||4)
≤

(
1 + 5k

5
8

) ||Dxẽh||22 + 2(3M + 1)2 (||ẽh||22 + ||ẽh||24)
+ 𝛿

4
||Dxẽh||22 + 16(3M + 1)2𝛿−1(||ẽh||2 + ||ẽh||4)2

≤

(
1 + 𝛿

2

) ||Dxẽh||22 + (32𝛿−1 + 2)(3M + 1)2 (||ẽh||22 + ||ẽh||24) ,

(A24)
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for any 𝛿 > 0, provided that k is sufficiently small. Similar estimates can be derived for the gradient in the 𝑦 and z
directions; the technical details are skipped for the sake of brevity.

||D𝑦eh||22 ≤

(
1 + 𝛿

2

) ||D𝑦ẽh||22 + (32𝛿−1 + 2)(3M + 1)2 (||ẽh||22 + ||ẽh||24) ,
||Dzeh||22 ≤

(
1 + 𝛿

2

) ||Dzẽh||22 + (32𝛿−1 + 2)(3M + 1)2 (||ẽh||22 + ||ẽh||24) . (A25)

Then, we arrive at

||∇heh||22 ≤

(
1 + 𝛿

2

) ||∇hẽh||22 + 3(32𝛿−1 + 2)(3M + 1)2 (||ẽh||22 + ||ẽh||24) . (A26)

Meanwhile, by the discrete Sobolev inequality (2.16) (in Lemma 2.3), we get

||ẽh||4 ≤ 

(||ẽh||2 + ||ẽh|| 1
4
2 · ||∇hẽh|| 3

4
2

)
, (A27)

so that
3(32𝛿−1 + 2)(3M + 1)2||ẽh||24

≤ 3(32𝛿−1 + 2)(3M + 1)2


(||ẽh||22 + ||ẽh|| 1
2
2 · ||∇hẽh|| 3

2
2

)
≤ 𝛿||ẽh||22 + 𝛿

2
||∇hẽh||22, ∀𝛿 > 0,

(A28)

in which Young's inequality has been applied in the last step. Referring to (A26), we obtain

||∇heh||2 ≤

(
1 + 𝛿

2

) ||∇hẽh||2 + 𝛿

2
||∇hẽh||2 + 𝛿||ẽh||2 ≤ (1 + 𝛿)||∇hẽh||2 + 𝛿||ẽh||2, (A29)

provided that k is sufficiently small. This finishes the proof of Lemma 2.4. □

APPENDIX B: PROOF OF LEMMA 2.5

Proof. Here, m(1)
h and m(2)

h serve as the exact solution at different time steps and m̃(1)
h , m̃

(2)
h ∈ X are the corresponding

numerical solutions.
The || · ||∞ bounds for the error functions ẽ(q)h can be derived, with the help of the a priori estimate (2.20):

‖‖‖ẽ(q)h
‖‖‖∞ ≤ 𝛾h− 1

2

(‖‖‖ẽ(q)h
‖‖‖2

+ ‖‖‖∇hẽ(q)h
‖‖‖2

)
≤ 𝛾h− 1

2 · k
11
8 ≤

1
4

k
3
4 ,

so that 1 − 1
4

k
3
4 ≤ |m̃(q)

h | ≤ 1 + 1
4

k
3
4 , at a point-wise level,q = 1, 2.

(B1)

(2)
h

(1)
h

(1)
h

(1)
h

(2)
h

(2)
h

θ2 ψ(2)

θ1
θ∗

φ∗

FIGURE B1 Illustration for the triangles formed by the vectors m(1)
h ,m(1)

h , e(1)h and m(2)
h ,m(2)

h , e(2)h and the predefined angles
𝜃1, 𝜃2, 𝜃

∗, 𝜓 (1)and 𝜙∗.
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For the numerical error functions at different time steps, the decomposition (A5) is still valid:

ẽ(q)h = e(q)h + ẽ(q)h,c, ẽ(q)h,c ∶=
m̃(q)

h|||m̃(q)
h
|||
(

1 − |||m̃(q)
h
|||) . (B2)

At a fixed grid point (x̂i, 𝑦̂𝑗 , ẑk), we look at the triangle formed by the vectors: m̃(q)
h , ẽ(q)h , m(q)

h , and denote the angle
between m̃(q)

h and m(q)
h as 𝜃q. In turn, the estimate (A6) is laid for each 𝜃q:

1 − 1
4

k
3
4 ≤

|||m̃(q)
h
||| ≤ 1 + 1

4
k

3
4 ,
|||ẽ(q)h

||| ≤ 1
4

k
3
4 ,
|||m(q)

h
||| ≡ 1,

0 ≤ sin 𝜃q ≤
1
4

k
3
4 , q = 1, 2.

(B3)

Similarly, in the triangle formed by the vectors: m(q)
h , e(q)h , m(q)

h , two sides have equal lengths: |m(q)
h | = |||m(q)

h
||| = 1, and

the angle between m(q)
h and m(q)

h is exactly 𝜃q. In turn, the angle between vectors m(q)
h and e(q)h is given by 𝜑(q) = 𝜋

2
+ 𝜃q

2
.

Also the angle between vectors m(q)
h and e(q)h is given by 𝜓 (q) = 𝜋

2
− 𝜃q

2
.

Meanwhile, we denote the angle between m(1)
h and m(2)

h as 𝜃∗. By the a priori assumption and the fact that |m(1)
h | =|m(2)

h | = 1, we have an estimate for 𝜃∗:

2 sin 𝜃
∗

2
≤

1
4

k
7
8 , (B4)

since that

|||m(1)
h − m(2)

h
|||2 = |||m(1)

h
|||2 + |||m(2)

h
|||2 − 2m(1)

h · m(2)
h

= 2 − 2 |||m(1)
h
||| · |||m(2)

h
||| cos 𝜃∗ = 4sin2

(
𝜃∗

2

)
≤

(1
4

k
7
8

)2
.

Subsequently, we denote the angle between m̃(1)
h and e(2)h as 𝜙∗ and note that the angle between m̃(1)

h and e(1)h is exactly
𝜑(1). The sketch for the triangles formed by the vectors m(1)

h , m(1)
h , e(1)h and m(2)

h , m(2)
h , e(2)h is presented in Figure B1.

In addition, for small k, the angles 𝜃1, 𝜃2, and 𝜃∗ are close to 0, and by triangle inequality, we have

| cos𝜙∗| = |||e(2)h · m̃(1)
h
||||||e(2)h

||| · |||m̃(1)
h
|||

≤
1

1 − 1
4

k
3
4

⎛⎜⎜⎝
|e(2)h · m(2)

h ||||e(2)h
||| +

|e(2)h · (m(1)
h − m(2)

h )||||e(2)h
||| +

|e(2)h · (m̃(1)
h − m(1)

h )||||e(2)h
|||

⎞⎟⎟⎠
≤

1

1 − 1
4

k
3
4

(|||||sin
(
𝜃2

2

)||||| + 2
||||sin

(
𝜃∗

2

)|||| + |ẽ(1)h |
)

≤
1

1 − 1
4

k
3
4

(1
4

k
3
4 + 1

4
k

7
8 + 1

4
k

3
4

)
≤

3
4

k
3
4 ,

| cos𝜑(1)| = ||||sin 𝜃1

2
|||| ≤ sin 𝜃1 ≤

1
4

k
3
4 <

3
4

k
3
4 .

(B5)
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As a consequence, the definition of the point-wise inner product implies the following estimate:

||||(ẽ(1)h − e(1)h

)
· e(2)h

|||| = |||ẽ(1)h − e(1)h
||| · |||e(2)h

||| · | cos𝜙∗|
≤
|||ẽ(1)h − e(1)h

||| · |||e(2)h
||| · 3

4
k

3
4

≤ k
1
4
|||ẽ(1)h − e(1)h

|||2 + k
4
5
|||e(2)h

|||2,||||(ẽ(1)h − e(1)h

)
· e(1)h

|||| = |||ẽ(1)h − e(1)h
||| · |||e(1)h

||| · | cos𝜑(1)|
≤
|||ẽ(1)h − e(1)h

||| · |||e(1)h
||| · 3

4
k

3
4

≤ k
1
4
|||ẽ(1)h − e(1)h

|||2 + k
4
5
|||e(1)h

|||2.

(B6)

Again, this estimate is valid at a point-wise level for x ∈ Ω0
h. Therefore, a summation in space leads to the first

inequality (2.22). □
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