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Abstract

Time roots in applying language models for biomedical applications: models are trained on historical data and will
be deployed for new or future data, which may vary from training data. While increasing biomedical tasks have
employed state-of-the-art language models, there are very few studies have examined temporal effects on biomedical
models when data usually shifts across development and deployment. This study fills the gap by statistically probing
relations between language model performance and data shifts across three biomedical tasks. We deploy diverse
metrics to evaluate model performance, distance methods to measure data drifts, and statistical methods to quantify
temporal effects on biomedical language models. Our study shows that time matters for deploying biomedical
language models, while the degree of performance degradation varies by biomedical tasks and statistical
quantification approaches. We believe this study can establish a solid benchmark to evaluate and assess temporal
effects on deploying biomedical language models.

Introduction

Time naturally exists in the process of developing and deploying language models to diverse biomedical applications
(e.g., disease diagnosis', biological reasoning?, medical dialogues® and question answering*) that those biomedical
models are usually trained on historical data while to be applied on future data or new patients. Biomedical language
models (e.g., ClinicalBERT®, BioRoBERTa¢, and ClinicalTransformer’), which were continuously trained language
models on diverse biomedical text corpora, have achieved state-of-the-art performance on many domain tasks,
including patient-outcome prediction®, named entity recognition’, and question answering*. However, time has rarely
been considered in the model development and evaluation pipeline explicitly that the current pipeline randomly splits
data into training, development, and test sets without considering data temporal shifts between development and
deployment. Thus, a notable and common question in developing and deploying a biomedical model is: How data
temporal shifts will affect biomedical language model performance and generalizability, and if so, why?

However, understanding the temporal effects on model performance is understudied on biomedical tasks, and the
relation between data drifts and model performance is not clear. Unlike structured data (e.g., tabular data), unstructured
data require extra steps to process and conversion to numerical feature representations, posing a concrete question of
how to quantify unstructured data drifts. Common feature extraction approaches include three major directions, n-
gram", word embeddings', and document embeddings'?, which convert unstructured texts into numerical vectors
similar to structured data. While several existing studies (e.g., news' ', political bills", and social media'>'°) have
explored temporal effects on model performance, the studies primarily focus on general domains instead of biomedical
domains, the focus of our study. Thus, a critical question is: will patterns of the temporal drifts and effects in
biomedical domain differ from the general domains, and if so, by how? A recent study" presented observations of
data drifts on biomedical classifiers. However, examining relations between data drifts and model performance expect
diverse biomedical tasks and statistical evidences to better interpret observational findings, which have not been fully
studied.

In this study, we aim to bridge the gaps by conducting well-designed experiments on state-of-the-art biomedical
language models, systematically measuring data drifts, and statistically examining relations between data shifts and
performance variations across three major biomedical tasks with domain-specific downstream tasks, phenotype
inference (text classification), named entity recognition (information extraction), and question answering (text
generation). We treat time spans as domains to segment data into subsets, train biomedical language models on
historical domains, and evaluate models on future domains, such as training models by 2020 domain and evaluating
models by 2024 domain. Our experiments include and deploy diverse state-of-the-art biomedical language models,
such as ClinicalBERT®, ClinicalT5'", and BioRoBERTa®, which are further fine-tuned on the three downstream tasks.
We measure data drifts by diverse data encoding approaches and conduct statistical analysis with similarity and
distance metrics to systematically examine temporal effects on model performance and relations between data shifts
and performance variations. Our results have shown that data drifts do impact on model performance over time, yet,



such effects may vary across biomedical tasks and biomedical language models. Our study establishes a new
benchmark and a standard pipeline to understand and evaluate temporal effects on biomedical language models'.

Related Work

Model generalizability, a critical yet unresolved challenge in the biomedical field, is to keep model perform well
across various scenarios and settings. While increasing biomedical tasks have developed language models, the
complex and heterogeneous nature of biomedical data pose a unique challenge for generalizing language models'> '°.
For example, a recent study"” showed that data variation can impact on model performance and in-domain or task-
specific data can significantly boost performance of pre-trained biomedical language models by fine-tuning. Indeed,
model generalizability is a broad concept in the biomedical field due to its data diversity and heterogeneity, such as
generalizability for data imbalance'® and demographic fairness'>*. For data imbalance, Wu et al.*' examines and shows
that the token imbalance can cause underfitting on medical tokens and lower qualities of radiology reports; Shi et al.”
explores the imbalance patterns of FDA drug datasets and finds overfitting issues of BERT-based classifiers® on
majority labels. However, biomedical data usually spans over periods of time or longitudinal, and how the time factor
impacts on the generalizability of biomedical language models has not been fully studied. Our study can fill the gaps
by examining performance variations of language models over time and conducting analysis across critical biomedical
tasks, including phenotype inference, named entity recognition, and question answering.

Time is implicitly embedded in building language models for biomedical tasks: biomedical language models are often
built to be applied to future data that doesn't yet exist, and performance on held-out data is measured to estimate
performance on future data whose distribution may have changed. A recent study'? systematically examines temporal
effects on model performance on the tasks of text classification and named entity recognition and suggests that model
deterioration is task dependent and may not necessarily occur on pre-trained language models. However, those existing
studies' '>>* examining temporal effects focus on the general domains (e.g., Wikipedia and news articles), and
temporal effects on biomedical language models have rarely been studied. Thus, a similar yet underexplored question
is that: will temporal shifts of biomedical data show different patterns of impacting on the domain-specific language
models, and if so, by how? One line of close work? %3 explored performance temporal variations of biomedical
language models on the text classification task. However, it is unknown how data shifts impact on biomedical model
performance beyond the classification task, which will be examined in this study with statistical evidence. Our work
differs from and complements previous studies in the following aspects: 1) we examine temporal effects of Biomedical
Language Models across multiple core biomedical tasks, 2) we explore the underlying reason of model temporal effect
in the view of data temporal shifts, 3) we systematically quantify data shifts over time using diverse similarity and
distance metrics, and 4) we analyze the relationship between measured data drifts and observed performance changes.

Methods
Datasets and Tasks

To systematically study the temporal effects on biomedical language models, we selected three time-varying datasets
that meet three specific criteria: each data is a standard biomedical benchmark to evaluate model performance, each
data should include time information (e.g., timestamps), the data should possess sufficient non-artificially generated
data volumes, as detailed in Table 1. We specifically avoided LLM-annotated data to exclude the model collapse
factor, where performance gradually deteriorates when models are trained on the data generated from other LLMs?".

MIMIC-IV-Note (MIMIC) is a collection of de-identified clinical notes (discharge summary and radiology reports)
as a part of the MIMIC-IV clinical database. The de-identification mechanism assigns the time information of each
note to a three-year-long time interval spanning from 2008 to 2022, which naturally forms five temporal domains. We
selected the first four temporal intervals for our experiments due to data scarcity in the last time interval. We choose
the discharge summary and focus on the phenotype inference, a task to predict International Classification of Diseases
(ICD) codes per discharge summary. The ICD code indicates the presence of diseases, symptoms, injuries, and other
health conditions. Our phenotype inference task considers the top 50 frequent ICD-10 codes. For notes that only have
ICD-9 labels, we convert the annotations into ICD-10 using the ICD-Mappings® toolkit.

BioNER is a biomedical information extraction task from the BioNLP Shared Task®, which spans across different
years. The corpora contain annotated biomedical entities primarily derived from PubMed abstracts. We selected 4
tracks with sufficient data entries and protein annotations: BioNLP09 Shared Task (2009ST) ** , BioNLPI11
Epigenetics and Post-translational Modifications (2011EPI)*', BioNLP11 Infectious Diseases (2011ID) *', and
BioNLP13 Genia Event Extraction (2013GE)=. We treat their release years as time domains, such as 2009 vs 2011
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domains. Each BioNER data has five tags, IOBES (Inside, Outside, Beginning, End, Single), which delineate the
boundaries of protein entities.

BioASQ contains biomedical question answering data from 2013 to 2023*. Each question links to relevant snippets
from PubMed articles and gold standard answers crafted by domain experts. We divided the data into four temporal
domains by year and set the task as generating answers from the context snippets. Each snippet serves as a context per
question, while exact answers were used as references for evaluating biomedical model performance.

Table 1. Overview of three time-varying biomedical data with four columns: intervals, task, labels, and data size.

Dataset Time Intervals Task Labels Data Size

MIMIC 2014-2016, 2008-2010,

2011-2013. 2017-2019. Phenotype Inference Top 50 frequent ICD codes 331,794 notes

BioNER 2009ST, 2011EPI,

20111D, 2013GE. Information Extraction | IOBES Tags of Protein Entity | 49,354 entities

BioASQ | 2013-2015, 2016-2018,

2019-2020. 2021-2023 Question Answering Gold Standard Answer 5,046 questions

Language Models and Performance Evaluation

Biomedical Language Models: For each task and data, we evaluated model performance and estimated temporal
effects by diverse state-of-the-art language models. For the classification tasks of ICD-10 prediction on MIMIC-IV-
Note and protein entity extraction on BioNER, we included the original BERT model® and models pre-trained on
biomedical text corpora, including ClinicalBERT?, BlueBERT*, and BioRoBERTa°’. For the generative question
answering task on BioASQ, we included the T5 model* and the T5-based clinical variant Clinical T5%. Ultimately, for
each task, we selected the best-performing model to examine temporal effect.

In-Time-domain and Cross-Time-domain evaluations: We split each data into four time-intervals and treat each
interval as a time domain, namely T1, T2, T3, and T4, shown in Table 1. To mitigate the impact of training data
volume on performance, we sampled down the data volume for each temporal domain to match the size of the smallest
domain. Additionally, we held out 20% of the data in each domain as a test set and used the rest for training and
hyperparameter tuning. To assess temporal effect, we trained the model on a specific temporal domain and tested its
performance on both the same temporal domain (/n-domain test) and different temporal domains (Cross-domain test).
We define the femporal effect as existing when there is a significant performance change, measured by the difference
between cross-domain and in-domain test performances. For the cross-domain performance p;;, we train a model on
the training set of the time domain T; (source) and evaluate the test set of the time domain T; (target). For the in-
domain performance p;;, we train and test a model on the training and test sets from the same time domain T;. To
measure temporal effects on the domain pair T; — T;, we subtracted the performance score p;; from the in-domain
evaluation (pj;) T; — T;. We repeated each experiment five times per dataset to determine the statistical significance
of the temporal effects. If a temporal effect exists, we expect that the change is statistically significant.

Data Shift Metrics—Word Level

Biomedical corpora is likely evolving over time—changes in biomedical terminology, treatment and disease
manifestations; new biological entities and events been discovered every year; outdated terms occurring less),
resulting in data shifts on the word level. The data shift can potentially impact the performance of the biomedical
language models trained on data from a particular time period when applied to new data. To quantify and analyze



temporal effects of the word-level data shifts, we employ two measures: Jaccard similarity and TF-IDF cosine
similarity.

Jaccard similarity measures the similarity between finite sets by the ratio of the intersection and the union of two
sets S; and S,, as shown in Eq. (1). The similarity measurement allows us to assess the data drift by word usage change
between the token sets of every two temporal domains.
1S; N S,

Jaccard(S,,S,) 15, US,| @9
TF-IDF cosine similarity* measures the cosine of the angle between two TF-IDF vectors, which are TF-IDF scores
for a collection of tokens. The TF-IDF is the product of two statistics, term frequency and inverse document frequency,
as shown in Eq. (2). Term frequency is the relative frequency of a term within a document. The inverse document
frequency is the logarithmic scaled inverse fraction of the documents containing the term and measures how much
information the term provides. We compute the average TF-IDF vectors of each temporal domain and calculate the
cosine similarity between two domain TF-IDF vectors V; and V, as shown in Eq. (3).
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Data Shift Metrics—Semantic Level

Semantic drift is another aspect of data drift, which can affect robust understanding of questions*’ and documents!'.
We aim to diversify our measurements of data drifts by estimating the semantic drifts over time. To estimate the
semantic level of data shift, we employed diverse pre-trained neural models to extract semantic representations of
each time domain, including the Universal Sentence Encoder (USE)*, Sentence-BERT (SBERT)*, BioLORD* and

MedCPT*.

USE translates sentences into high-dimensional vectors, encapsulating their semantic essence. Utilizing a transformer-
based architecture, the encoder produces fixed-length representations of documents, effectively capturing their
inherent semantic content. SBERT is a modification of the pre-trained BERT model* that use siamese and triplet
network structures to derive semantically meaningful embeddings. The model expects that semantically similar
documents are also close in the vector space. BioLORD is fine-tuned on sentence-transformers models using
definitions and knowledge graph from biomedical domain. We chose their best-performing model, BioLORD-2023,
for obtaining semantic embedding. MedCPT is a contrastive pre-trained transformer model trained with a large-scaled
PubMed search logs. MedCPT retriever contains a query encoder and an article encoder that are trained to generate
representations for search queries and PubMed articles, respectively. The model can effectively produce semantic
embeddings for the BioNER and BioASQ datasets, which were from PubMed articles.

We obtain the embeddings for each temporal domain using the pre-trained models by calculating the average text
embedding within that domain, creating a "domain-average embedding" that encapsulates the overall semantic
distribution. To quantify data shifts across domains, we adopt the same metrics as used in the SBERT study®,
including cosine similarity, Euclidean distance, and Manhattan distance to measure semantic variations between
domain-average embeddings.

Statistical Verification

We use diverse metrics to assess data shift between temporal domains, however, whether the data shift is significant
and the relationship between data shift measurement and performance change are unclear. Therefore, we employ T-
test to verify the statistical significance of performance change and data shift measurement, and we use Pearson
correlation coefficient to quantify the relationship between data shift measurement and performance change.

T-Test is a statistical technique used to test whether the difference between the means of two groups is statistically
significant or not. We apply the two-tailed T-test to test the statistical significance of performance change and data
shift between each temporal domain pairs, with the null hypothesis that there is no significant performance change/



data shift between the source domain T; and target domain T;. For performance change, we compare the cross-time-
domain evaluations p;; with the in-time-domain evaluations pj;, where p;; and pj; are the five-time observations in
the experiments. If the p value is less than 0.05, the difference between the means of p;; and pj;is statistically
significant, which means the performance change is significant. For data shift measurements, we randomly sample
half of the data for each time domain and measure the data shift for all domain pairs T; — T;to form cross-time-domain
observations. And for in-time-domain pairs T; — T}, we randomly sample half of the data of the target domain T}, and
measure the similarity/ distance of the two halves as an in-time-domain observation. We generate 15 observations for
each domain pairs and compare the cross-time-domain observations with the in-time-domain observations. If the p
value is less than 0.05, we reject the null hypothesis at 95% confidence level, i.e. data shift measurement between the
source domain T; and target domain 7; is significant.

Analysis

In this section, we conduct statistical analyses to examine temporal effects on biomedical language models when data
shift over time. While a recent study shows temporal effects on model performance are not statistically significant in
the general domain (e.g., news and Wikipedia articles'?, very few studies have analyzed how data shifts may effect
language model performance in the biomedical field, which our analysis will fill the gap. Our assumption is that if
there is no statistically significant data shift, biomedical language models can perform consistently well over time. To
verify our assumption, we treat time intervals as domains (e.g., 2014-2016 vs 2017-2019) and evaluate temporal
effects by the performance change (p;; — p;;) by subtracting the in-domain test performance from the cross-domain
test performance.The p;; refers to in-domain evaluation, and p;; refers to cross-domain evaluation, where the indices
i and j are two time domains. Our analysis aims to answer three critical yet underexplored questions:

1. Does the performance of biomedical language models change over time?
2. Does the performance change statistically correlate with the data shift over time?
3. Do different shift measurements of biomedical data tell the same story?

Q1: Does the performance of biomedical language models change over time?

The dynamic nature of biomedical data, characterized by continuous evolution and temporal shifts, poses challenges
in sustaining model efficacy over time. These shifts can result from various factors, including changes in disease
prevalence, medical practices, and advancements in biomedical knowledge, potentially leading to significant
variations in model performance. A recent research® evaluated temporal effects on classification model performance.
However, the work focuses classification tasks and structured data, and the other biomedical tasks remain unexamined.
We fill this gap by examining model performance temporal variation under three key biomedical tasks, including
phenotype classification on MIMIC-1V, information extraction on BioNER, and question answering on BioASQ. To
examine temporal effects, we investigated the model performance changes across time domain pairs and tasks.
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Figure 1. Performance changes as temporal effects. The star (*) indicates the performance change is significant.

We observed significant performance degradation in almost all cross-domain tests for MIMIC (phenotype inference)
and BioNER (information extraction). But for BioASQ (question answering) when training models on historical data
and performing test on future data, such as the performance degradation in the T1-T3, T1-T4, and T2-T4 evaluations
in Figure 1. Notably, a larger time interval usually leads to a more performance decrease--more temporal effects
happen with longer time intervals. While the reverse tests (T3-T1, T4-T1, and T2-T4) share similar patterns of
temporal effects on MIMIC and BioNER, BioASQ did not show statistically significant performance degradation. We
infer the asymmetry as for specific temporal events, the COVID-19. For example, the emergence of COVID-19 during



the T3 period introduced questions and answers related to the pandemic in datasets T3 and T4. Models trained on
earlier datasets lack the information to address these new queries effectively, whereas those trained on later data can
still respond to earlier, more general questions. To verify this, we extracted the COVID-19 related data from the T4
domain test splits and evaluate the performances of models trained across different time domains. The RougeL scores
for models trained from T1 to T4 are 0.376, 0.352, 0.388, and 0.419, respectively, and the Meteor scores for models
trained from T1 to T4 are 0.204, 0.193, 0.210, and 0.259. These results confirm that a specific temporal event can
impact model performance across time.

0Q2: Does the performance change statistically correlate with the data shift?

While both data and model performance shifts belong to temporal effects, it is unknown that if the two shifts correlate,
implicating what can lead to the model performance drift. To answer the question, this section looks into the patterns
of data shifts and model performance changes across temporal domain pairs in Figure 2. We can observe that any two
domains with a closer temporal distance experience lower degree of data shifts and less performance declines. For
example, in MIMIC dataset (first row of Figure 2), temporally adjacent domain pairs (e.g., T1-T2, T2-T3, and T3-T4)
have higher similarity than non-adjacent pairs (e.g., T1-T3, T2-T4, and T1-T4). And in the cross-domain test on those
adjacent domain pairs, model experienced relatively less performance declines (the first sub-figure of Figure 1).
However, temporal distance was not the determining factor for data shift and performance degradation. Specifically,
the major data shifts and performance declines are not limited to the domain pairs with the greatest temporal separation
(T1-T4). For example, the most severe data shift happens on T1-T3 in BioNER dataset (the second row of Figure 2),
along with the most drastic performance decline is observed in cross-domain test T3-T1, where model is trained on
T3 and test performance on T1 data (the second sub-figure of Figure 2). Notably, we observed a close correlation
between data shifts and performance declines. For example, the most severe data shift and performance degradation
consistently occur within the same domain pair (e.g., T4-T1 for MIMIC, T3-T1 for BioNER).

We delve into a more precise statistical analysis of the correlation between performance changes and data shifts
measured across domains by similarity and distance metrics. The results in Table 2 show that data shifts and
performance changes are statistically correlated in the MIMIC and BioNER, but less correlated in the BioASQ,
suggesting temporal effects can vary across biomedical tasks. We also observed that, for the same task, the correlation
between different data shift measurements and performance changes can vary, as detailed in Table 2. This leads us to
the next question: Do All Data Shift Measurements Tell Us the Same Story?

Table 2. The Pearson correlation coefficients between the performance changes and the data shift measurements. The
star sign (*) indicates p-value is less than 0.05, and the double star sign (**) indicates p-value is less than 0.001.

MIMIC BioNER BioASQ

Metrics F1 Precision  Recall F1 Precision  Recall | RougelL.  Meteor
Jaccard Similarity .68%* it 58%* TR .65% 74* .36 45
TF-IDF-Cosine 74% 9 .62% .94%* T4 89** S1* S56*
USE-Cosine 70% 76%** 59% 91%* T2k .86%** S53% S53%*
USE-Euclidean -.74* - 79%* -.62% | -82%* -.67%* - TTHE -.54* -57*
USE-Manhattan -.74* - 79%* -.62% | -82%* -.67%* - TTHE -.55% -57*
SBERT-Cosine .86%* 90%* JI5%* 95%* 4% 90** S54% 54*
SBERT-Euclidean - 87 -.90** S 5FE | -91%* -73% -.86%* -.52% -.55%
SBERT-Manhattan -.86%* -.90%* S 75%E | -91%* -73% -.86%* -.52% -.55%
BioLORD-Cosine 81H* .867%** 70%* 90%* it .86%** S54* 54*
BioLORD--Euclidean | --83** - 87%* -T71% | -85%* -.69* - 81%* -.52% -.55%
BioLORD--Manhattan | --83** - 87%* -71% | -.86%* -.69* - 81%* -.52% -.55%
MedCPT-Cosine .86%* 90%* JI5%* 97** IS 92 .62% .62%
MedCPT-Euclidean - 87 - OI** S I5%E | -95%* - 75%* -.90%* -.60%* -.62%
MedCPT-Manhattan - 87 - OI** - 76%* | -95%* - 75%* -.90%* -.60%* -.62%
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Figure 2. Heatmaps of data shift by similarity metrics only between time domains across MIMIC (first row), BloNER
(second row), and BioASQ (last row) dataset. Lighter blue indicates lower similarity and more data variations.

Q3: Do All Data Shift Measurements Tell Us the Same Story?

Overall, the similarity metrics measuring word distribution shifts (first two rows in Table 2.) exhibit a lower correlation
with performance changes than the distance metrics derived from domain-average embeddings, with lower correlation
coefficients and higher p-values as shown in Table 2. However, these similarity metrics showed a stronger correlation
for the BioNER dataset than MIMIC and BioASQ. The observation may suggest two implications: 1) the semantic
level metrics (e.g., SBERT cosine similarity) are more effective than the word level ones (e.g., Jaccard similarity) at
capturing the impact of data shifts on performance degradation; 2) while word level metrics remain effective for token-
level tasks such as NER, they are less suitable for tasks requiring a lengthy context understanding, such as phenotype
inference and question answering on long clinical notes.

Furthermore, among all distance metrics, those derived from domain-average embeddings and encoded by the
MedCPT model generally showed higher correlation coefficients with performance degradation than metrics from
general domain encoders like Universal Sentence Encoder®. Additionally, when measuring distances or similarity
between the same domain-average embeddings, different metrics also exhibited variability in their correlation
strengths. Cosine similarity receives the most consistently correlation.

Conclusion

Our study examined temporal effects on biomedical language models across various tasks, systematically evaluated
how data drift affects model performance in biomedical applications. We developed a statistical framework to assess
model performance variations over time and systematically measured data drift across different time periods. Our
findings reveal that while data drift does impact model performance, the extent of this influence varies depending on



the task. Specifically, generative question answering tasks show resilience to data shifts, whereas information
extraction tasks are more susceptible.

Furthermore, our analysis demonstrates that different data shifts metrics provide varying perspectives on data drift,
influencing model performance differently across tasks. Word level similarity metrics, based on word distribution, are
effective for classification tasks like named entity recognition but fall short in tasks requiring deeper understanding,
such as document classification and question answering. In contrast, semantic level metrics based on domain-average
embeddings show strong correlations across all tasks, with encoders trained on biomedical data offering more relevant
insights than those trained on general domains.
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