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Figure 1. Box Embeddings of 150 Datasets of iNaturalist + CUB and Corresponding Learned Hierarchy for Class Arachnida. Each
taxonomic category is treated as a separate dataset for which TASK2B0OX embeddings are learned. (1) Shows the learned box embeddings
where datasets from the same group (taxonomic class) have the same color. Datasets naturally cluster to their ground truth groups. (2)
Shows the hierarchy learned through TASK2BOX for a specific class. The hierarchy matches the ground truth relationships based on
biological classification. Orders that belong to class Arachnida are learned as boxes (@, , @) contained by the larger box for
Arachnida; families under each of the orders are learned as smaller boxes contained by the corresponding orders they belong to.

Abstract

Modeling and visualizing relationships between tasks
or datasets is an important step towards solving various
meta-tasks such as dataset discovery, multi-tasking, and
transfer learning. However, many relationships, such as
containment and transferability, are naturally asymmetric
and current approaches for representation and visualiza-
tion (e.g., t-SNE [44]) do not readily support this. We
propose TASK2BOX, an approach to represent tasks us-
ing box embeddings—axis-aligned hyperrectangles in low
dimensional spaces—that can capture asymmetric relation-
ships between them through volumetric overlaps. We show
that TASK2BOX accurately predicts unseen hierarchical
relationships between nodes in ImageNet and iNaturalist
datasets, as well as transferability between tasks in the
Taskonomy benchmark. We also show that box embed-
dings estimated from task representations (e.g., CLIP [36],
Task2Vec [4], or attribute based [15]) can be used to pre-
dict relationships between unseen tasks more accurately
than classifiers trained on the same representations, as well
as handcrafted asymmetric distances (e.g., KL divergence).

This suggests that low-dimensional box embeddings can
effectively capture these task relationships and have the
added advantage of being interpretable. We use the ap-
proach to visualize relationships among publicly available
image classification datasets on popular dataset hosting
platform called Hugging Face.

1. Introduction

The success of deep learning has led to the proliferation of
datasets for solving a wide range of computer vision prob-
lems. Yet, there are few tools available to enable practition-
ers to find datasets related to the task at hand, and to solve
various meta-tasks related to it. We present TASK2BOX, a
method to represent tasks using axis-aligned hyperrectan-
gles (or box embeddings). TASK2BOX is framed as a learn-
able mapping from dataset representation to boxes, and can
be trained to predict various relationships between novel
tasks such as transferability, hierarchy, and overlap.

Box embeddings [48] extend order embeddings [46] by
using volumetric relationships between axis-aligned hyper-
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rectangles to encode pairwise relationships. Prior work in
natural language processing has utilized box embeddings to
represent the WordNet [30] hierarchy and to model condi-
tional distributions. To model relationships between novel
datasets, we develop a technique to map from Euclidean
representations of datasets into the space of boxes. We ex-
plore simple image and label embedding from large vision-
language models such as CLIP [36], TASK2VEC [4], and
attribute-based vectors [15] as base representations of tasks.

We test our framework to model asymmetric relation-
ships between nodes in iNaturalist [45] and Caltech-UCSD
Birds (CUB) [50] and ImageNet [1 1] datasets, as well as to
predict transferability on the Taskonomy benchmark [52].
Table 1 and 2 show that low-dimensional box embeddings
accurately predict novel relationships between datasets seen
during training, as well as relationships with novel datasets.
Remarkably, TASK2BOX outperforms classifiers trained to
directly predict the relationships on the same representa-
tions, suggesting that the box embedding provides a strong
inductive bias for learning hierarchical relationships. We
also outperform simple asymmetric distances proposed in
prior work such as Kullback-Leibler (KL) divergence [4].
To model the heterogeneous tasks in the Taskonomy bench-
mark [52] we map each task to a set of attributes from which
a box embedding is learned. Once again, we obtain signif-
icantly higher correlation between the true and predicted
transferability for both existing and novel datasets com-
pared to standard classifiers (Table 3). Such attribute-based
representations can be readily derived from datasheets [15]
and modelcards [31].

Finally, the low-dimensional box embeddings have the
added advantage of being interpretable. Fig. |1 and Fig. 3
show relationships on the iNaturalist+CUB and ImageNet
categories, respectively. The 2D box representation allows
us to readily visualize the strength and direction of task
relationships based on the overlapping volumes, which is
not possible using symmetric distances with Euclidean rep-
resentations (e.g., t-SNE [44]). At the same time, new
datasets can be embedded in constant time without needing
to retrain or re-optimize. Fig. 5 uses TASK2BOX to visual-
ize relationships among 131 publicly available datasets on
Hugging Face [1], a popular platform for hosting datasets.
Our main contributions are as follows:

* We introduce a novel method (TASK2B0X) that uses box
embeddings to learn asymmetric (e.g., hierarchical, trans-
fer learning) dataset relationships.

* We demonstrate that TASK2BOX can predict the relation-
ships of new tasks with a collection of existing tasks.

* We illustrate the interpretability of our model, and the
ability to visualize public classification datasets on Hug-
ging Face.

The code for this project is publicly available at https:

//github.com/cvl-umass/task2box.

2. Related Work

Task Representations. Given a dataset D s
consisting of images X and labels Y, arange of
approaches have been proposed for dataset representation.
The most straightforward approach involves modeling the
distribution of either the images or the labels within the
dataset independently, using embeddings referred to in prior
work as “domain” and “label” embeddings [4]. To capture
the joint dependency between images and labels, [4] pro-
posed the use of the Fisher Information Matrix (FIM) de-
rived from a “probe network” trained to minimize a loss
function over the dataset [22, 25, 35]. This approach
leverages the similarity of FIMs to predict task transferabil-
ity and for model selection. However, the utility of the FIM
critically depends on the choice of the probe network and a
pre-defined similarity may not accurately represent the var-
ious relationships between datasets.

We also investigate the use of vision-language mod-
els (VLMs) such as CLIP [36]. This model, trained on
a wide range of visual domains, can generalize to tasks
involving vision and language data. CLIP features have
been effective for image classification [3, 9], semantic
segmentation [18, 24, 26], object detection [16, 47, 51],
and even closing domain gaps for performance improve-
ment [23, 53]. Both images X and labels Y repre-
sented as text, can be mapped into a shared space using the
vision encoder ( ) and text encoder ( ) of CLIP, allowing
us to model the dataset as a set of image and label embed-
dings ( ) .

We compare FIMs with representations derived from
CLIP as base representations for tasks and learn box
embeddings to model a variety of relations among tasks.

Task Relations in Computer Vision. Understanding the
relationships between tasks can lead to efficient solutions
to new tasks. Previous work has measured task similarity
by using model gradients [14] or based on their learned
features [21] for grouping tasks for efficient multi-tasking.
Similarly, predicting which pre-trained models will gen-
eralize the best on a new dataset could streamline model
selection. Taskonomy [52] investigates transfer learning
across vision tasks, varying from segmentation to pose
estimation, by computing pairwise transfer distances or
task affinities. These affinities are calculated by evaluating
the extent to which a model trained on a source task
generalizes to a target task [13, 42], though this process is
computationally expensive.

Dataset Visualization. Low-dimensional Euclidean em-
beddings derived from UMAP [28], t-SNE [44], and
LargeVis [43] are widely used to visualize relationships be-
tween datasets. They have been shown to successfully re-
cover clusters of various data modalities by preserving the
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relationship of each data point with its neighbors [4, 5, 40].
In low-dimension space, relationships with other data points
are defined by their Euclidean distances. However, these are
commonly used to represent symmetric relations.
Visualizations using tidy trees [27], circle packing [49],
or cone frees [29] organize asymmetric relations as tree-
structured hierarchies in low dimension. However, cyclic
data relationships cannot be properly represented for these
methods (e.g., when a node has two or more parents).

Asymmetric Distances over Datasets. Kullback-Leibler
(KL) divergence between image or label distributions pro-
vides a natural way to represent asymmetric distances be-
tween datasets. TASK2ZVEC [4] computes the similarity
between two tasks (e.g., cosine distance), and introduces
asymmetry by using the complexity of the first task as a ref-
erence. The complexity is measured by the similarity of the
task embedding to a “irivial embedding™ (embedding of a
task that is easy or has no examples).

Order embeddings on images were first proposed in [46]
to capture tree-structured relationships. Given an dataset of
P = (u,v) drawn from an partially ordered set (X, <{x ),
they frame the problem as learning a mapping f : (X, =x
) = (Y, =y ) that is order preserving, e, u =y v <+
flu) =y f(v). The eserved product order was used for
=y, le,r £y <= 1; > y,vi. Box embeddings [£]
generalized this framework by representing points as axis-
aligned hyper-rectangles and using volumetric relationships
(e.g., intersection over union) to represent asymmetric rela-
tions. They used the framework to model conditional distri-
butions and hypernymy relations (e.g., dog “is 2" mammal)
on the WordMet graph [2, 19, 33, 38, 48]

Hyperbolic spaces provide yet another way to model
asymmetric relationships. Examples include the Poincare
disk model which uses hyperbolic cosine (cosh) to mea-
sure distance between points in a disk. Poincare embed-
dings have been similarly used to represent WordNet hierar-
chies [32] and other relations in general graphs. Hyperbolic
representations have also been proposed for representing
images for efficient zero-shot learning given a taxonomic
structure of the labels [27].

To the best of our knowledge, no prior work has explored
the use of these spaces for representing entire datasets and
their effectiveness in capturing various task relationships.
We adopt box embeddings in this work due to the effective-
ness over alternatives in previous work [2, 6, 34, 38], ease
of visualization, as well as due to open-source libraries for
robust learning. However, instead of learning box embed-
dings directly, we learn mappings from task representations.

3. TASK2BOX Framework

We define the problem as follows: given a collection
of datasets {I,Da,..., Dy}, and an asymmetric rela-

tionship given the pairwise relationship between datasets
d(D;,D,;) € [0,1], we aim to encode each dataset into
a low-dimension space that preserves the relationships be-
tween datasets and is interpretable.

To achieve this, we propose using box embeddings for
encoding each of the datasets. This process involves two
main steps: (1) deriving the base representation e of each
dataset, and (2) leaming a model fy : e — =z, where
z € R?** represents a k-dimensional axis-aligned hyper-
rectangle (ie., box), denoted by its lower left and upper
right coordinates. These steps are detailed further below.

3.1. Base Task Representations

Each dataset 7' = {(xq, )}~ is defined as a collection
of pairs of images =, £ A and labels y, € V. For obtaining
a base embedding e for each dataset, we utilize methods
such as CLIP [36, 41], TASK2ZVEC [4], or attribute-based

approaches [ 15].

CLIF. Using a pre-trained CLIP model [7, 20, 36, 41], we
compute the mean and variance of the individual sample
embeddings within each dataset. For each data sample,
the image embedding is concatenated with the label em-
bedding, the latter generated from text prompts (e.g., “A
photo of [CL5]"). This concatenation models the joint dis-
tribution of images and labels. Eq. 1 and 2 detail how the
mean and variance embeddings are derived, where [z, 7] rep-
resents the concatenation of vectors i and j, ¢ is the vision
encoder, and v is the text encoder. The covariance is ap-
proximated as diagonal for tractability.

N

pertp = = (B0, by M
i=1

L
TEnip = N > ([é(xe), ¥(ye)] — perre)® (@)

i=1

The base representation is defined as e := pcpp € R?08
or e = [pgup,c%up] c RIS A ViT-H/14 [12]
pretrained on LATION-2B [41] was used to extract the
embeddings.

TASK2VEC [4] encodes a dataset using the approximate
Fisher Information Matrix (FIM) of a network trained on
the given dataset. The FIM represents the importance of pa-
rameters in the feature extractor by perturbing the weights
of a given probe network with Gaussian noise A"(0, A). The
precision matrix A is estimated to be close to an isotropic
prior A (1, A%I') while having a good expected error. Eq. 3
is minimized to find A where H is the cross entropy loss,
1 are the weights of the network, 3 is the magnitude of the
prior, r € A,and y € V.
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L1 A) = By oz ny [Hp., pp(ylz)]+
BKL(N(0,A)IN(0,X°D)) (3)

The matrix A provides an estimate of the FIM and
is approximated as a diagonal matrix. The diagonal
components are used as a base representation of a dataset
(e := FIM € R'"™) ResNet-34 [17] pretrained on
ImageNet [11] is used as the probe network for all datasets.

Attribute-based. A task can be characterized by a set of ¢
binary attributes [15] represented as a vector of dimension
t. Some of the atiributes explored for representing tasks are:
(1) Is the task penerative? (2) Is the task output in 2D7? (3)
Does the task involve camera pose estimation? Taking these
3 characteristics, for example, we can represent a 2D segp-
mentation task as the vector e = [0, 1, 0] as a discriminative
21D task that does not need camera poses.

Tasks in Taskonomy [52] involving multiple modalities
benefit from this attribute-based representation due to its
model independence. This approach also enables general-
ization to unseen tasks by identifying the presence or ab-
sence of various characteristics. Each vision task in Taskon-
omy is represented with 15 attributes, resulting in vectors
e € R'®. The full list of attributes is in Appendix ??.

3.2, Learning Box Embeddings

From a base task representation <, we learn the parameters
# of a model fg : e — =z that preserves the asymmetric sim-
ilarity function d(D;, D;) between any two datasets D, and
D;. In Eq. 4, the learning objective is shown where Lx is a
loss function (mean squared error), £p is a distance func-
tion, £ is a regularization term, and A is a hyperparameter.
The embeddings z;, z; € R?*¥ represent the coordinates of
the lower left and the upper right corners of the respective k
dimemsional boxes, with fa(e;) = 2 and fal(e;) = ;.

b = arg:‘:l:.in > (Le (d(Dy, Dy), dpoz (21,25))
1]
+MALp (z,2) + Lr) (4)

The asymmetric relationship between box embeddings,
denoted as dpor (24, z4), 1s computed in Eq. 5 by calculating
the volume of the intersection between z; and z;, normal-
ized by the volume of z,. For =, to be fully contained inside
g (.Z’; C Zj),, is it ]'Bql.lirﬂd that d.g.m-{zi,zj:l = 1. Con-
versely, for z; to only partially contain =y, dpor (25, z:) must
fall within the range (0, 1). Fig. 2 illustrates this through
a 2-dimensional example, where z; represents the box em-
bedding for Canidae, and z- for Mammalia.

O Mamenalia
O Canidas
[ Amghibia

T 2w Demi 2
™

1

O [
Taskc2 Box Dém 1

Figure 2. Task2lBox Embeddings in 2D for Mammalia,
Canidae, and Amphibia Datasets from iNaturalist. Each em-
bedding represents the coordinates of the lower left and upper right

corners of each box/rectangle. Since Canidae (1) is a proper sub-
set of Mammalia (z2): dpee(z1,22) = 1 and dpgpiz2,21) = 0.1

VGI(Z{ m Z’j}
vol(z;)

Lp is applied to datasets where d(D;, ;) = 0 such that
the Euclidean distance between the center coordinates of =z
and z; is minimized when starting from a non-overlapping
state. This allows non-overlapping embeddings to move
closer to each other, complementing g to learn relation-
ships. £g encourages solutions with regular-shaped boxes
for better interpretability. The formulation of £y, given in
Eqg. 6, applies to a k-dimensional box embedding =;, where
s, represents the size of the a-th dimension (for example,
width), and «, 5 are hyperparameters. To prevent the triv-
ial solution of minimizing box volume to zero, the inverse
of the box volume is included. It’s crucial to normalize the
terms with respect to the embedding dimension, as the first
and second terms scale quadratically and exponentially with
dimension increase, respectively.

(5)

dbﬂ {2’1_.. Z’jj =

k k
Lp= (,%Z > |5n—5bl) + B (vol(z)) /" (6)

a=1pb=a+1

The architecture of f consists of three fully-connected
layers followed by two linear heads: one predicts a k-
dimensional lower-left coordinate, and the other predicts the
k-dimensional sizes of each box dimension.

4. Experiments

We consider the following goals to evaluate the capability

of TAsK2BOX to represent datasets:

1. Given a collection of existing datasets T and a subset
of pairwise relationships : can the model generalize on
unseen relationships R’ within Dg where R’ n'R = @7

2. Given a collection of novel datasets Ty not seen during
training: can the model accurately identify the relation-
ships with the existing datasets Dy ?
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iNaturalist + CUB

Existing Datasets Novel Datasets

Method FIM FIM
TASK2BOX (2D) 69.23% 67.84% 39.61% | 50.07% 39.66% 10.06%
TASK2Box (3D) 79.66% 79.35% 57.63% | 70.04% 64.53% 20.65%
TASK2BOX (5D) 84.67% 82.41% 79.72% | 73.79% 72.11% 34.88%
MLP Classifier 45.25% 61.45% 26.34% | 39.06% 44.54% 19.90%
Linear Classifier 4.40% 3.11% 7.06% 4.77% 5.87% 15.92%
KL Divergence - 6.58% 7.94% - 5.90% 0.00%
Asymmetric Cosine 9.29% 11.54% 2.83% 1.47% 1.47% 1.47%
Asymmetric Euclidean 1.71% 1.71% 8.53% 1.47% 1.47% 1.91%
Random 2.06% \ 1.49%

Table 1. Average F1 Score for Predicting Hierarchical Relationships on iNaturalist + CUB Dataset. For all feature types, TASK2B0OX
outperforms other methods by more than 20% on existing datasets and more than 10% on novel datasets. The best-performing model is in
bold, and the second-best is underlined. Results on Novel Datasets demonstrate that our model can generalize beyond the seen tasks it has
previously seen. The dimensions such as 2D, 3D, and 5D refer to different box dimensionalities. Results using KL divergence for

are not shown since it is not a distribution.

The goals are evaluated through two experimental setups,
demonstrating our model’s ability to predict various types
of relationships. The configurations, and their correspond-
ing datasets, relationships, and metrics, are detailed below.
Baseline methods for performance comparison are also re-
viewed. Implementation details are in the Appendix.

4.1. Experimental Setup
4.1.1 Hierarchical Task Relationships

We use a combination of iNaturalist [45] and Caltech-
UCSD Birds (CUB) [50], and instrument-related classes
in ImageNet [11] to evaluate the ability of TASK2BOX to
represent hierarchical relationships. The first two are com-
posed of images of various species, and the third is com-
posed of images of various objects. The classes naturally
follow a hierarchical form based on biological classification
(taxonomy of iNaturalist+CUB species), and on semantic
relations (hypernymy of objects in ImageNet).
Datasets. For iNaturalist+CUB, the datasets are defined as
the classes, the orders, and the families in the taxonomy
that contain a significant number of samples per dataset as
in [4]. There are 47 classes, 202 orders, and 589 families
for a total of 838 datasets. For ImageNet, the instrument-
related objects were processed using WordNet [30] to obtain
hierarchical information between classes. This resulted in
131 datasets for training and evaluation.
Dataset Relationships. For any two datasets, their relation-
ship is capturedas D D ,where D D

if and only if D D,and D D other-
wise. Fig. 2 provides an example: Canidae (D ) is a family
within the class Mammalia (D ); thus, D D and

D D . Meanwhile, Amphibia (D ) is unrelated to
either dataset, resultingin D D

Evaluation Metrics. We evaluate the ability of the model
to classify the presence of containment relationships be-
tween datasets using the F1 score due to the imbalance
between positive and negative relationships. To obtain F1
score, precision and recall are first calculated. Precision
is computed as the ratio of true positive pairs predicted to
the total number of positive predictions. Recall is the ra-
tio of true positive pairs predicted to the total number of
true positive pairs. F1 score is then reported as the har-
monic mean between the precision and recall. These cal-
culations are done on both (1) the unseen relationships R
within existing datasets D and (2) the relationships be-
tween novel datasets D  and existing datasets D . For the
latter, we evaluate the relationships in both directions, i.e.,
D D D D D D D D

4.1.2 Transfer Learning Between Datasets

The Taskonomy [52] benchmark is used to evaluate the abil-
ity of TASK2BOX to predict task affinities.

Datasets. Taskonomy defines a set of 25 visual tasks with
corresponding pairwise task affinities. These tasks range
from object detection, semantic segmentation, pose estima-
tion, and more. We treat each visual task as a dataset. The
tasks are described in Appendix ??.

Dataset Relationships. In contrast to the containment rela-
tionship defined in § 4.1.1, Taskonomy quantifies relation-
ships with task affinity measured by the performance gain
achieved by transfer learning from a source dataset D to
a target dataset D . The values are computed using Ana-
lytic Hierarchy Process [39, 52]. Dataset relationships are
computed and normalized based on an ordinal approach and
determined by the percentage of images that transfer well to
a target task given a set of source tasks as detailed in [52].
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ImageNet

Method Existing Datasets Novel Datasets
poLip  [p, o oLre FIM poLre g0 oL FIM

Task2Box (2D) 62.72% 63.33% 31.32% | 47.76% 48.35% 9. 46%
Task2Box (30) £3.12% BLT9% SE.16% | Ti.06% 66.48% 24.70%
Task2Box (50) 00.58% BRA8% 64.91% | T6.95% T8.84% 37.39%
MLP Classifier 54.206% 60.43% 44.85% | 62.24% 64.56% 41.22%
Linear Classifier 0.84% 8.33% 25.46% | 11.89% 11.87% 22.098%
KL - 5.53% 0.90% - 10.41% 00045
Asymmetric Cosine 4.28% 4.28% 6.92% 4.52% 4.52% 00045
Asymmetric Euclidean | 3.73% 373% T.16% 4.52% 4.52% 4.73%
Random | 3.64% | 5.026

Table 2. Average F1 Score for Predicting Hierarchical Relationships on ImageMNet Instruments. TASK2B0OX is shown to generalize
well on both predicting relationships between existing datasets (Existing Datasets), and predicting box embeddings of new datasets and

their elationships with existing datasets (Novel Datasets).

For a pair of datasets (T, T;), the task affinity is defined as
d(Dy, D;) € [0,1]. The higher the task affinity to a target
dataset I; from a source dataset T;, then d(T;, ;) gets
closer to 1, where a value of 1 would show D; C D;.
Evaluation Metrics. We evaluate the prediction of the
model based on the Spearman correlation between the
ground truth task affinity values, and the predicted values
based on the box distances in Eq. 5. Similar to § 4.1.1,
we evaluate on both (1) unseen relationships R’ for exist-
ing datasets, and (2} on relationships between unseen novel
datasets T and existing datasets D'g.

4.2. Baseline Methods

We compare the performance of TASK2BoOX with alter-
native models and simple asymmeiric distances proposed
in prior work. For hierarchical relationships, given two
datasets D,, D;, the models predict d(D;, D;)  {0,1}. For
task affinity, the models predict d(D,,D;) € [0,1]. The
structure for the various methods are discussed below.
Linear Model. A linear model is trained to predict the re-
lationship value between two datasets. The input is the con-
catenation of the base representation e for the two datasets.
MLP Model. A 4-layer MLP is used instead for prediction
on the same inputs as the linear model.

KL Divergence. Each dataset is treated as a multivariate
(Gaussian using the mean and variance of the image and
label features (CLIP) or directly as the FIM. The optimal
threshold ¢ is selected for the minimum distance between
two dataset distributions KL(T%||D;) < ¢ for a prediction
of d(D;, Dy) = 1, and d(Dy, D;) = 0 otherwise. The F1
Score (hierarchical) or the correlation (task affinity) is the
objective for selecting ¢ on the train set.

Asymmetric Cosine Similarity. The cosine similarity d,.,
is a symmetric measure between two embeddings e;, e;. An
asymmetric variant was proposed in [4] and shown in Eq. 7

O dewde O mupment [ covepancs [ talery
= = [ 3 sypatam

]

D:ﬂ:i::i

%
EE:P-

Figure 3. Visualization of Instrument-related Datasets in Ima-
geNet. Datasets that belong to the same superset are shaded in the
same color. TASK2ZBOX learns the hierarchy of various groups,
and clusters similar datasets closer.

=
-

by considering the similarity of e; and e; relative to the
complexity of e;. The complexity of is measured as the dis-
tance to the trivial embedding e,, and « is a hyperparameter.

dr:la'y'm{f-hﬂj} = deas {e;,ej} — edegslEy, €0) (7

An optimal threshold ¢ is found on the train set where
dasym(er,e5) < t results to a prediction d(D,, D;) = 1.
The same threshold ¢ is used for test set evaluation.
Asymmeiric Euclidean Similarity. The asymmetric sim-
ilarity is computed as in Eq. 7 but uses the Euclidean dis-
tance instead of cosine.

Random. The probability of containment (for hierarchical)
or the value of the task affinity is uniformly random.

5. Results and Discussion

5.1. Hierarchical Relationships

Tables 1 and 2 present the average F1 score for predict-
ing hierarchical relationships on iNaturalist+CUB and Ima-



geNet datasets. Various methods of extracting dataset em-
beddings were evaluated. TASK2BOX outperforms base-
line methods, indicating that TASK2BOX can both general-
ize across unseen relationships (Existing Datasets), and to
accurately represent relationships with existing datasets for
unseen datasets (Novel Datasets). CLIP features also gen-
eralize better than FIM features, perhaps because the CLIP
multi-modal embedding of images and labels was trained
across a broad set of domains[36]. However, while CLIP
is confined to image and text modalities, FIM can accom-
modate any modality by adapting the probe network’s last
layer for different prediction tasks.

Beyond predicting relationships, our method allows the
visualization of datasets. Fig. 1 illustrates this for a subset
of datasets in iNaturalist and CUB using TASK2B0OX (2D),
and Fig. 3 for ImageNet. The hierarchical organization of
the datasets is apparent in the TASK2BOX representation —
datasets that contain others appear as larger boxes, while
more specialized datasets are depicted as smaller boxes
neted with borader, more general dataset boxes. However,
while 2D visualization offers insights, the flat surface may
restrict the representation of complex relationships. Repre-
sentations in higher dimensions is explored in § 5.4.

5.2. Task Affinity

Table 3 presents the results of task representations in
Taskonomy. Our method show that, even with attribute-
based embeddings, it can learn box embeddings through
relationship supervision between datasets. TASK2BOX is
shown to correlate highly with the ground truth task affini-
ties compared to other methods. Given that only 25 tasks are
available in Taskonomy, with 3 held out of training as novel
datasets, there is a higher uncertainty in predicting unseen
datasets. We expect that performance on novel datasets will
improve with more datasets available during training.

Fig. 4 displays the learned representation with
TASK2BoX (2D). Each subfigure in (a)-(c) represents
a subset of tasks identified as having strong transfer rela-
tionships. TASK2BOX not only identifies but also visually
represents related tasks suitable for fine-tuning. The small
highlighted boxes indicate target tasks, while the larger
enclosing boxes represent source tasks. Although other
tasks may not be proper subsets, the box distance in Eq. 5
provides an estimate for task affinity. A small box distance
between two datasets, , suggests lower transfer
performance from a source task  to a target task

5.3. Visualizing Public Datasets

Apart from predicting both hierarchical relationships and
quantified task affinities, our method can also be used to
visualize public datasets that lack available ground truth
relationships. Using a set of vision tasks from Hugging
Face [1], + TASK2BOX (2D) were utilized to pre-
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Figure 4. Visualization of Tasks in Taskonomy showing Source
Tasks that Transfer Well to Target Tasks (shaded). (a) Jigsaw
and Triplet Fixated Camera Pose estimation are source tasks that
transfer well to Depth estimation. (b) and (c) show different source
tasks (larger boxes) that transfer well to the shaded boxes of De-
noising Autoencoder and Surface Normal, respectively.

Method Existing Da’tasets Novel Data}sets
Spearman’s Spearman’s
TASK2BoOx (2D) 0.85 £ 0.06 0.12 £ 0.21
TAask2Box (3D) 0.93 +0.02 0.48 + 0.24
TASK2BOX (5D) 0.94 + 0.03 0.39 £0.22
MLP 0.88 £ 0.06 031 +£0.18
Linear 0.75 £0.11 0.40 +£0.24
Random | 005£0.14 | 0.15+0.07

Table 3. Spearman Correlation and Standard Deviation be-
tween Predicted and Ground Truth Task Affinities on Taskon-
omy. Our method shows higher correlation with the task affinities
compared to the baseline. Attribute-based embeddings were used.

dict dataset embeddings. A constraint on the box sizes was
added to reflect information about the dataset sizes. Fig. 5
displays the results of TASK2BOX on 131 datasets from
Hugging Face, where similar datasets, such as sentiments
and documents, are shown to overlap. This approach allows
for the analysis and visualization of dataset variations and
similarities even with only samples of images and labels.
Simultaneously, the sizes of various datasets can be visu-
alized as box sizes — with larger datasets containing more
samples depicted as larger boxes. This tool enables com-
puter vision practitioners to see how their datasets compare
with other existing datasets. Beyond visualizing the varia-
tion of available datasets (based on the number of clusters),
it can expedite the process of finding suitable data sources
by examining embedding overlaps.

5.4. Analysis of TAsk2Box

We discuss properties of TASK2B0OX below. Additional in-
sights are also included in Appendix 2?.

Using a Box Prior Improves Performance. While
TASK2BOX was trained with a 3-layer MLP, it achieved sig-
nificantly better performance than the MLP baseline with-
out a box prior. Tables 1, 2, and 3 demonstrate our method
outperforming the baselines. Representing each dataset as
an entity with shape and volume (such as a box), instead
of solely learning relationships from embeddings, proves
effective for generalization on unseen relationships. This
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Figure 5. Visualizing Image Classification Datasets in Hugging Face. The sample data points annotated on the highlighted datasets
show that common tasks overlap with each other (e.g., sentiment classification and document classification datasets). Although labels could
slightly differ between datasets, TASK2BOX can infer the level of similarity and represent it as the amount of overlap. The embedding size

(box area) also shows the number of available data.
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Figure 6. Effect of TASK2B0OX Embedding Dimension on the

Accuracy of Predicting Task Relations. As the dimension in-
creases, the performance generally increases.

improvement could be attributed to the explicit modeling of
relationships through physical shapes, which enforces con-
sistency: if and  has no overlap with , then
having a physical representation ensures that

TASK2BOX can Represent Relations in Varying Dimen-
sions. Fig. 6 illustrates the performance of TASK2BOX as
the box dimension increases. Representing relationships in
two dimensions results in easily interpretable embeddings;
however, modeling complex task relationships could ben-
efit from expansion to higher dimensions. Projecting to
higher dimensions may yield even better performance, as
relationships between datasets become more accurately rep-
resented, given the model’s increased representation capac-
ity. Nonetheless, as the dimensionality further increases,
learning and visualizing the embedding space also becomes
more challenging.

Using Boxes to Represent Tasks Enables Effective Cal-
culations on Embeddings. Boxes offer the advantage of
being closed under intersection, meaning the intersection of
two boxes results in another box, a property not shared by

circles or ellipses. Among region-based embeddings that
utilize geometric objects (e.g., cones, disks, and boxes) to
represent entities, operations involving boxes are the most
straightforward to calculate [10, 38].

6. Conclusion

We present a novel method that learns low-dimensional, in-
terpretable embeddings of various task relationships. With
box representations, we demonstrate that asymmetric rela-
tionships, such as task affinities and hierarchies, can be ac-
curately modeled using various base representations. While
CLIP embeddings have been shown to outperform FIM
when integrated with our model, future work could investi-
gate how CLIP might be adapted to modalities beyond text
and images. Attribute-based features offer a viable alterna-
tive, and can be extracted from from datasheets using natu-
ral language processing techniques.

The distinct properties of TASK2B0X were analyzed, re-
vealing its ability to perform effectively across varying di-
mensions, and to model and visualize overlaps among pub-
lic classification datasets on Hugging Face. This could en-
able computer vision practitioners to assess dataset utility
for a task in hand. Although our model successfully repre-
sents task relationships, it does not incorporate information
about optimal training procedures and model architecture.
Future work could explore the inclusion of additional infor-
mation for a more detailed understanding of the task space.
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