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Abstract

We consider a new problem of selling data to a ma-
chine learner who looks to purchase data to train
his machine learning model. A key challenge in
this setup is that neither the seller nor the machine
learner knows the true quality of data. When de-
signing a revenue-maximizing mechanism, a data
seller faces the tradeoff between the cost and pre-
cision of data quality estimation. To address this
challenge, we study a natural class of mechanisms
that price data via costly signaling. Motivated by
the assumption of i.i.d. data points as in classic
machine learning models, we first consider selling
homogeneous data and derive an optimal selling
mechanism. We then turn to the sale of heteroge-
neous data, motivated by the sale of multiple data
sets, and show that 1) on the negative side, it is
NP-hard to approximate the optimal mechanism
within a constant ratio o5 +o(1); while 2) on the
positive side, there is a %-approximate algorithm,
where k is the number of the machine learner’s
private types.

1. Introduction

Last decade has witnessed rapid advances made in machine
learning (ML), especially the deep learning field (Pouyanfar
et al., 2018). The key factor driving these breakthroughs is
the explosive growth of data over the Internet. Nowadays,
from startups to giant companies like Microsoft and Alibaba,
industries deploy trained ML models to their business oper-
ations and realize that relevant training data of good quality
play a vital role in obtaining good performance of these
models. As data now are becoming increasingly valuable, a
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new type of economy, i.e., data economy, is receiving more
attention (Mehta et al., 2019; Bergemann et al., 2019).

Given the importance of data for machine learning nowa-
days, we take the first step to study a new data selling sce-
nario: a seller (she) sells data to a machine learner (he), i.e.,
a buyer who would like to purchase data to train his ML
model. It is worth pointing out that selling data is a prob-
lem different from selling items in the traditional auction
model, in which items are usually indivisible. As pointed
out by previous works (Agarwal et al., 2019; Babaioff et al.,
2012), several key properties make the sale of data crucially
different from the sale of physical goods:

» Ex ante unverifiable: It is hard to verify beforehand
whether the data is suitable for training an ML model
or not (Agarwal et al., 2019). In practice, even trained
on the same data, two models of different design can
yield different performances. It is typical that the true
performance (i.e., the usefulness of data) of the ML
model can be revealed only after deploying (possibly
some portion of) data into the ML model for training.

* Free duplication: Data can be freely duplicated with
negligible marginal cost. Therefore, once a machine
learner accesses some portion of the data (e.g., to par-
tially verify its quality), the value of these data is im-
mediately lost since the learner can keep a copy of that
portion of data.

Challenges. The above two properties post new chal-
lenges to the mechanism design of selling data to a machine
learner. The ex ante unverifiable property implies that the
usefulness of data (i.e., quality of data) depends on both the
ML model design and the data set (e.g., size, distribution),
which are controlled by the learner and the seller respec-
tively. Therefore, neither the seller nor the learner knows the
true quality of data in advance, due to i) The machine learner
cannot access the seller’s data due to the seller’s concern of
free duplication and thus cannot evaluate the true quality of
data beforehand due to the ex ante unverifiable property; ii)
The data seller cannot access the learner’s model (typically
due to business secrecy) and thus cannot evaluate the quality
of data either. This intriguing situation makes our problem
fundamentally different from the recent line of work on
information selling (Liu et al., 2021; Babaioff et al., 2012;
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Chen et al., 2020; Cai & Velegkas, 2021), in which the seller
is assumed to have access to the state of the nature, i.e., the
quality of the data.

To tackle the above challenges, we employ ideas from sig-
naling (Kamenica & Gentzkow, 2011; Dughmi, 2017), and
propose Data Pricing via Costly Signaling, so that com-
munication is allowed between the seller and the machine
learner. The proposed Pricing via Costly Signaling scheme
consists of two steps:

» Costly signaling step: The seller gives away a subset
of data to the learner for training the model. Both the
seller and buyer then simultaneously learn a prelimi-
nary model accuracy, based on which they can update
their belief about the underlying data quality. We view
this preliminary accuracy as an informative and random
signal of the true data quality. Notably, such informa-
tive signals can only be generated by giving away a
subset of data, which immediately loses its sales value
and thus reduces the available amount of data for sale.
This is why it is costly signaling for the seller.

* Pricing step: Based on the observed preliminary ac-
curacy and the amount of data given away, the seller
prices the remaining data to maximize her revenue.

It is important to note that both parties will be able to ob-
serve preliminary outcome since each party provides essen-
tial components for the training, i.e., the partial data and the
model respectively.

Two key challenges arise in the design of Pricing via Costly
Signaling. Firstly, the critical part of the design is to deter-
mine the subset of data to be shared, which should balance
the loss of sales value and estimation of quality. If the shared
subset reveals a poor accuracy leading to poor estimation
of the quality of data, the machine learner may be reluc-
tant to pay a high price. If the shared subset reveals a high
accuracy, the seller will suffer a severe loss of sales value
leading to low revenue. Secondly, solving the Pricing via
Costly Signaling scheme turns out to be quite challenging.
Although we make use of the concept of signaling, the sig-
naling scheme in our setup is different from previous ones
in a crucial way. Traditional signaling schemes allow the
sender to design signals arbitrarily correlated with the state
of nature. Such signaling schemes are “smooth” so that
they form a polytope conveniently characterized by linear
constraints. However, in our proposed scheme, the seller
cannot reveal arbitrary signals but instead is constrained to
only give away a subset of data for sharing. This gives rise
to a combinatorial signaling space with exponentially many
choices because different subsets may introduce a differ-
ent distribution from which the signal (i.e., the preliminary
accuracy) is sampled.

Results and Techniques. We consider the problem under
two different situations: homogeneous data and heteroge-
neous data. On one hand, the reason for considering ho-
mogeneous data is that in typical ML models, data points
are usually assumed to be independent and identically dis-
tributed (i.i.d.) (Bishop, 2006). On the other hand, the sale
of heterogeneous data is motivated by selling multiple dif-
ferent data sets, each viewed as a data “point”. For instance,
in a typical ML setting, features of data are heterogeneous
since each feature describes one aspect of data and contains
different amount of information. Therefore, the problem
of selling features can be viewed as a problem of selling
heterogeneous data.

In the case of homogeneous data, we assume that the
model’s performance (i.e., accuracy) depends on both the
quality and the quantity of data. After sharing some amount
of data, the optimal price for the remaining data is deter-
mined by a posted price mechanism, in which the price
is dependent on the machine learner’s private type. Inter-
estingly, we observe that when the valuation function has
certain separable forms, the optimal mechanism is to sell
the entire data set without the need of costly signaling at
the first. The key insight revealed in our proof is that with
separable-form valuation functions, the effects of the pri-
vate type and the quantity of data on the revenue can be
“decoupled”, leading to a more tractable design problem. In
addition, we study the mechanism design for the case where
the two parties may hold different prior beliefs over the
quality, due to different perceptions about the data quality
before the trade. We show a revenue smoothness type of
result with respect to the prior difference; that is, even the
seller may mis-perceive the learner’s true prior belief, her
revenue will not suffer much as long as their priors do not
differ much.

Next, we move to the problem of selling heterogeneous
data (e.g., the sales of features). This deviation from the
homogeneous case turns out to lead to a much more diffi-
cult optimization task. Specifically, while the homogeneous
case is polynomial solvable, we prove that it is NP-hard to
obtain a T, + o(1) approximation for the heterogeneous
case. Our proof is through a reduction from an interesting
and novel combinatorial problem, which we coined as Col-
umn Subset Selection and may be of independent interest.
Finally, we can obtain a simple approximation algorithm for
this problem which directly sells the entire dataset without
communications, whose approximation ratio depends on the
number of the learner’s private types.

Related Works. The two recent works most relevant to
ours are the data marketplace design (Agarwal et al., 2019)
and the model-based pricing (Chen et al., 2019) for ML
models. (Agarwal et al., 2019) designed a data marketplace
where multiple sellers supply data for sale and multiple
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buyers come with their own ML models dynamically. (Chen
et al., 2019) proposed a model-based pricing market where a
trained ML model is sold, depending on the buyer’s interest.
Both of them assume that the marketplace or the seller
can access both the ML model and data. However, in our
model, the seller does not know the ML model and has
to offer a small amount of data at some cost to the buyer
in order to learn the buyer’s ML model properties. Our
work is also related to the sale of information, which can
be partially revealed through signaling schemes. As far as
we know, (Babaioff et al., 2012) is the first to study this
problem computationally, followed by a series of recent
works (Chen et al., 2020; Liu et al., 2021; Cai & Velegkas,
2021). Within this line of research, the most relevant to
ours is (Zheng & Chen, 2021); they also consider a two-
round mechanism, which reveals some partial information
for free first to change the buyer’s belief and then sell all
the information at some price. The key difference between
our work and this literature of selling information is that
the way our seller can signal information is significantly
and realistically constrained — the seller in our model can
only reveal a subset of data points to signal the quality
of the data. A few other works examines issues such as
buyer externalities on data marketplaces (Mehta et al., 2019;
Agarwal et al., 2020). Such externality does not present in
our basic model since we consider the sale of data to only
one machine learner. Finally, our research is also related to
signaling, also known as persuasion or information design
(Kamenica & Gentzkow, 2011; Dughmi & Xu, 2019; 2017),
during which the sender sends a signal to receivers in order
to influence receivers’ decisions.

2. Preliminaries

In this paper, we assume that there is a monopoly seller
who privately holds a data set D for sale, and a machine
learner who would like to purchase D to train his private
ML model. As we discussed in Section 1, the usefulness
of data, measured with the quality of data q, is known to
neither the seller nor the machine learner at the beginning of
sales process, i.e., no one knows more than the other about
q. Hence, following the standard assumption in information
design (Kamenica & Gentzkow, 2011; Dughmi, 2017), we
assume that the seller and the learner share the same prior
belief 11(q), which is commonly known. This is reasonable
because in practice, the seller and the machine learner may
use publicly available resources (e.g., public available ML
models on the Internet for similar task and the description
of the dataset) to estimate the ¢. Later in Section 3.2, we
will look at the robust mechanism design where two parties
may privately hold different prior beliefs.

Throughout the paper, we use D to represent a set of “data
point”s for sale. The reader may also interpret each data
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Figure 1. The whole selling process.

point D as a set of data or a feature. The whole selling
process is depicted in Figure 1. Firstly, to persuade the
machine learner to pay higher price to purchase and get a
better estimation of data quality g, the seller shares with
the learner a subset of the data points for free trial. We
denote this subset of data points as 7 C D. With the set
T of data points provided, the machine learner can train
his ML model which then outputs a preliminary model
accuracy 7, that can be simultaneously observed by the
two parties. Importantly, to observe the model accuracy
and consequently the learner’s utility, the seller does not
need to know the learner’s model details but only needs to
observe the predictions on the testing data which typically
is public. It is natural to assume that the seller has the right
to observe these predictions, which are all she needs to
calculate the preliminary accuracy r,. After that, the seller
posts a price p,., 7 for the remainder of the data. Depending
on the subset 7 shared and the observed accuracy 7, the
price p, 7 varies. Conditioning on the posted price p,_ 7,
the machine learner determines whether to pay the price to
purchase the remainder of data or decline the offer.

(Lei et al., 2019) shows that the model accuracy depends on
the design of the neural network (i.e., the ML model) and
the training data (e.g., the size of training set or the match-
ing degree between distributions of training and testing set),
both of which are captured by our defined ¢q. We abstract
such correlation and assume there exists a commonly known
distribution A(r|q, T') for accuracy r depending on the data
quality ¢ and the set 7 of data points. In the homogeneous
case where two sets are considered the same as long as they
contains the same number of data points, there are only
a polynomial number of different distributions A(r|q, T)
because D has a polynomial number of data points. How-
ever, in the heterogeneous case, the exponential number
of choices of subset 7 may lead to exponential number of
different distributions. We assume A\(r = 0|q,0) = 1 if
T = (. q is discrete and finite.

The machine learner has a commonly known non-negative
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valuation function u(r, b) dependent on both the model’s
accuracy 7 and his private type b. The private type b abstracts
the private information the learner holds, e.g., the unit price
that he would pay for one percent accuracy. We assume
b is discrete and finite, and follows a commonly known
distribution ¢ (b). u(r, b) is non-decreasing in r and b. We
assume Vb, u(0,b) = 0 if accuracy r = 0.

After observing accuracy rg, the seller and the learner update
the estimation of ¢ with Bayes rule

__Alrsle Tula)
2oy Mrslas Tpla)

Given the whole set of data points D for training, the model
accuracy Ty, is inferred by > A(rmlq, D)Pr (g|rs,T).
Then the learner’s expected utility obtained from the whole
set D, given the private type b, is computed as

Pr (q|rs,T)

)

E[u(rm, b)|rs, T, D]
=" u(rm,b) > AMrmlg, D)Pr (qlrs, 7). @

Tm q

After sharing set 7 of data points, the seller will imme-
diately lose some amount of sales value, due to the free
duplication property. The remaining utility is computed as

G(rs, T,b) = Elu(rm, b)[rs, T, D] — u(rs,b).  (3)

The learner pays the price to purchase only if his expected
remaining utility G(rs, T, b) is larger than the posted price
pr, 7 This can be formulated as a posted price mechanism.
Hence, the expected revenue of the seller is computed as

S P (TS eb) o GO T H) 2P}y @)
Ts b

where Pr (r5|7) is the seller’s belief of observing accu-
racy r, after sharing set 7 with the learner, computed as
Pr (rs|T) = >_, A(rsla, T)u(q) and 1{-} is an indicator
function. For convenience, the accuracy r, rs and 7, are
assumed to be discrete.! We refer the reader to Appendix K
for a summary of notations.

To maximize her revenue formulated in (4), the seller needs
to determine which set 7 of data points to be shared and
the corresponding price menu {p,, 7 }»,. Note that when
T =, (4) computes the revenue of selling the entire dataset
without sharing any data (i.e., without costly signaling). The
formulations of the seller’s revenue for the homogeneous
data case and the heterogeneous data case only differ in the
realizations of distribution A(r|g, 7°), however, leading to
two completely different problems.

! Accuracy values are naturally discrete any way since a learner
can only evaluate the accuracy on a discrete data set (e.g., with
size n) which can only lead to discrete accuracy estimation of the
form £ for some integer k.

3. Pricing Homogeneous Data

In this section, we present the details of mechanism design
for pricing homogeneous data. The homogeneity assump-
tion assumes data points are i.i.d., which means that each
data point contributes equally to the performance of the ML
model. Therefore, the model accuracy distribution is then
realized as

A(rlg, T) = A(rlg, 1), (5)
where ¢ denotes the shared quantity of data which is com-
puted as t = %. By definition, we can see that ¢ is finite
and discrete and 0 < ¢ < 1. Sharing larger quantity of data
may lead to more accurate estimate of ¢ but at the same time,
larger loss of sales value. Thus, the objective of mechanism
design is to find an optimal quantity of data ¢* such that the
revenue is maximized while losing as little as possible sales
value caused by sharing data. Note that though A(r|q,t)
should be modeled carefully in practice, our results hold
generally and are oblivious to its choice.

In the following, we divide the discussion into two parts:
Section 3.1 considers the case where the seller and the ma-
chine learner have the common prior beliefs over ¢, i.e.,
u(q). Afterwards, we will consider a harder case where
the prior beliefs of two parties may differ. We include the
discussion of this case in Section 3.2 and consider the robust
mechanism design problem.

3.1. Mechanism Design for the Common Prior Case

We use the model accuracy distribution defined in (5) to
realize the general model in Section 2. Specifically, the
remaining utility defined in (3) becomes

G(TS, t, b) = ]E[u(rmv b)|7”s, t] - U(TS, b), (6)

where the learner’s expected utility is E[u(r,, b)|rs, t] =
>, W(rm, ) D2, A(rm|g, 1)Pr (g|rs,t). Then, we com-
pute the seller’s expected revenue similarly as in (4)

S Pr () > 0(0) - pra 1{Glrat6) 2 pra o ()
Ts b

where Pr (rg[t) = >, A(rs|g,t)p(q). To maximize the
revenue, the seller needs to determine the optimal quantity
of data t* and the price menu {p,, ;- },,. Because ¢ and
rs are discrete and finite, the optimal mechanism can be
computed by enumeration (see Appendix B).

Before moving forward, we define a quantity RP(t) as
below

RP(t) = max Pr (rst)

{Prs ‘t}rs re
) pros - {EL(rm, b7, t] = pros ).
b
®)
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Compared with (7), the formulation of RP(¢) removes the
sales value loss term u(rs,b) within the indicator func-
tion. In another word, RP (t) assumes sharing partial data
helps with the estimation of ¢ but causes no loss of sales
value. Hence, R (t) can be naturally considered as an up-
per bound of the seller’s revenue when she shares ¢ quantity
of data.

The seller may want to quickly get a sense of whether she
can make profit from this trade before enumerating ¢ and
p to maximize (7). Thus, it is very natural to ask these
two questions: 1) Is it always profitable to share data?
2) Under what conditions will sharing data be profitable?
Surprisingly, we find that 1) in some cases, it is optimal for
the seller to sell the entire dataset directly (Theorem 3.1),
and 2) the seller probably makes more revenue from sharing
data if more training data gives better performance and the
learner has rather small valuation for low-accuracy model.
Next, we answer these two questions separately.

First Question. One kind of widely-used valuation func-
tions is linear function, e.g., u(r,b) = r x b which can be
interpreted as that the buyer would pay b for 1 unit model
accuracy and r x b for accuracy r in total. We say such a
linear function u(r,b) = r X b has a separable form. Sep-
arability means that a function can be divided into several
parts, where each part depends only on one variable. We
give the formal definition below.

Definition 3.1 (Separable valuation functions.) The val-
uation function u(r,b) is said to be multiplicatively [ad-
ditively] separable if it has the form u(r,b) = f(b)h(r)
[u(r,b) = f(b) + h(r)] where f(b) and h(r) are any two
functions of b and r respectively.

In the following, Theorem 3.1 shows that if the valuation
function u(r, b) has certain separable forms, sharing data
with the machine learner is not profitable to the seller.

Theorem 3.1 If valuation function u(r,b) is multiplica-
tively separable, then the best strategy for the seller is to sell
the entire dataset directly without sharing any data. It also
holds for additively separable function if A(0|g,t > 0) = 0.

Note that the condition A(0|g,t > 0) = 0 ensures that train-
ing on the shared data surely returns a positive preliminary
accuracy, i.e., both parties will not observe accuracy rs = 0.
Clearly, since the linear valuation function u(r,b) = r X b
is multiplicatively separable, it is better for the seller not to
share any data by Theorem 3.1. We give a sketch of proof
below. The full proof is in Appendix C.

Proof of Theorem 3.1. (sketch) The first part of the proof
lies in the key observation that for a multiplicatively sepa-
rable valuation function, R (t) no longer depends on the
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Figure 2. Revenue change with respect to quantity ¢. Point R is
the revenue obtained by selling data without sharing any set.

shared quantity ¢. In another word, the value of RP(t) is
the same for all ¢ including ¢ = 0. Since RP(t) is an upper
bound of the seller’s revenue defined in (7) and sharing data
(i.e., t > 0) causes loss of sales value, the seller obtains
less revenue than selling the entire dataset directly without
sharing. The second part of the proof for the additively
separable valuation function shares a similar idea, but in
this case, we observe that the maximum revenue from (7)
for ¢ > 0 does not depend on the choice of private type b
any more. ]

Note that Theorem 3.1 holds only for separable valuation
functions. Our illustrative Example 3.3 shows that the opti-
mal mechanism general will share a subset of data with the
machine learner before selling the entire data set.

Second Question. To answer the second question, we first
show the following proposition. (Proof in Appendix D.)

Proposition 3.2 The upper bound RP (t) of revenue from
sharing data with the machine learner is larger than the rev-
enue from selling the entire dataset directly without sharing
any data. Formally, for any t > 0, we have

max () - 1{ D ulrn, ) > A(la, Do) > v}
b Tm q

< RP(t).

Remark 3.1 Note that RP(0) is exactly the revenue ob-
tained from selling entire set directly. By Proposition 3.2,
we know that sharing data will increase the upper bound
RP(t) over RP(0). Hence, if the sales value loss caused
by sharing data is less than the increase of the upper bound,
then sharing partial data with the learner will benefit the
seller’s revenue.



Selling Data To a Machine Learner: Pricing via Costly Signaling

Finally, we use Example 3.3 to give a sense about the above
finding and how the revenue (i.e., (7)) and the upper bound
(i.e., RP(t)) change w.r.t. the shared quantity . The curves
of Example 3.3 are plotted in Figure 2. It is interesting to
note that two curves are non-monotone, non-concave and
even non-smooth.

Example 3.3 Let t = 0%,1%,...100% be the quan-
tity of data. Let v € {0,1,2,...,10} represent
0%, 10%, . .. 100% accuracy, g € {0,1,2,...,10} and pri-
vate type b € {1,2,...,10}. According to the above char-
acterization, let the valuation function be

0, r+b<=10
1000, r=b=10

10, otherwise.

u(r,b) =

The prior belief 11(q) over q is a Gaussian with standard
deviation 0 = 3 and mean m = 3. The accuracy distribu-
tion X(r|q, t) is also a Gaussian with m = round(q - t) and
0=0.1x(—(t—0.5)24+0.25). Letc = 0if g = 0. u(q)
and \(r|q, t) will be normalized to a probability measure.

The insight revealed from Example 3.3 is that we may
require two conditions so that sharing data benefits the
seller: 1) the model accuracy distribution A(r|q, t) is first-
order-dominance w.rt. t, i.e., for any t; > to and r,
fo (z|q, t2)dx > fo (x|q,t1)dz which then implies

E[r|q,t1] > E[r|g,t2]; and 2) u(r,b) is relatively small
or even negligible when the accuracy r is small, while it
should be a relatively large value when r is large.

These two conditions can be justified in practice: i) First,
it is natural to observe that given more training data, the
ML model is more likely to output higher accuracy. Oth-
erwise, the learner may not want to buy the remainder
of data. One counter example is that for any ¢; > to ,
E[r|q,t1] < E[r|q, t2]. In this case, more training data actu-
ally harms the model’s performance and sharing data will
lead to worse estimation of quality. Thus, it is optimal to
sell the entire set directly. ii) Second, a classifier trained
on 5% of the data may achieve only 30% accuracy, which
is far away from practical use. Thus, a company simply
value it 0. However, it helps the estimation of how good
the dataset is. On the contrary, if the company values a
low-accuracy model relatively high, the seller will suffer a
severe loss of sales value by sharing data and obtain less
revenue. Two illustrative examples in Appendix J show that
if either condition is violated, sharing data may not increase
the seller’s revenue.

3.2. Robust Mechanisms

We further consider a different setting where the priors over
data quality of the seller and the machine learner, denoted as
Ws; and i, respectively, differ from each other. We assume

that the two priors pg; and p,,; are private to the seller and
the machine learner respectively and differ from each other
for each ¢ according to the following.

Vg, |psi(q) — pmi(a)] < epsi(q). )

We will constantly use subscript sl and ml to denote the
seller and the machine learner in the rest of this part.

The machine learner’s estimation for ¢ after training on
shared quantity of data ¢ is

A(7slq, ) pmi(q)
Do ANTslas ) pmi(q)”

Then, his expected utility for the remaining data is computed
as

Pr,, (Q|Tsv )

Gmi(rs, t.b) = Epy[u(rim, b)|rs, t] — u(rs, b).

Since i, is privately held by the machine learner, the seller
may resort to robust mechanism design and maximize the
worst-case revenue w.r.t. ji,,; subject to the constraint (9),
defined as

Y Grilrest0) = prvt},

mlnz Pry; (r5t) Z o(b) - pro.t
(10)

where Pry (r5[t) = > A(rs|g, t)psi(gq) is the seller’s prior
belief over ry after sharing ¢ quantity of data.

In the robust mechanism design, (10) serves as a lower
bound of revenue, and the seller needs to determine the
optimal quantity ¢* to maximize the lower bound. In fact,
we have the following even stronger approximation results
with respect to the true machine learner’s prior fi,,; (full
proof in Appendix E).

Theorem 3.4 Let € € [0, 1] satisfy constraint (9). Then
exists a mechanism, whose revenue is at least OPT — 1f€€2 U,
where OPT is the optimal expected revenue under the true
prior belief of machine learner and % = max,, u(r,b).

Theorem 3.4 suggests that even though the machine learner’s
true prior belief is private, the revenue that the seller can
obtain is still close to that obtained by knowing the true
machine learner’s prior, as long as their beliefs do not differ
much, i.e., € is small. In practice, the seller and the buyer
may use publicly available resource for research to estimate
q, so their priors may not differ too much.

4. Pricing Heterogeneous Data

In this section, we consider selling heterogeneous data. In
typical ML settings, a given data set X € R™*" consists of
n i.i.d. (homogeneous) data points where each data point is
of m dimensions, i.e., m features which are heterogeneous.
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For example, in a clinical dataset of n patients, each patient
(data point) is assumed to be i.i.d., but each patient is de-
scribed by multiple (i.e., m) heterogeneous features, such
as age, medicine, disease, etc.. Note that in this example,
one feature (e.g., the feature age) is a vector of all patients’
age information (n dimensions) and an ML model can be
trained on that feature. While selling data points is modeled
as the sales of homogeneous data, the sales of features is
naturally the selling heterogeneous data problem.

Suppose the seller possesses a set of features D =
{1,2,3,... M} for training the ML model, and would like
to price the feature set so as to maximize his own revenue.
Similarly, we measure the usefulness of M features with
the quality vector ¢ = [q1,q2, - .., qun] of M dimensions,
where g; > 0 is the quality for feature ;. We assume there
are in total N possible different quality vectors and N is
finite. Given any subset of features 7 = {i1,42,...,0},
we use ¢7 = [qi,, Giys - - - » @iy, ] s the corresponding quality
subvector. To ease exposition, use R to denote the remain-
der set D\ 7. An example with M + 1 features of N + 1
possible quality vectors is shown in Figure 3.

In the rest of discussion, we will consider one special case
of A(r|q, T'), which already leads to an NP-hard problem.
Particularly, the A(r|g, T) is realized as a point distribution

A(rla. T) = Alrlgr) = {1’ r=rlan) gy,

0, otherwise,

which indicates that the accuracy is exactly the quality.
f(g7) computes the quality of subset 7.

Let 11(q) be the commonly known prior belief over quality
vector ¢. Given any subset 7, we can compute u(gy) and
conditional probability 1(gr | ¢7). In the following, we
use A(r|g, T) and A\(r|q7) interchangeably.

Similarly, the posterior estimation of g given set 7 is
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For later use, we first show that the seller’s expected revenue
in (4) can be further realized with (11) as (detailed derivation
of (12) in Appendix F)

ZZsﬂ(b)-prsml{ >
e b alf(amr=rs
- >

a7 |flar)=rs

Pr (q|rs,T)

pu(q)u(f(q),b)

ular)u(f(ar)b) = pr..7 .
12)

The derivation of (12) is oblivious to the choice of f(q).

Remark 4.1 Since the formulation (12) is intrinsically the
same as (7), Theorem 3.1 still holds for pricing heteroge-
neous data, i.e., the best strategy is to sell the entire dataset
without sharing for separable valuation functions.
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Figure 3. Constructed matrix D € RWADX(MHD) with 1 H-
quality vector and N L-quality vectors. H and L are positive
real numbers with H > L.

In line with (Gradwohl et al., 2021) where the allowed
communication cost is limited, we impose a cardinality
constraint | 7| < 7. This is reasonable because each feature
may be of high dimensions (i.e., the number of data points
is large) and thus the training of the ML model is time-
consuming, e.g., training a BERT model (Devlin et al., 2019)
from scratch may take up to 4 days, so the seller may share
at most 1" features to reduce the waiting time for preliminary
accuracy.

4.1. Hardness of Optimal Mechanism

This section shows the hardness of computing the opti-
mal mechanism. We employ the simple linear function
flar) = > ;7 @ which computes the sum of entries in
the given quality subvector. Note that although there may
be exponential number of different choices of subset 7, by
such a simple linearity assumption, there are in fact polyno-
mial number of different values for f(q7) since the quality
q; is finite and discrete. Hence, there are only polynomial
number of different distributions A(r|g, 7). Nevertheless,
the resulted problem is already NP-hard to solve. The main
result of this section is the following theorem.

Theorem 4.1 [t is NP-hard to achieve 5 + o(1) approx-
imation to the optimal mechanism.

The proof of Theorem 4.1 is rather involved and we show
the high-level of our proof below. To ease exposition, the
proof is divided into three parts: i) We first show that max-
imizing the revenue subject to a cardinality constraint can
be simplified to a cleaner combinatorial problem, Column
Subset Selection; ii) We prove that computing the optimal
mechanism is NP-hard by showing that a binary version
of Column Subset Selection is NP-hard.; iii) Based on a
similar construction as that in the second step, we prove the
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inapproximation ratio ﬁ + o(1) by utilizing the hardness
result from (Feige, 1998). See a complete proof in Appendix
G.

Firstly, we notice that by considering some special construc-
tion of valuation function u(r, b) (see the proof of Lemma
G.1), subject to the constraint |7| < T, the maximum rev-
enue of (12) has the following cleaner formulation:

S> e e D w@u(f@),6) > per )

qlfaT)=rs

13)

The formulation (13) can be interpreted as following: As
in Figure 3, suppose that the set D contains M + 1 fea-
tures (columns) and there are N 4 1 possible choices
of quality vectors ¢ (rows). By selecting a subset 7 of
features (i.e., set of columns in matrix D), the N + 1
quality vectors are divided into different groups accord-
ing to the value f(g7) of the quality subvectors g7. That
is, given an rg, quality vectors with f(¢r) = 7, are
classified to the same group, and a price p, 7 needs to
be determined so that the sub problem >, ©(b) - p,_ 7 -
1{ Zq\f(qf):rs w(@)u(f(q),b) > pTS’T} is maximized. If
the valuation u(f(q),b) is different for different quality
vectors ¢, the maximum value of (13) is achieved only
when all the quality vectors ¢ are separated from each other.
The maximization of (13) subject to the constraint is in-
trinsically equivalent to the following Column Subset Se-
lection problem, which we find is of independent interest.

COLUMN SUBSET SELECTION

Input:  n arbitrary nonnegative vectors x!,x2,
., X" of m-dimension.
Output: find a minimum-size set of entries £ C [m)]

to distinguish all vectors according to the
sum of entries, i.e., ) ;¢ le # D ice x? +

o FE D e Xi

The fundamental challenge in our costly signaling prob-
lem is essentially the same as the Column Subset Selection
problem above: how to select the most effective — in the
sense of good quality estimation but small loss of sales value
caused by sharing data — subset of features (i.e., columns)
is hard.

Secondly, we prove the hardness of costly signaling, i.e., the
maximization of (12), by proving the hardness of a binary
version of the Column Subset Selection problem, which
distinguishes only one vector from others 2. As in Figure 3,
the constructed set D consists of 1 H-quality vector and N
L-quality vectors, where the H-quality vector has value H
in the last entry and € in other M entries, and the L-quality

2We thank an anonymous reviewer for suggesting an idea to
modify our reduction in order to prove the hardness of the general
Column Subset Selection (CSS) problem. Though the hardness of
the general CSS problem is not needed for our result, we believe it
is indeed an interesting result, and thus prove it in Appendix I.

vector has value L in the last entry while 0 and € in its
first M entries. We can show that the maximum value of
problem (13) is achieved by separating the H-quality vector
from all L-quality vectors. The NP-hardness is proved by a
reduction from the set cover problem (Cormen et al., 2009):
Given a ground set i/ = {1,2,..., N}, a collection of M
subsets of I/ and an integer 7', determine if there exists a
collection C of at most T" subsets so that all the elements
in U are covered (i.e., included) in C? Given a set cover
instance, we construct one instance of (13) as follows: The
ground set U/ corresponds to the NV L-quality vectors. M
subsets correspond to the first M columns in D. The given
integer T’ is the cardinality constraint.

Finally, we utilize the maximum coverage problem to
prove the inapproximation ratio: Given a ground set/f =
{1,2,..., N}, acollection of M subsets of ¢ and an inte-
ger T', find a collection of no more than 7" subsets such that
the number of elements included in C is maximized. It is
important to note that the maximum coverage and the set
cover problem have the same input. (Feige, 1998) showed
that given a maximum coverage instance with an integer
T as the optimal value (i.e., T" is the minimum number of
subsets needed to cover all the elements in /) of a set cover
instance with the same input, there is no polynomial algo-
rithm giving a coverage of size at least (1 — 1 + o(1))N
where N is the number of elements in the ground set.

Let constraint 7' be the optimal value of a constructed
set cover instance (same as the second step). Then, no
polynomial algorithm can reach an approximiation ratio
1—a=1-1+0(1) for the maximum coverage problem.
In addition, let the machine learner have two private types
bl, bg:

« Set probabilities ¢(b1) = 1 — - and p(b2) = L

] aN”’
respectively. by < bs.

. Letu(L’bl) =1-— %,U(Lbe) =1 andu(H,bl) = 19

u(H,by) = (aN)?.
The optimal revenue is achieved by separating the H-
quality vector from all L-quality vectors, which is
maxy,, >, 9(0)-pr-H{u(H,b) = pyt+maxy, >, o(b)-
pr - 1{Nu(L,b) > pr} = aN + N — 1. By utilizing the
hardness result from (Feige, 1998), we can have that the
revenue obtained by any polynomial-time algorithm is upper

bounded by N + a. Given o = 1 — (1), we have ratio

N N
aN—&j\(fl—l = anvan to(l) = S5 +o(1).

4.2. Approximation Algorithm

We seek an approximation algorithm that can compute the
mechanism in a fast way for pricing the heterogeneous data.
One natural idea is to greedily select the feature that gives
the largest increase of revenue. However, in the following,
we give some negative observations about this natural idea.
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The proof is in Appendix H.

Observation 4.2 In general, the revenue (12) is not a sub-
modular function regarding the set T. Additionally, in terms
of the increase of revenue, greedy algorithm (i.e., greedily
select feature that gives the largest increase of revenue) may
give arbitrarily bad approximation.

Despite the above negative results, we show that a simple
approximation algorithm which sells the entire dataset di-
rectly according to the common prior gives a relatively tight
approximation if the number of machine learner’s private
types is small.

Theorem 4.3 Oblivious to the choice of f(q), by selling the
entire dataset directly without sharing any feature, at least
%OPT revenue can be obtained, where k is the number of
private types and OPT is the optimal revenue.

The key idea of the proof is to compare the revenue
of selling data directly according to the prior belief and
the upper bound of (12), ie., max,, >° >, ¢(b) - pg -
1{p(q)u(f(q),b) > pg}. which is obtained by separating
all quality vectors from each other and removing sales value
loss term. When k& = 2, this simple algorithm can achieve
a ratio %, which is close to the hardness results ej—l ~ 0.7.
We remark that some real-world applications do fall within
the regime of small k. For example, when selling data of
human face pictures for recognition, the buyers typically
come from three types: researchers, governmental agencies
and companies.

5. Conclusions and Future Works

We take the first step to consider the problem of selling data
to a machine learner. A Pricing via Costly Signaling scheme
is proposed for the homogeneous data and heterogeneous
data cases. We believe the problem of selling data to a ma-
chine learner is of great significance to both theory research
and practical application. A few open questions are left,
which we believe deserve further investigation:

* Is there a better approximation algorithm for maximiz-
ing (12) to achieve higher revenue?

* Besides selling data by pricing via costly signaling, is
there a better mechanism to sell data under the same
setting? It would also be interesting to consider selling
data to multiple learners (or companies).
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A. Preliminaries

Given a posted-price mechanism formulated as

max ng(b) -p-1{f(b) = p},

P
where b is a private type, ¢(b) is the probability of b and f(b) > 0 only depends on b. We have the following observations:
Observation A.1 The optimal price p* must be p* = f(b*) for some private type b*. b* is called optimal type.

Observation A.2 Denote Pr (f(b) < p) as the probability of not purchasing the item at some price p, i.e., Pr (f(b) < p) =
2o (0y<p P(0)- If f(D) is increasing in b, Pr (f(b) < p*) can be computed with the cumulative probability function ® of ¢,

as Pr (f(b) <p*) = ®(b*) = >, - ©(b).

B. Solution to Maximizing (7)

Lemma B.1 The optimal quantity t* and the price menu {p,, 1+ },, to maximizing (7) can be computed in polynomial time.

Proof: Note that the problem of maximizing (7) is

X SR () > 0(0) - prot - L{Elulrn, b)lre,t] = u(re,b) = p,a - (14)
Prg,tsrgs e b

Given quantity ¢ and the observed accuracy r,, maximizing the seller’s revenue by solving (14) is equivalent to finding a
Pr..¢ such that >, o(b) - py_ ¢ - 1{E[u(rm, b)|rs,t] —u(rs,b) > prs’t} is maximized. Now, the problem turns into a posted
price mechanism design problem. Since the machine learner’s private type b is finite and discrete, the optimal price py_, is
equal to f(b*) = E[u(rm,, b*)|rs, t] — u(rs, b*) for some b*, and can be determined by enumeration in polynomial time.
Once the price p;._, is given, the expected revenue conditioning on ¢ and 7 is also determined, computed as Rev (re,t) =
{1 —Pr (f(b) <pi. ) } - py. 4 Itis possible that the utility of the remaining data E[u(ry,, b*)|rs,t] — u(rs, b*) < 0.
Therefore, the revenue should be max { Rev(r, t), 0}, given ¢ and r.

To find the optimal ¢*, we can enumerate all ¢ because ¢ is finite. O

C. Proof of Theorem 3.1

We divide the proof into two parts for multiplicatively and additively separable valuation function respectively. First, we
have the following key lemma for our proof.

Lemma C.1 Given two posted price mechanisms formulated as max, Y, ¢(b) -p-1{f(b) > p} and max, >, ¢(b) -
p- 1{c- f(b) > p} respectively, where p(b) is the probability of b, ¢ > 0 is some constant and f(b) > 0 is increasing in b,
there exists one optimal type b* (see Observation A.1) giving the optimal revenues for two mechanisms as (1 — ®(b*)) f(b*)
and (1 — ®(b*)) - c¢f (b*), where ® is the cumulative probability function of ¢ (see Observation A.2).

Proof: We know that the optimal solution for the fisrt posted price mechanism is (1 — ®(b*)) f(b*) as f(b) > 0 is increasing
in b. Because max, » , ¢(b)-p-1{c- f(b) > p} = c-max, >, ¢(b)-p-1{f(b) > p}, there must exist one optimal b*
for two mechanisms such that the optimal revenues are as in the claim. O

First, we prove that the theorem holds for the multiplicatively separable valuation function u(r, b) = f(b)h(r).

Lemma C.2 Consider the upper bound of (7), i.e., RP (t) defined in (8), and we formulate the problem of maximizing the
upper bound as

{prs,t}rs , t

max Z Pr (rs]t) Z ©(b) - pr 1 - 1{E[u(rm, b)|rs,t] > p7.57t}. (15)
7o b
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For multiplicatively separable valuation function u(r,b) = f(b)h(r) where f(b) and h(r) are two functions depending only
on b or 1, the upper bound RP (t) is the same for different quantity t.

Proof: Note that similar as Lemma B.1, the maximum of R? (t) must be obtained at some ¢*. Hence, we can assume a data
quantity ¢ is given. The upper bound (15) is

{prrr.;li)}frs ZPI‘ (rslt) Z(p Prot- {E[u(rm,bﬂrs,t} zpmt} (16a)
= max Zzsow)-prs,t- {ZZ W(rms DA Tl DA(sla, Opu(a) = pr..a . (16b)
retirs Ly o

The equality holds because Pr (rs[t) = > A(7s]q,?)p(g) and we move Pr (r[t) inside the indicator function.

Note that in (16b), each 7, is associated with one posted price mechanism as below

max Zs@ Drot {ZZ (s ATl DA, O1a(a) = pra}.

DPrg,t

We now focus on the utility term within the indicator function. By replacing u(r, b) with f(b)h(r), we can have the utility
term as f(b) - g(rs, t) where

7‘57 ZZh T'm ’I”m|q, ) (Ts|qat):u’(Q) (17)

T'm

Note that conditioning on the 7, and ¢, g(r, t) can be considered as a constant. Furthermore, because u(r, b) is increasing
in b, the optimal b* is the same for all different r; and ¢ by Lemma C.1. Hence, for any given ¢, we have the upper bound as

max Zzso(bmm,t' {ZZ W, A (Tla, DA, Opu(a) >=pr.o} (18a)

{prs,t}w‘g

T'm

B(b") ZZZ w(rm, 0 )M (rm g, DA(rslg, 1) ()
D(b%)) ZZ WP, 8 )A (T, 1 Z/\ TS‘Q?
o (b)) ZZ u(rm, b)) A(rmlg, 1)p(q)

Tm

=(1— F(%) ZZhrm (rmla, 1)p(a), (18b)

where ®(b) is the same as that in Observation A.2. We can see from (18b) that the result is independent of quantity ¢. In
another word, all the ¢’s (including ¢ = 0) have the same upper bound, i.e., the maximum of (15). The lemma is proved. O

Lemma C.2 claims that with the multiplicatively separable valuation function, sharing data or not will not affect the value of
upper bound, i.e., RP(0) = RP(t),Vt > 0. By the free duplication property, sharing data will cause loss of sales value to
the seller. Hence, we know that the best strategy in this case is not to share any data.

Corollary C.3 If the valuation function is multiplicatively separable, the best selling strategy of (7) is to sell the entire
dataset directly without sharing any data.

Proof: We know that the maximum value of (15), which is obtained in (18b), is an upper bound of (7). Also, note that the
(18b) is exactly the same as the revenue obtained from selling the entire dataset directly.

Hl;iX Z(P(b ]—{ZZU rm: Tm|q’ )M(Q) >= p}
b

Since sharing partial data will cause loss to the sales value but the upper bound remains the same for ¢ > 0, the seller’s
revenue will then decrease after sharing. O

The proof of Theorem 3.1 is done by futher considering the case u(r,b) = f(b) + h(r).



Selling Data To a Machine Learner: Pricing via Costly Signaling

Lemma C.4 [f \(0|q,t > 0) = 0 and the valuation function is additively separable u(r,b) = f(b) + h(r) where f(b) and
h(r) are functions depending only on b or r, the maximum revenue of (7) is upper bounded by that from selling the entire
dataset directly to the machine learner.

Proof: If A(0|g,t > 0) = 0, then the observed preliminary accuracy s > 0 and u(rs, b) will have the additive separable
form f(b) + h(rs) for sure. Given a fixed r and ¢ > 0, the utility term in (7) would be

E[w(rym, b)|rs, t] — u(rs, b)

_ wlr B Alrsla, t)ule)
=2 2 ulrm DAl DG T gy~ )

=X S0 )N >%(ﬂb)+h<m»

Tm

_ A M_ .
Zzh m)Mrmle )ZA(Tslq,t)u(q) hlrs),

which is independent of b but only depends on r, that is, the utility term is the same for every private type b. In another
word, for a fixed r, the optimal price in (7) is

Prot = E[u(”‘nu b0)|TS7 t] - u(raw b0)7 (19)

where by can be any private type and the learner will surely purchase with probability 1. For ease of exposition, let by be the
smallest private type and fixed for all 5. Thus, for any ¢ > 0, the revenue is

Zu Tmy Do) Z)\ Tmlg, 1) ZPr (rs|t) u(rs, bo).

In addition, we know that when ¢ = 0, the revenue of selling the entire dataset directly according to the prior belief is
max, >, 0(b) - p- {30, w(rm,b) >, AMrmlg, 1)p(g) = p}. The maximum revenue of the posted price mechanism
satisfies

Tm

max ng 1{2 U(Tm, b Z (rmlg, u(q) > p}

T'm

>(1— @(b)) Z u(rm, b mem,
>Z 7"m7b0 ZA rm|Q7 ZPI‘ rs‘t rs,bO)a

Tm

where ®(b) is defined similarly as in Observation A.2. The second inequality holds because 1 — ®(bg) = 1 (since by is the
smallest private type) and ) . Pr (rs[t) u(rs, bo) > 0. Hence, we can see that the best strategy for the seller in this case is to
directly sell the data. Note that it is possible that p,._; < 0in (19). By letting p,., ; = max {0, E[u(rp,, bo)|7s, t] —u(rs, bo) },
our analysis remains the same. O



Selling Data To a Machine Learner: Pricing via Costly Signaling

D. Proof of Proposition 3.2

Proof: The upper bound obtained by sharing ¢ data with the machine learner is at least

{pma})}( ZZS"( “Drot- 1{2 U(Tm, b Z)\ Tml|g, DA(rs|q, t)n(q) > pr.e}
TsotIrs rs b

Tm

=S -0®) > u(rm,b ZA Tmlq: 1) rslq,) ()

Tm

ZZ(I — @(b* Z T'm, Z)\ TTII|Q7 T€|Q7 ) (Q)

Tm

=(1—=2(b") Y ulrm,b ZA (rmlg, 1)u(q)

T'm

:m;:ix ng(b ]_{Z w(rpm, b Z/\ rm|q, ) ZP}
b

Tm

The first equality is from maximizing each posted price mechanism for every r, and that by is the optimal type, as in
Appendix A. The second inequality holds because we use the same private type b* for all different r,, which may not be the
optimal type for the posted price mechanism induced by some r,. The last equality holds because we use b* which is the
optimal type of selling the entire dataset directly according to the prior belief. Thus, the proof completes. O

E. Proof of Theorem 3.4

Proof: This theorem is proved by bounding the difference between the upper bound and lower bound of (10).

For any given fi,,;, by the constraint Vq, |usi(q) — tmi(q)] < eusi(q) in (9), we have

Ei[tu(rm, b)|7s, t]

_ wlre BIA(r A(7s|gs ) pmi ()
ZZ mo DI (rmla: )Zq/\(rs\q, £)1tmi(q)
)‘(TS|Q7 )(Nsl(q) 6/~le(q)) (20)
22 2 ulrms DAl ) 5= X0 1 @)+ (@)

(A=) X Alrsla, s (q) 3o, wrm, b)A(rmlq, 1)
a (1+€) X, A(rslg, t)psi(q) '

Therefore, given the price p,.  for each r,, we can derive the lower bound as

i . . _ >
min ;Prsz (Tslt)§so(b) Prost I{Emz[u(rm,b)\rs,t] U(Ts,b)_prs,t}

1—¢ /\rS S s ” urm,b/\rm ;1

It is important to note that the lower bound also holds for the true machine learner’s prior, which satisfies the constraints (9).
‘We maximize the lower bound and have

max min Prg; (rs|t) Z @(b) - pro.t - I{Eml[u(rm, b)|rs,t] —u(rs,b) > prs,t}

{Prg,t}rs Hmi
(1 =€) 22, Alrsla, Dpsi(a) 32, wlrm, D)A(rmlg; 1)
T+ ) 3, Aol Dt (@) uresb) 2 proc

{Prs.thrs

>  max Prg; (rs|t) ZSD Prs,t'l{

We use LB(r,,b) = =93, M{fﬁ’; )£SlE\F"(i«zl:q"gl):(’rg)’b))‘(m"‘q’l) — u(rs,b) to denote the term within the indicator function.

It is possible that LB(rs,b) < 0 for some 7.
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Similarly, given the price p,_; for all r,, we have the following upper bound for any 1, satisfying the constraint (9)

S Pra () > 0(b) bt LByt b) s, ] = u(re,b) > pra }

(149 52 Al Dta(0) 3w DAl )
< gprsl (Tslt) ; L,O(b) “Prs,t 1{ (1 — E) Zq )\(,’.S|q7 t)ﬂsl(q) ( Sy b) > prs,t}'

We maximize the upper bound and have

max > Pra (reft) > @(b)  proe - L Eputlu(rm, b)lre, ] = ulre,b) > pr.e f
Ts b

{p'r's,t}rs
(L+6) >0, AMrslas psi(a) 32, ulrm, b)A(rm|g, 1)
(L =€) 22y Alrsla, )psi(q)

- u(rs,b) > prs,t}-

{Prs.thrs

< max Pr,; (rs|t) Zap pTS,t-l{

We use UB(rs,b) = oz, A((Tf‘,q;; )531(;/()}‘:;’{3 : (lT(Z’)’b)A(Tm"q’l) — u(rs, b) to denote the term within the indicator function

in the upper bound. Aslo, note that the upper bound holds for the true machine learner’s prior belief.

Furthermore, we have UB(rs,b) — LB(rs,b) = =% 32,22, u(rm,D)A(rm|q, 1)% < 254, where
@ = max,p u(r, b). By subtracting the lower bound from the upper bound, we have
e > Pry (rat) Z @(b) prot - HUB(rs,b) > pr, it}
- {plfﬁxq ZPrsl (rs)t) Z (®) - pr.t - 1{LB(rs,b) > pyr 1} (21a)
= { ma)}( ZPrsl 7As|t Z ( ) Prot ]_{UB(?"S’b) > prs,t}
Prg,tyrg )
4e
- max D Pra () D o®) prop HUB(a,b) = 7——51 > proi} (21b)
rs tfTs Ts b

In the following, we can assume for each r that max,, , >, ©(b) - pr, ¢ - H{UB(rs,b) > pr, ¢} > 0. Otherwise, the
revenue gap between the upper bound and the lower bound is 0, leading to the desired C'-approximation.

In the (21b), there are two posted price mechanisms. After optimizing the first posted price mechanism, the gap between the
upper bound and the lower bound is further upper bounded by

4
(210) <ZPrSZ (rolt) ®F (07 JUB(10,b7,) = > Pros (rs[£) @7 (07,) (UB(ro, by,) = — 1)

1—e€2
. 4e
= ZPrsl (rslt) ‘I’i(brs)mu

Ts

=72

where b7 is the optimal private type maximizing >, ¢(b) - py, + - L{UB(r4,b) > py_;} and 2 (b} ) = ZbeS o(b)
with S, = {b|UB(rs,b) > UB(rs,b;_)}. Thus, when selling according to the lower bound mechamsm we obtain a
C-approximate algorithm.

Mechanism: Recall that LB(r4,b) < 0 can occur. The derived mechanism sets the price p,, ; = max{LB(rs,b;_),0}
where b;._ is the optimal type for the problem

max Z @(b) - pr,i - {LB(rs,b) > pr, . (22)

Prg,t
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Recall that for any given accuracy r, and private type b, LB(rs, b) lower bounds the utility that the learner computes with
the true prior belief 1i,,,;(¢). Hence, when the learner makes purchasing-or-not decision under yt,,,;(¢), the probability of
accepting the posted price offered by the mechanism will be higher than the probability obtained in (22), leading to higher
revenue. The optimal t* can be obtained by enumeration as Lemma B.1.

In summary, the mechanism works as below:

1. The seller shares t* quantity of data with the machine learner;
2. The learner trains the ML model and the preliminary accuracy r is simultaneously observed by both parties;
3. The seller then charges a price p,, s+ = max{LB(r,,b;_),0};

4. The machine learner computes his expected utility for the remaining data based on the true prior p,,,; and determines
whether to accept the offer.

O
F. Derivation of (12)
The expected revenue in (4) is realized as
TrgaxT Pr (r|7T) - th(b CPro T 1{ ZZ)\ T |qD )W (T, B)PE (g|7s, T) — u(rs,b) > pr5’7}7 (23)

where Pr (r5|T) = >_,_ A(rs|g7)p(g7). The machine learner’s estimate for quality can be rewritten as
A(rslg, T)p(q)
Pr(q|rs, T) =
> Mrsla, T)ula)

_ A(rslg, T)plarlar)n(ar)
D oar 2an Mrsla, Tularlar)iar)

= plgrlqr)Pr (grlrs; T),

ANrslg, T)p
where Pr (¢r|rs, T) = Zw( A(lgs\q),%’()q:&h

expected utility is computed as

Z Z /\ Tm|‘]7 rma ) (QR|QT)PI‘s (QT|7“s7 T) - ’U;(T‘s, b) (24)

3 Hence, given the observed accuracy r; and shared subset 7, the remaining

Since 7 finally should be deterministically chosen by some algorithm, we eliminate subscript 7 from p,., 7 in the rest of
discussion for easy exposition. Then (23) equals

S Pr(nT) > w(®) - pr, - {ZZA g, DYu(rm, bYPE, (glrs, T) = u(ry,b) > py, }
Ts b
=Y pr <rs|T>~Zso<b>~prs {Zmem, (v, D)1arlar)Prs (arlrs, T) = u(ra,b) =y, }

Tm

=> "> @) -pr, -1 {ZZ/\ Tl Du(rm, ) parlar) A(rslar)n (ZA rslar)n )) (Ts,b)ZPTS}
e b

Tm

:Zzso(bmh-{zzwmm, u(rms (@A (rslar) — (me 7))ulrb) = by, §,
rs b

T'm

where the second equality holds by moving Pr (r,|7) inside the indicator function and the third equality holds because
1(a) = plarlar)nlar).

We then focus on the part within the indicator function. Recall that A(r|g, 7) is a point distribution defined in (11). Therefore,
in the first summation over g, only quality vectors ¢ with f(g7) = r, are left. Additionally, we have u(r,,b) = u(f(q),b)
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because A\(r|q, T) is a point distribution. Similar analysis is applied to the second term. Then, we have the following
formulation

SN el pe 1 Y w@u@.b) - Y wlerufler)) = v
Ts b

qlflgT)="rs ar|f(ar)=rs

G. Proof of Theorem 4.1

The proof of Theorem 4.1 mainly consists of Lemma G.1 and Lemma G.4, where Lemma G.1 shows that maximizing
(12) subject to a cardinality constraint is NP-hard while Lemma G.4 shows the inapproximation results based on a similar
construction as that in Lemma G.1.

G.1. Proof of NP-hardness

Lemma G.1 [t is NP-hard to compute the optimal mechanism.

Proof of Lemma G.1. We observe that maximizing (12) can be equivalently described as follows: The set D contains M + 1
features and there are N + 1 possible choices of quality vectors ¢. It can be considered as a matrix D € RN+ (M+1),
We select a subset 7 of features (i.e., columns in matrix D) to maximize the objective function in (12). After that, the N
quality vectors are divided into different groups according to f(g7) of the selected quality subvectors, i.e., given an 7,
quality vectors with f(g7) = r are classified to the same group. The constructed instance D of size (N + 1) x (M + 1) is
shown in Figure 3.

The constructed instance D consists of 1 H-quality vector and /N L-quality vectors. As shown in Figure 3, the H-quality
vector is of M + 1 dimensions, which has value H in the last entry and € in other entries. The L-quality vector has value L
in the last entry while it has 0 and € in its first M entries. We have the following two assumptions: i) I > L >> e, and ii)
Me< Land L + Me < H.

We consider a special case of utility function u(r, b) set as follows:

u(H,b), r>H
u(r,b) =< u(L,b), L<r<H (25)
0, r < L.

Such construction indicates that the last column in D is much more important than others. Therefore, the seller will never
share the last dimension with the machine learner, otherwise (12) will give 0 revenue. In other words, if 7 includes the
(M + 1) column, then the value within the indicator is 0:

> w@ulf@.0) = Y plar)ulfar),b)

qlf(gr)=rs qrlflar)=rs
= Y w@(ulf@).b) - ulflar).b)
alf(ar)=rs
= 0.

Therefore, the optimal T is a subset of the first M features. From our construction in (25), we know u(f(g7),b) = 0 since
f(g7) < L. Then, (12) is equivalent to

max > > o) pe, 18 > pl@)u(f(),b) > pr,
ToAPrs}rs T b { alf(ar)=re } (26)

st. |[T|<T.

We further assume that y(g) is a uniform distribution. Thus, we can safely remove 1(g) from (26) without affecting our
analysis.

By the following lemma, we show that the maximum possible value of the objective function in (26) can be achieved by
separating the H-quality vector from all L-quality vectors. “Separate” means that the H-quality vector and the L-quality
vectors are divided into different groups according to the value f(g7).
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Lemma G.2 Suppose there are two quality vectors with sum of quality as H and L, respectively. Recall u(r,b) is increasing
inb. Let by; be the optimal private type for maxy,, >, @ (b)-pr-1{u(H,b) > py} and the solution is (1—®(b};))u(H, b;),
as that in Observation A.2. Similarly, b} is optimal type for max,, >, ¢(b) - pr, - {u(L,b) > pr}.

Assume by, # b}. We then have higher value by separating H from L, that is
maXng -p-{u(H,b) +u(L,b) > p} (27a)

Iggxz ©(b) - pr - H{u(H,b) = pu} + rggxz @(b) - pr - Hu(L,b) > pL}. (27b)
b b

Proof: First, we show that it is reasonable to assume b}; # b} . We can construct such an example: leti) b € {b1,b2}
with by < by and ¢(b1) = ¢(b2) = 3, and ii) setting u(H, b1) = 10, u(H, bs) = 18, u(L,b1) = 5 and u(L, by) = 12. By
simple calculation, we know b}; = b; and b} = b,. Thus, the assumption is reasonable.

Second, we know u(r, b) is increasing in b. Thus, there should exist one optimal type b* at which the (27a) achieves the
maximum value (1 — ®(b*))(u(H, b*) + u(L, b*)), where ® is the cumulative density function of .

Similarly, for (27b), we have b%; and b} such that (27b) achieves the maximum value, which equals (1 — ®(b%;))u(H, b};) +
(1 —®(b7,))u(H, b).

Since b}; is optimal, we have (1 — ®(b*))u(H,b*) < (1 — ®(b};))u(H, b};). Similar result holds for b} . Combining them,
we have

maxZgo -p- H{u(H,b) + u(L,b) > p}
< H;gxz o(b) - pu - {u(H,b) > pu} + H;%XZ @(b) - pr - {u(L,b) > pL}.
b b

We can see that the equality holds if and only if b* = b}, = b7 . Since b}; # b}, we can only have inequality. Thus, we
prove the lemma. 0

In a similar way, we can prove that for our construction with N L-quality vectors, only when separating N L-quality vectors
from the H-quality vector, can we have the maximum value achieved by (26) as

Igixgbzw(b) -pg - {u(H,b) > pu}+ N - n;itxzb:gp(b) -pr - Hu(L,b) > pr}. (28)

Note that whether separating some L-quality vectors from other L-quality vectors or not does not change the revenue, i.e.,
max 3 ¢(b) - pr - N -u(L;b) 2 pr} = N -max 3 o(b) - pr - H{u(L,b) > pr}.
b b

The NP-hardness is proved by a reduction from the set cover problem (Cormen et al., 2009) defined as: Given a ground set
U=1{1,2,..., N}, acollection of M subsets of ¢/ and an integer 7', determine if there exists a collection C of at most T'
subsets so that all the elements in I/ are covered (i.e., included) in C?

Given a set cover instance, we construct one instance of (26) as follows: The ground set U/ corresponds to the N L-quality
vectors, while M subsets correspond to the first M feature columns in D. The given integer 7' is the cardinality constraint
in (26). The feature column is constructed as follows. For the k™ feature, given a subset S = {#1,92, ... ik, .. .15} in the
set cover instance, we set the k" entry in the i;, € S L-quality vectors as 0 while the k" entry in other L-quality vectors
(i.e., U \ S) are set as e. We use one example to explain our construction: Given a set cover instance with a ground set
U = {1,2,3}, acollection of 3 subsets {2}, {1, 3} and {1, 2}. It corresponds to a D of size 4 x 4, consisting of 1 H-quality
vector [e, €, €, H] and 3 L-quality vectors [¢, 0,0, L], [0,¢,0, L] and [e, 0, €, L].

Note that when selecting subset of feature columns 7, the sum of entries in the corresponding quality subvector f(g7) of
the H-quality vector is | 7 |e, while some of the L-quality vectors have their f(qg7) less than |7 |e because some entries of the
selected set of features 7 are 0. See Figure 3 for an example: f(q7) = |T|e = 2¢ for H-quality vector while that for the
first L-quality vector is f(g7) = €. In this way, we can separate the H-quality vector from L-quality vectors according to the

value of f(g7).
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Recall that only when separating the H-quality vector from N L-quality vectors (i.e., i is fully covered), can we achieve the
maximum value of (26) as in (28). Therefore, we can answer the decision version of the set cover problem by optimizing
(26). Thus, the lemma is proved. O

G.2. Proof of Inapproximation Ratio

The proof of inapproximation ratio makes use of the result from (Feige, 1998), as in the following.

Lemma G.3 [rephrased Proposition 5.2 in (Feige, 1998)] Given a maximum coverage instance with an integer T’ as the
optimal value (i.e., T is the minimum number of subsets needed so that all the elements in U are covered) of a set cover
instance with the same input, there is no polynomial algorithm giving a coverage of size (1 — = + o(1))N where N is the
number of elements in the ground set.

Proof: The proof mainly follows from (Feige, 1998). We put it here for completeness. We first show that for such a
maximum coverage instance with the given integer T as the optimal value of the corresponding set cover, it is NP-hard to
compute the optimal solution. This can be done by contradiction. If computing the optimal solution for this instance is
polynomial solvable, then by solving it, we actually can solve the set cover problem in polynomial time. Thus, it is NP-hard.

Assume a polynomial algorithm A approximates this maximum coverage problem within a ratio of 1 — 1/e + o(1). One can
show that a polynomial time algorithm B, with A as subroutine, can approximate the set cover problem within (1 — §) Inn
implying NP € TTM E(nC(oglogn)),

Algorithm B repeatedly applies A on the maximum coverage problem, where after each application the points already
covered are removed, but 7" remains unchanged. Since 7" remains unchanged and is the optimal value of the set cover
problem. By the assumption, each time, at least 1 — 1/e + € of the remaining points are covered. Thus, application of A is
at most [ times implying (1/e + €)' = 1/n, where n is the size of the instance. The number of sets used is at most [ /. One

can obtain that | = y— 77— Inn < (1 — §) Inn for some § > 0. Then, it means NP C TIM E(nCUoglogn)y), O

Now, we are ready to prove the inapproximation ratio.

Lemma G.4 The problem (12) cannot be approximated within a ratio e_%l + o(1) in polynomial time.

Proof: We utilize the maximum coverage problem in our proof defined as: Given a ground set Y/ = {1,2,..., N}, a
collection of M subsets of U/ and an integer 7', find a collection C of no more than 7 subsets such that the number of
elements included in C is maximized. Note that the maximum coverage problem and the set cover problem have the same
input.

We construct a maximum coverage instance with integer 7" as the optimal value of a set cover instance with the same input, as
in Lemma G.3. Recall that by Lemma G.3, no polynomial algorithm can reach an approximation ratio 1 —a =1 — % +o(1)
for the maximum coverage problem.

The construction of our instance is the same as that in Lemma G.1 except the following change:

* There are only two private types {b1, by} for the machine learner and their probabilities are (b)) = 1 — ﬁ and
©(bo) = L, respectively. by < bs.

e Letu(L,b1) =1— %,u(L,b2) = 1,u(H,by) = 1and u(H,by) = (aN)%

Recall that the prior over quality vector ;(qg) is uniform distribution. We thus can eliminate p(q) without affecting our
following analysis. By such construction, we can see that

o for H-vector, max,,, » ,¢(b)-pm - H{u(H,b) > pr} = (1 — ®(by))u(H,by) = aN, where the optimal type b
is b2.

» for L-vectors, max,, >, ¢(b)-pr - 1{u(L,b) > pr} =1 — +, where the optimal type b, is b;.
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Thus, the optimal choices of b for the H-quality vector and L-quality vectors satisfy by # by,. By Lemma G.2, we know that
the optimal value is obtained by separating the H-quality vector from L-quality vectors.

We are now ready to show the inapproximability. The optimal solution given constraint | 7| < T will be to separate the
H-quality vector from N L-quality vectors, which is

max »  ¢(b) - prr - H{u(H,b) > pu} +max Y ¢(b) - pr - 1{Nu(L,b) > pr}
b b
= (1= ®(b2))u(H, b2) + (1 — ®(b1))Nu(L,b1)

=aN+N -1

We know by Lemma G.3 that the polynomial algorithm covers less than (1 — a) N elements (i.e., N L-quality vectors),
which means that the H-quality vector will be mixed with at least « N L-quality vectors. Suppose that (1 — o’) N elements
are covered where (1 — ) > (1 — ). The revenue is upper bounded by

max Y @(b) - par - {u(H,b) + o’ Nu(L,b) > prr}
PHL
b
+max§ o) -pr - 1{(1 —/)Nu(L,b) > pr}

<maxZ<p ‘pur - H{u(H,b) + aNu(L,b) > pur}

PHL

+maXZ<p -pr - 1{(1 — a)Nu(L,b) > pr}
= max Y~ o(b) - pars - Hu(H,b) + aNu(L,b) = prrr} + (1 - a)(N — 1).

The inequality comes from the fact that mixing the H-quality vector with more L-quality vectors can only decrease the
revenue. This is because all L-quality vectors share the same optimal by,. The proof is similar to that of Lemma G.2.

We will focus on maxy,,, >, ¢(b) - pur - {u(H,b) + aNu(L,b) > pyy}. If the optimal b is by, then it equals

(1 - <I>(b1)) (u(H, by) + aNu(L, bl)) —1+aN - a

If the optimal b is bs, then it equals

1
(1 - cp(bg)) (u(H, by) + aNu(L, bg)) - ((aN)2 + aN) =aN + 1.
o
Thus, the maximum possible revenue achieved by a polynomial algorithm is upper bounded by

max y | ¢(b) - prrr - Hu(H,b) + aNu(L,b) > pur}+ (1 - a)(N 1) = N +a.
b

1

Finally, because o = = — o(1), we have ratio for large N

N+« N
= 1:
aN+N -1 aN+N+O() e+1

+o(1). (29)

H. Omitted Proof in Section 4.2
H.1. Proof of Observation 4.2

Lemma H.1 In general, the objective function in (12) is not a submodular set function.
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Proof: We prove it by constructing a counter example. Suppose there are 4 vectors: 1 H-quality vector [¢, ¢, €, ¢, H] and 3
L-quality vectors [¢,0,€,0, L], [¢,0,0,¢, L] and [¢, €, 0,0, L]. We set uniform prior s(q) = %. Suppose b € {b, by} with
by < by and the distribution over {b;, bo} is uniform, i.e., ¢(b) = 1. The utility function u(r, b) is defined the same as
in (25). Furthermore, we set u(H,b;) = 10, u(H,by) = 18, u(L,b;) = 5 and u(L, bs) = 12. Hence, the ground set is

U=1{1,2,3,4,5}.

Denote the revenue in (12) as F'(7) where T is the shared subset of features. Submodularity implies that for any set S C T
andany l e U\ T, F(SUI) — F(S) > F(T Ul) — F(T). But in our example, by choosing S = {1} C T' = {1,4}, we
have F(S) = 6.75 and F(T) = 6.75. By adding [ = {3} to both sets. F'(SU!) = 6.75 and F(T Ul) = 7. We can see
that F'(TUl) — F(T) = 0.25 > F(SUI) — F(S) = 0. It contradicts the definition of submodularity. Thus, the objective
function in (12) in general is not a submodular function. 0

Lemma H.2 The greedy algorithm (i.e., each step selects one feature that gives the largest increase of revenue) can give
arbitrarily bad approximation with respect to the increase of revenue.

Proof: We show one instance of (12) to which the greedy algorithm gives arbitrarily bad results regarding the increase
of revenue. The instance constructed is the same as that in the proof of Lemma H.1. Let G(S) = F(S) — F(0) be the
revenue increase, compared with selling the entire dataset directly according to the prior p(q), i.e., F(0). The seller will
not share the 5" feature because G({5}) = F({5}) — F(f)) < 0. One optimal solution can be S; = {3, 4} and we have
G({51}) = 0.25.

However, when applying the greedy algorithm: 1) In the first step, the algorithm computes G({1}) = G({2}) = G({3}) =
G({4}) = 0 and chooses either one from {1, 2, 3,4}; 2) If the algorithm chooses S; = {1} in the first step, then in the
second step, the revenue increase is 0 no matter which feature it chooses, i.e., G({1,2}) = G({1,3}) = G({1,4}) = 0.
Compared to the optimal revenue increase G({3,4}) = 0.25, the revenue increase G({1,2}) = 0 is arbitrarily bad. O

H.2. Proof of Theorem 4.3

Proof: The revenue obtained by selling the entire dataset without sharing any feature is formulated as
max Y (b) - p-1{Y_ p(a)u(f(a)b) > p} (30)
b q

We know that the optimal revenue achieved by (12) is upper bounded by

(12) < max > > o) prr-H Y wp@ul(fa)b)>p.} (la)
b

ToAprs, 7}es

qlf(ar)=rs
< max D0 0 -y H{u(g)u(f(a),b) > pg} (31b)
qJq q b
= 3 max S 0(b) - py - Hula)u(F(6).) > po). 610
a " b

where (31a) follows by removing the loss of utility term in (12), and (31b) is the possibly maximal value achieved by (31a)
through separating all the quality vectors ¢ from each other (Lemma G.2).

To ease the explanation, we consider a special case where k£ = 2, i.e., the learner only has two private types. It can be easily
extended to the case k > 2. Let b1, ba be two private types where b; < bs and their probabilities are p; and po respectively
with p; + po = 1. Recall that u(-, b) is increasing regarding b. By solving the posted price mechanism in (30), we have the
optimal value

max{ 3" u(@)u(f(@),br). p2 Y- pl@)u(f (@),b2) },

and the upper bounded maximum possible revenue i.e., (31c), is

> max { u(a)u(F(a), 1), p2 - pla)u(f(a),b2) }.
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We furthermore have

maxx { p(q)u(F(g).br), p2 - p(a)ulf(a). o)}
< plQulf(q), br) + p2 - 1(q)ulf(q), b2)-

Finally, we have

S~ max {u(@)u(f(a), br), p2 - pla)u(f(@),52) }
< D n@uf(9);b) +p2 Y pa)ulf(a),b2)
< 2max {37 pu(@u(f(@),b1), p2 Y pl@)u(f(a).ba) }.

q

Therefore, we can see that when k£ = 2, the approximation ratio is % By similar proof as above, we can extend to the case
k > 2 and obtain approximation ratio % O

I. Hardness of Column Subset Selection

The Column Subset Selection problem is defined as below:
Input: n arbitrary nonnegative vectors x', x2, ..., x" of m-dimension.
Output: find a minimum-size set of entries £ C [m] to distinguish all vectors according to the sum of entries, i.e.,

Dice X; # Dice X;F£ . F Dice Xi-

We prove the following theorem,

Theorem I.1 The Column Subset Selection problem is NP-hard.

Proof: As in the proof of binary version of Column Subset Selection problem, we reduce from set cover problem with
ground set of size n and m sets. Pick n prime numbers p1, ..., p,, that are all greater than m; note that these numbers can be
selected so that they are polynomial in n and m. We create an (n + 1)-by-m matrix where for i < n + 1, the entry (¢, j) is
p; if the 7" element is covered by the j™ set and 0 otherwise; the last row consists of all Os.

Consider a subset of columns, which corresponds to a collection of sets. If element ¢ is uncovered (i.e., not included in any
of m sets), the row sum over these selected columns is 0, so row ¢ is indistinguishable from row n + 1. If 7 is covered, it is
of the form k X p;, where k is at most m and hence smaller than any of the prime numbers. Thus, the sum in the i row
over these selected columns is divisible by p;, but not by any p; with j # <. Hence, if there selected columns correspond to
a cover, all sums are distinct, and otherwise there must exist some row with sum is zero. O

J. Two Examples

The following two examples are modified based on Example 3.3 for justification.

The first example is for the justification of the first order dominance condition. We construct a model distribution such that
for any t1 > to, E[r|q, t1] < E[r|q, t2], i.e., more training data harms the performance. The curves are plotted in Figure 4.
We can see that it is optimal for the seller to sell the entire set directly. The revenue of our designed mechanism first drops
sharply. Then, it slowly increase, because sharing more data freely gives lower preliminary accuracy and causes less loss of
sales value.

Example J.1 Let t = 0%, 1%, ... 100% be the quantity of data. Letr € {0,1,2,...,10} represent 0%,10%, ... 100%
accuracy, ¢ € {0,1,2,...,10} and private type b € {1,2,...,10}. According to the above characterization, let the
valuation function be
0, r+b<=10
u(r,b) = 41000, r=b=10

10, otherwise.
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The prior belief 11(q) over q is a Gaussian with standard deviation o = 3 and mean m = 3. The accuracy distribution
A(r|q, t) is also a Gaussian with m = round(q x (—t+ 1)) and 0 = 1.0. Let 0 = 0 if ¢ = 0. Set A\(0]|¢,0) = 1.

---- Revenue (7)
—— Upper bound (8)

0 20 40 60 80 100

shared quantity (%)
Figure 4. Revenue change with respect to quantity ¢ for Example J.1.

The second example modifies the valuation function to u(r, b) = [(r + b) x 7]%C. The valuation function is almost linear in

r but concave in b. By the construction, when r is small, u(r, b) is not negligible. For example, when b = 10, comparing

r = 2 (i.e., 20% accuracy) with r = 8, we have %ﬁgz:: ~ 0.3. It means if the model trained on the shared subset of

data achieves 20% accuracy (which in face is a low-accuracy model), the seller may lose 30% of sales value after sharing if

the final performance has accuracy 80%, which may lead to less revenue obtained. The revenue curves are plotted in Figure
5, which shows that selling the entire set directly is optimal.

Example J.2 Let t = 0%, 1%, ...100% be the quantity of data. Let r € {0,1,2,...,10} represent 0%,10%, ...100%
accuracy, ¢ € {0,1,2,...,10} and private type b € {1,2,...,10}. According to the above characterization, let the
valuation function be u(r,b) = ((r + b) x r)°5. The prior belief j1(q) over q is a Gaussian with standard deviation
o = 3 and mean m = 3. The accuracy distribution \(r|q,t) is also a Gaussian with m = round(q - t) and 0 =
0.1 X (—(t —0.5)% +0.25). Let 0 = 0if ¢ = 0. Set \(0]¢,0) =1
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Figure 5. Revenue change with respect to quantity ¢ for Example J.2.
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K. Notations Summary

Dro T Price menu. Posted price given shared subset 7 of data points and observed preliminary accuracy r
q quality of the data, determined by the model design and data itself. In homogeneous case, it is a scalar. In
heterogeneous case, it is a quality vector.

w(q) Common prior distribution over g.
ws1(q) the seller’s private prior belief over gq.
tmi(q) the machine learner’s private prior belief over q.
u(r,b) the machine learner’s valuation function of accuracy r and private type b, non-decreasing in 7 and b.

o(b) Commonly known distribution over private type b.

A(r|g,T) | Probability of outputing accuracy r, conditioning on data quality ¢ and set 7.

Ty Tsy T r generally denotes the accuracy obtained by ML model; r, specially denotes the preliminary accuracy
observed by the two parties after training on the shared set 7; r,,, denotes the accuracy obtained by the ML
model trained on the whole set D. All of them have the same domain, and are finite and discrete.

T shared subset of data points
D universal set of data points
R complemented set D \ T
RP(t) possibly maximal revenue obtained from the whole data set D (i.e., if sharing data cause no loss of sales
values), when sharing ¢ quantity of data with the machine learner
G(rs,T,b) | the seller’s expected remaining utility after sharing subset 7 of data points and observing accuracy 7, given

the learner’s private type b




