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ABSTRACT

Unlabeled data is a key component of modern machine learning. In general, the role
of unlabeled data is to impose a form of smoothness, usually from the similarity
information encoded in a base kernel, such as the e-neighbor kernel or the adjacency
matrix of a graph. This work revisits the classical idea of spectrally transformed
kernel regression (STKR), and provides a new class of general and scalable STKR
estimators able to leverage unlabeled data. Intuitively, via spectral transformation,
STKR exploits the data distribution for which unlabeled data can provide additional
information. First, we show that STKR is a principled and general approach,
by characterizing a universal type of “target smoothness”, and proving that any
sufficiently smooth function can be learned by STKR. Second, we provide scalable
STKR implementations for the inductive setting and a general transformation
function, while prior work is mostly limited to the transductive setting. Third, we
derive statistical guarantees for two scenarios: STKR with a known polynomial
transformation, and STKR with kernel PCA when the transformation is unknown.
Overall, we believe that this work helps deepen our understanding of how to work
with unlabeled data, and its generality makes it easier to inspire new methods.

1 INTRODUCTION

The past decade has witnessed a surge of new and powerful algorithms and architectures for learning
representations (Vaswani et al., 2017; Devlin et al., 2019; Chen et al., 2020; He et al., 2022); spurred
in part by a boost in computational power as well as increasing sizes of datasets. Due to their
empirical successes, providing an improved theoretical understanding of such representation learning
methods has become an important open problem. Towards this, a big advance was made recently
by HaoChen et al. (2021), who showed that when using a slight variant of popular contrastive
learning approaches, termed spectral contrastive learning, the optimal learnt features are the top-d
eigenfunctions of a population augmentation graph. This was further extended to other contrastive
learning approaches (Johnson et al., 2023; Cabannes et al., 2023), as well as more generally to all
augmentation-based self-supervised learning methods (Zhai et al., 2024).

A high-level summary of this recent line of work is as follows: The self-supervised learning ap-
proaches implicitly specify inter-sample similarity encoded via a Mercer base kernel. Suppose this
kernel has the spectral decomposition K (z,2') = >~2; A\jthi(x);(2'), where Ay > Ag > +++ > 0.
The above line of work then showed that recent representation learning objectives can learn the
optimal d features, which are simply the top-d eigenfunctions [¢)1, - - - , 4] of this base kernel. Given
these d features, a “linear probe” is learned atop via regression. It can be seen that this proce-

dure is equivalent to kernel regression with the truncated kernel Ky(z,z') = Z?:l Aithi(2); ().
More generally, one can extend this to regression with a spectrally transformed kernel (STK)
Ko(z,2') = 302 s(X)Yi(x)y;(2), where s : [0, +00) — [0,400) is a general transformation
function. We call this generalized method spectrally transformed kernel regression (STKR). Then,
K4 amounts to an STK with the “truncation function” s(\;) = A\il{;<qy-

In fact, STK and STKR were quite popular two decades ago in the context of semi-supervised
learning, which similar to more recent representation learning approaches, aims to leverage unlabeled
data. Their starting point again was a base kernel encoding inter-sample similarity, but unlike recent
representation learning approaches, at that period this base kernel was often explicitly rather than
implicitly specified. For manifold learning this was typically the e-neighbor or the heat kernel (Belkin
& Niyogi, 2003). For unlabeled data with clusters, this was the cluster kernel (Chapelle et al., 2002).
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And for graph structured data, this was typically the (normalized) adjacency or Laplacian matrix of
an explicitly specified adjacency graph (Chung, 1997; Belkin & Niyogi, 2003). A range of popular
approaches then either extracted top eigenfunctions, or learned kernel machines. These methods
include LLE (Roweis & Saul, 2000), Isomap (Tenenbaum et al., 2000), Laplacian eigenmap (Belkin
& Niyogi, 2003) for manifold learning; spectral clustering (Ng et al., 2001) for clustered data; and
label propagation (Zhu & Ghahramani, 2002; Zhou et al., 2003) for graph structured data. With
respect to kernel machines, Bengio et al. (2004) linked these approaches to kernel PCA, and Chapelle
et al. (2002); Smola & Kondor (2003); Zhu et al. (2006) proposed various types of STK.

In this work, we revisit STK and STKR, and provide three sets of novel results. Our first contribution
is elevating STKR to be a principled and general way of using unlabeled data. Unlabeled data is
useful as it provides additional information about the data distribution Py, but the kernel could be
independent of Py. STKR implicitly mixes the information of Py and the kernel in the process of
constructing the STK. We then prove the generality of STKR via an existence result (Theorem 1):
Suppose the target function satisfies a certain unknown “target smoothness” that preserves the relative
smoothness at multiple scales, then there must exist an STK that describes this target smoothness.

Our second contribution is implementing STKR with general transformations for the inductive setting.
Most prior work is limited to the transductive setting where test samples are known at train time
(Zhou et al., 2003; Johnson & Zhang, 2008), in large part because it is easier to carry out spectral
transformation of the finite-dimensional Gram matrix than the entire kernel function itself. But for
practical use and a comprehensive analysis of STKR, we need inductive approaches as well. Towards
this, Chapelle et al. (2002) solved an optimization problem for each test point, which is not scalable;
Chapelle et al. (2006, Chapter 11.4) provided a more scalable extension that “propagates” the labels
to unseen test points after transductive learning, but they still needed to implicitly solve a quadratic
optimization program for each set of test points. These approaches moreover do not come with strong
guarantees. Modern representation learning approaches that use deep neural networks to represent
the STK eigenfunctions inductively do provide scalable approaches, but no longer have rigorous
guarantees. To the best of our knowledge, this work develops the first inductive STKR implementation
that (a) has closed-form formulas for the predictor, (b) works for very general STKs, (c) is scalable,
and importantly, (d) comes with strong statistical guarantees. We offer detailed implementations with
complexity analysis, and verify their efficiency with experiments on real tasks in Section 5.

Our third contribution is developing rigorous theory for this general inductive STKR, and proving
nonparametric statistical learning bounds. Suppose the target function f* is smooth w.r.t. an STK K,
and there are n labeled and m unlabeled samples both i.i.d.. We prove estimation and approximation
error bounds for the STKR predictor (in L? norm) when s(\) is known or completely unknown. By
incorporating recent theoretical progress, three of our four bounds have tightness results.

In a nutshell, this work conceptually establishes STKR as a general and principled way of learning
with labeled and unlabeled data together with a similarity base kernel; algorithmically we provide
scalable implementations for general inductive STKR, and verify them on real datasets; statistically
we prove statistical guarantees, with technical improvements over prior work. Limitations and open
problems are discussed in Section 6, and more related work can be found in Appendix A. We also
provide a table of notations at the beginning of the Appendix for the convenience of our readers.

2 DERIVING STKR FROM DIFFUSION INDUCED MULTISCALE SMOOTHNESS

Let the input space X be a compact Hausdorff space, ) = R be the label space, and Pxy be the
underlying data distribution over X’ x ), whose marginal distribution Py is a Borel measure with
support X'. We will use the shorthand dp(z) to denote dPy (). Let LQ(PX) be the Hilbert space of
L? functions w.r.t. Py that satisfy [ f(2)%dp(z) < +oo, with (f1, fo)p, = [ fi(z) dp(z) and
I fllex =/ {f, f)px- f € L?(Px) also implies f € L'(Px), which guarantees that ]EXNPX [f(X)]
exists and is finite. Let a base kernel K (z, 2’) encode inter-sample similarity information over X
We assume full access to K (i.e. we can compute K (x, 2’) for all =, '), and that K satisfies:

(i) K is a Mercer kernel, so it has the spectral decomposition: K (z,2") = > .2 Nty () ('),
where the convergence is absolute and uniform. Here \;, v; are the eigenvalues and orthonormal
eigenfunctions of the integral operator T : L?(Py) — L*(Px) defined as (Tx f)(x) =
[ f(a")K (2, 2")dp(x’), such that \; > Ay > --- >0, and (¢5,9;) py = 0ij = Ly}

(ii) K is centered: Defined as Tic1 = 0, where 1( ) = 1and O(z) = 0. One can center any K by
K(zo,y0) = K(x0,50) — [ K(2,y0)dp(x) — [ K(xo,y)dp(y) + [ K(z,y)dp(x)dp(y).
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Why assuming centeredness? In this work, we view the smoothness and scale of a function f as
two orthogonal axes, since our smoothness pertains to the inter-sample similarity. Thus, we view f;
and fo as equally smooth if they differ by a constant a.e.. If K is not centered, then this will not be
true under the RKHS norm (see Section 2.1). In practice centering is not a necessary step, though
often recommended in kernel PCA.

This work investigates the regression function estimation problem in nonparametric regression, with
error measured in L? norm (see Gyorfi et al. (2002) for an introduction of regression problems):

Problem. Let f*(z) := [y dPvy(y|z) € L?(Px) be the target regression function. Given n
labeled samples (x1,91), -, (Tn, Yn) iid Pyy, m unlabeled samples 11, -+ , Tytm bid Py,
and access to K (x, ') for any 2,2’ € X, find a predictor f € L?(Px) with low prediction error:

en(f, ) = Bxere | (F3) = £200) | = |7 - 1

2
Px

One can also think of f* as the target function, and y = f*(x) + €, where € is random noise with
zero mean. Let {)\; : ¢ € I} be the set of non-zero eigenvalues of Tk, then define K?(z,z') :=
> ic1 AV i(x)Yi(a”) for all p € R, which corresponds to an STK with s(\) = M. The set { K}
delineates a diffusion process w.r.t. K, because KP*(z,2') = [ KP(z,20)K (', 20)dp(z0), s0
that KP*! captures similarity with one additional hop to KP. For continuous diffusion, p can be
real-valued. Then, the reproducing kernel Hilbert space (RKHS) associated with K? for any p > 1 is:

UZZ U;V;

Hoer {f:zuiwi S8l (S Tun) -y o
i€l i i i Hier i

and Hf”%{m) = (f, ) »- KP is the reproducing kernel of H xr, as one can verify for all f € H»
and x that (f, K?)y,, = f(x), for K2(z) := KP(z, z). Hx is also denoted by Hy. Hyr are
called power spaces (Fischer & Steinwart, 2020) or interpolation Sobolev spaces (Jin et al., 2023).
Kernel ridge regression (KRR) is a classical least-squares algorithm. KRR with K is given by:

f € argmin {i& Z(f(%) — i)+ ﬂn|f||%{x}

Ferx i—1
for some 3, > 0. Although KRR is very widely used, the problem is that it does not leverage
the unlabeled data, because the optimal solution of KRR only depends on z,--- ,z, but not
Tp+1," " s Tntm, as is explicitly shown by the Representer Theorem (Scholkopf & Smola, 2002,
Theorem 4.2): All minimizers of KRR admit the form f*(x) = Z?Zl aj K (z,x;), where
2
1 n n n
a® € arginf ¢ — o K(zg,zi) —yi| + Bn oo K (T, x5) 3. 2)
i 03 3K 3 cunKlou)

One consequence is that for KRR, the whole base kernel could be useless. @
Consider the graph example on the right, where only the three shaded

nodes are labeled, and K is the adjacency matrix. With KRR, the unla-

beled nodes are useless and can be removed. Then, the graph becomes @ @
three isolated nodes, so it has zero impact on the learned predictor.

2.1 DIFFUSION INDUCED MULTISCALE SMOOTHNESS a a a

Figure 1: Sample graph.

Let us use this graph example to motivate STKR. Unlabeled samples are useful as they offer more
information about the marginal distribution Py. The problem is that we don’t know the connection
between K and Py. So while KRR can leverage K, it does not necessarily exploit more information
about Py than supervised learning over the n labeled samples, which is why the unlabeled samples
are useless in our graph example. To address this, the seminal work Belkin et al. (2006) proposed this
elegant idea of explicitly including another regularizer || f||2 that reflects the intrinsic structure of
Px. For instance, || f||2 can be defined with the Laplace-Beltrami operator in manifold learning, or
the graph Laplacian for graphs. In comparison, STKR also exploits Py, but in an implicit way—the
construction of the STK mixes K with Py. To see this: In our graph example, suppose we were to
use the STK K2, i.e. a two-step random walk. Then, (a) the graph would be useful again because the
three labeled nodes were connected in K2, and (b) we mixed K with Py since K? is essentially an
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integral of K x K over Py. The main takeaway from the above analysis is: With STKR, we impose
another kind of smoothness we call the target smoothness, and it mixes the information of K with
the information of Px. In the rest of this section, we formally characterize this target smoothness.

We start with formally defining “smoothness”. Suppose the inter-sample similarity is characterized by
a metric d(x, ') over the input space X, then one can naturally measure the smoothness of f by its

Lipschitz constant Lip,(f) = sup, e x zz0/ %{Cff')‘ So it suffices to specify d(z, z'). If X is
an Euclidean space, then one can choose d to be the Euclidean distance, which is used in lots of prior
work (Tenenbaum et al., 2000; Belkin & Niyogi, 2003). The caveat is that the Euclidean distance is

not guaranteed to be correlated with similarity, and A" is not necessarily Euclidean in the first place.

Instead, one can use K to define the metric, which should align better with inter-sample similarity
by the definition of K. And if one further assumes transitivity of similarity, i.e. (a,b) and (b, ¢)
being similar implies that (a, ¢) are similar, then K also aligns with similarity. The kernel metric of
KP?is given by dco (2, 2) := || KE — K2 |34, = Y; AP (¥;(x) — 4;(2"))?, which is equivalent to
the diffusion distance defined in Coifman & Lafon (2006), and p can be real-valued. Thus, kernel
diffusion { K7} induces a multiscale metric geometry over X, where a larger p induces a weaker
metric. Here “weaker” means dx» = O(dka) if p > ¢. One can also think of { K7}, >; as forming a
chain of smooth function classes: LQ(PX) D Higr D Hgz D -+, and for continuous diffusion we
can also have sets like H 1.5. A larger p imposes a stronger constraint since H x» is smaller.

Now we show: || || ., is equal to its Lipschitz constant. But this is not true for Lip,(f), which is
not very tractable under the topological structure of X'. Thus, we consider the space of finite signed
measures over X, denoted by X For any function f on X, deﬁne its mean f as a linear functional
over X, such that f(u) = [, f( ). Then, define dgcr (i1, v) == || [ KE2u(z) — [ K2v(2)||245p

for p,v € X, and Llpde (f):= supmueiu#u % In other words, f is smooth if its mean

w.r.t. 1 does not change too much when the measure i over X’ changes by a little bit. Then, we have:
Proposition 1 (Proofs in Appendix B). This Lip, , (f) satisfies: Lipy,_, (f) = | fll#x0» V.f € Hico.

We define ric» (f) = |f — Epy[flI,/ Lipa,, (£)* = If = Erc[fll5,/1f13,, and use it
to measure the smoothness of any f € L?(Px) at scale p > 1. Here || f|7,, is extended to all
f € L*(Px): If 3f, € Hyeo such that f — Ep, [f] = f, (Px-a.e), then ||l := [ fpll 203 I
there is no such f, then || f||,» := +00. Since K is centered, for any f and f» that differ by
a constant Px-a.e., there is rg» (f1) = rx»(f2). This would not be true without the centeredness
assumption. We define r» (f) as a ratio to make it scale-invariant, i.e. f and 2f are equally smooth,
for the same purpose of decoupling smoothness and scale. And in Appendix B.2, we will discuss the
connection between 7 » (f) and discriminant analysis, as well as the Poincaré constant.

Now we characterize “target smoothness”, an unknown property that the target f* possesses. We
assume that it has the same form r;(f) := [f1lI%, /Lipg, (f)?, for some metric d; over X.
Then, we assume all functions with “target smoothness™ belong to a Hilbert space H;, and x, =’ are
similar if all functions in 7, give them similar predictions, i.e. d;(u,v) = supg||,,, =1 If(p)— f(v)|.
We also assume that target smoothness implies base smoothness, i.e. H; C Hx (thls is relaxable).

2.2 TARGET SMOOTHNESS CAN ALWAYS BE OBTAINED FROM STK: SUFFICIENT CONDITION

Let r¢(f) be defined as above. Our first theorem gives the following sufficient condition: If the target
smoothness preserves relative multiscale smoothness, then it must be attainable with an STK.

Theorem 1. If r;(f) preserves relative smoothness: “Vfi, fo € L*(Px), if rieo (f1) > 7x0 (fo)
Jorall p > 1, then ri(f1) > r¢(f2)”, and Hy C Hi, then ri(f) = ||f — Eps [f]||%;x/|\f||%_[f,
and H; must be an RKHS, whose reproducing kernel is an STK that admits the following form:

Ko(w,d) =\ Lo SO0 @Ni(a), 3

Sor a transformation function s : [0, +00) — [0, +00) that is: (i) monotonically non-decreasing,
(ii) s(X) < M for some constant M > 0, (iii) continuous on [0, +00), and (iv) C* on (0, +00).

The proof is done by sequentially showing that (i) ‘H. is an RKHS; (ii) Its reproducing kernel is
Ky(z,x') :== 3", sithi(x); (2'), with 81 > 59 > --- > 0; (iii) s; = O(\;); (iv) There exists such a
function s(\) that interpolates all s,. From now on, we will use H x_ to denote H;. This theorem
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implies that s(\) makes the eigenvalues decay faster than the base kernel, but it does not imply that

K is a linear combination of {K”},>1. This result naturally leads to KRR with || f||3,. = [|fI|3,:
N ) 1 <
fe argmin <= (f(@:) = )"+ Ballf — Exmr [F(X)],. ¢ ©)
f_EPX [f]e7'lKS n i=1 s

which we term spectrally transformed kernel regression (STKR). One could also relax the assumption
‘H, C Hx by considering Hx» for p > py where pg < 1. Assuming that H g»o is still an RKHS and
H: C Hxro, one can prove the same result as Theorem 1, with (ii) changed to s(A) < M \Po,

Now we develop theory for STKR, and show how it exploits the unlabeled data. Here is a road map:

(a) We first study the easier transform-aware setting in Section 3, where a good s(\) is given by an
oracle. But even though s()) is known, K is inaccessible as one cannot obtain v; with finite

samples. Unlabeled data becomes useful when one constructs a kernel K, to approximate K.
(b) In reality, such an oracle need not exist. So in Section 4, we study the harder transform-agnostic
setting where we have no knowledge of s(\) apart from Theorem 1. We examine two methods:

(1) STKR with inverse Laplacian (Example 1), which is popular in semi-supervised learning
and empirically works well on lots of tasks though the real s might not be inverse Laplacian.

(i) STKR with kernel PCA, which extracts the top-d eigenfunctions to be an encoder and
then learns a linear probe atop. This is used in many manifold and representation learning
methods. Here, unlabeled data is useful when approximating 11, - - - , 14 in kernel PCA.

Notation: For any kernel K, we use G¢ € R("Hm)x(ndm) G e R G € R™X™ to
respectively denote its Gram matrix on all, labeled and unlabeled samples, i.e. Gk [i, j] = K(x;, ;).

3 TRANSFORM-AWARE: STKR WITH KNOWN POLYNOMIAL TRANSFORM
Let the scale of f* be measured by B. This section supposes that s(\) is known, and the following:
Assumption 1. s(\) = >°2 | m, AP is a polynomial, with 7, > 0.

Assumption 2. There exists a constant > 0 such that K (v, x) < 2 for Py-almost all x.

Assumption 3. Ep, [f*] = 0, and there exist constants B, ¢ > 0 such that: || f*||p, < B, f* € Hk.,
and ||f*\|${K < e||f*H2PX (i.e. ¢(f*) > €7 1). (cf. the isometry property in Zhai et al. (2024))

Assumption 4. Pxy satisfies the moment condition for o, L > 0: E[ly — f*(z)|"] < irlo?L" 2
forall v > 2 and Px-almost all x. (e.g. Fory — f*(x) ~ N(0,0?), this holds with L = ¢.)

Assumption 1 is a natural condition for discrete diffusion, such as a multi-step random walk on a
graph, and p starts from 1 because s(0) = 0. The assumption Ep,, [f*] = 0 in Assumption 3 is solely
for the simplicity of the results, without which one can prove the same but more verbose bounds. The
moment condition Assumption 4 is essentially used to control the size of the label noise.

> Method: We implement inductive STKR by constructing a computable kernel K, (x,z") to approx-
imate the inaccessible K. For example, if Ks(z,2') = K?(z,2") = [ K(x,20)K (2',20)dp(x0),
then a Monte-Carlo approximation can be done by replacing the integral over o with an average

over xi,--- , Tntm. Computing this average leverages the unlabeled data. Specifically, we define:
1 n
feargmind = " (f(@:) = y)” + Ball fl3e, ¢ 5)
ferg, M ; =

vK(x)TGII’(_Q'UK(x’)
(ot )1

where K,(z,2') := Zﬁpf(p(x,x’); K'=K; Vp>2,KP(z,2') =
p=1

Here, v (z) € R such that v (z)[i] = K (z, x;), i € [n + m)]. One can compute K, (x,2”) for
any x, 2’ with full access to K (x,2'). Lety = [y1,- - ,yn] € R", and vg, »(x) € R" be defined
as v, n()[i] = Kq(x,z;) for i € [n]. The following closed-form solutions can be derived from the
Representer Theorem. While they are not necessarily unique, we will use them throughout this work:

{f(x) =vg, n(x)' &, a=(Gg,n+nbuI,) ty; (©6)
f@)=vg @& &= (Gg , +nbuI,) "y @)
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> Results overview: Now, for all s and f* that satisfy the above assumptions, we bound the

prediction error || f — f* |%., - The bound has two parts and here is a synopsis: In Part 1 (Theorem 2),
we assume access to K, and use the general results in Fischer & Steinwart (2020) to bound the
estimation error entailed by KRR with finite samples and label noise; In Part 2 (Theorem 3), we

bound the approximation error entailed by using K, to approximate the inaccessible K.

Theorem 2. Let M be given by Theorem 1. If eigenvalues of K decay by order p~! for p € (0,1],
ie s(\;) = O(f%)for all i, then under Assumptions 2 and 4, for a sequence of {Bn},,~, with

1
Bn = O(n~ T#p), there is a constant ¢y > 0 independent of n > 1 and T > k~YM~% such that

< 0072I€2M|:(€B2 + 02) ~T 4 max {L2 2M6B2}n lligpp]
X

holds for all f* satisfying Assumption 3 and sufficiently large n with probability at least 1 — 4e™"

Remark. The O(n~ ﬁ) learning rate is minimax optimal as shown in Fischer & Steinwart (2020), i.e.
one can construct an example where the learning rate is at most Q(n_ﬁ ). And under Assumption 2,
one can always choose p = 1 since i - s(};) < Zj 1SA) S MY N = MTr(Tk) < Mk?. So
one statistical benefit of using an appropriate s is to make the eigenvalues decay faster (i.e. make p
smaller). Also note that the random noise should scale with f*, which means that o, L = O(B).

Theorem 3. Let 5\1 be the largest eigenvalue of ﬁ_’;n ,

under Assumptions 1 and 2, for any § > 0, it holds with probability at least 1 — § that:

o SO B2k F i3
i Gy W = G s

Px A
Remark. The key to prove this is to first prove a uniform bound for | K (z, ;) — K, (z, x;)| over all
z and j. With Assumptlons 3and 4,an O(B? + 02 + L2) bound for Hylb can be easily obtained. If
Bn=0(n" 1+p) as in Theorem 2, then with m = w(nT+» T+ ) this bound vamshes, so more unlabeled

samples than labeled ones are needed. Moreover, A1 is known to be close to A\; when n + m is large:
Lemma 2. (Shawe-Taylor et al., 2005, Theorem 2) For any § > 0, with probability at least 1 — §,

2(n 1
23 11910 2L

and denote \.x := max {)\1, ;\1 } Then,

M <A+
1 1W

> Implementation: STKR amounts to solving Aa = y for A = G Kon T nB,I, by Eqn. (7).
There are two approaches: (i) Directly computing A (Algorithm 3 in Appendix C) can be slow due
to costly matrix multiplication; (ii) Iterative methods are faster by only performing matrix-vector
multiplication. Algorithm 1 solves A& = y via Richardson iteration. We name it STKR-Prop as it is
very similar to label propagation (Label-Prop) (Zhou et al., 2003). If s(\) = 22:1 mpAP and g < oo,
and computing K (z, z’) for any x, 2’ takes O(1) time, then Algorithm | has a time complexity of
O(q(n +m)?B,; ' s(\) log 1) for achieving error less than €, where A is a known upper bound of A
(see derivation in Appendix C). Besides, STKR-Prop is much faster when K is sparse. In particular,
for a graph with | E| edges, STKR-Prop runs in O(q|E|3;, 1) time, which is as fast as Label-Prop.

At inference time, one can store v computed in line 4 of Algorithm 1 in the memory. Then for any x,
there is f(x) = S0 " K (24, x)v; +m > =1 K (2, )& , which takes O(n +m) time to compute.
This is much faster than Chapelle et al. (2002) who solved an optimization problem for each new z.
For some other transformations, including the inverse Laplacian we are about to discuss, s is complex,
but s71(\) = Z;é &pAP~" is simple. For this type of s(\), Algorithm [ is infeasible, but there is a
viable method in Algorithm 2: It finds @ € R"*™ such that Q0 = [&,0,,] " and M0 = g, where

p ~
-y (n+m) M = (n+m)I, (fi—K) +nB,Q, I, = diag{1,--- ,1,0,--- ,0} with
7 ones and m zeros, and g := [y, 0 ] . In Appendix C we will derive these formulas step by step,
and prove its time complexity to be O(max{q,7}(n + m)?6; ). And at inference time, one can

r— r—1
compute f(z) = v (x)T (ncifn) 0 in O(n + m) time for any x by storing ( Gz:n) 0 in the
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Algorithm 1 STKR-Prop for simple s Algorithm 2 STKR-Prop for simple s~!
Input: G, s(A), Bn. Y. 7. € Input: Gk, s '(A), B, Y, 7, €
1: Initialize: & < 0 € R” I: Initialize: @ «— 0 € R"™™, g <+ [y,0,,] "
2: while True do 2: while True do
# Compute u=(Gg, , +nbly)c # Compute uw = MO
~ . n+m
3: a GK,H_mna v+ 0 e Rt 3 v 0eR"
n+m . I Gkv
4: forp=gq,-- 2d0v<—ffm”+7rpa forp =q lf ,OdovenJr?Jr{pB
5: U Gl + MGE G+ nfpé 5 U Kmf;%@)[l:n]ﬁm] +nfpv
6: lf”u Yll2 < €l|ly||2 then return & 6: a+—u—9,0+0—~va
7: d—a—y(u—y) 7 if |la||2 < €||y|| then return 6

memory, where v is defined as in Eqn. (5). Once again, for a graph with |E| edges, STKR-Prop has

a time complexity of O(max{q,r}|E|S;; '), which is as fast as Label-Prop. Finally, here we showed
the existence of a good solver (Richardson), but practitioners could surely use other linear solvers.

4 TRANSFORM-AGNOSTIC: INVERSE LAPLACIAN AND KERNEL PCA

We have derived learning guarantees for general inductive STKR when s is known. This is useful,
but in reality, it is unreasonable to presume that such an oracle s will be given. What should one
do if one has zero knowledge of s(\) but still want to enforce target smoothness? Here we provide
two parallel methods. The first option one can try is STKR with the canonical inverse Laplacian
transformation. Laplacian as a regularizer has been widely used in various context (Zhou et al.,
2003; Johnson & Zhang, 2008; HaoChen et al., 2021; Zhai et al., 2024). For our problem, we want
IIf ||’2HK = fTK, ' f to be the Laplacian, so the kernel K, should be the inverse Laplacian:

Example 1 (Inverse Laplacian for the inductive setting). For n € (0, Afl), define K such that
K Yz, 2") = K Y(z,2") — nK°(z,2"). K~! and K° are STKs with s(\) = \~! and s(\) = \°.
Then, s~1(\) = A=t —n > 0 for A € (0, \1] (s~ is the reciprocal, not inverse), s(\) = ﬁ =
P PN, and || f13,,. = 113, — nllflIB,- Classical Laplacian has ) = 1 and Ay < 1. For

the connection between transductive and inductive versions of Laplacian, see Appendix B.3.

This canonical transformation empirically works well on lots of tasks, and also have this guarantee:

Proposition 3. Let s be the inverse Laplacian (Example 1), and s* be an arbitrary oracle satisfying
Theorem 1. Suppose f* satisfies Assumption 3 w.r.t. s*, but STKR (Eqn. (7)) is performed with s.
Then, Theorem 3 still holds for f given by Eqn. (6), and Theorem 2 holds by replacing € with Me .

Note that this result does not explain why inverse Laplacian is so good — its superiority is mainly an
empirical observation, so it could still be bad on some tasks, for which there is the second option. The
key observation here is that since s is proved in Theorem 1 to be monotonic, the order of 1, Y3, - - -
must remain unchanged. So if one is asked to choose d functions to represent the target function,
regardless of s the best choice with the lowest worst-case approximation error must be 11, - - - , 94:

Proposition 4. Let s be any transformation function that satisfies Theorem 1. Let Fs be the set of
functions that satisfy Assumption 3 for this s. Then, the following holds for all \I/ [wl, . ,wd]

such that 1; € L*(Py), as long as s(/\l)e > 1 and %[ (M)e—1] < 3:

. ()‘d+1) 2
—————[s(A1)e — 1]B~.
JE%E}‘% 'jz%l]ll%ld ’ fH - )\1) — S()\d+1) [S( 1)6 }
To attain equality, it is sufficient for U to span span{t, - - - , g}, and necessary if s(Ag) > s(Ag41)-

> Method: This result motivates using representation learning with two stages: A self-supervised
pretraining stage that learns a d-dimensional encoder U= [zﬁl, S id] with the unlabeled samples,
and a supervised fitting stage that fits a linear probe on U with the labeled samples. The final predictor
is fq(z) = w T ¥(x), for which we do not include a bias term since f* is assumed to be centered.
For pretraining, the problem boils down to extracting the top-d eigenfunctions of T, for which a
classical method is kernel PCA (Scholkopf & Smola, 2002, Chapter 14). Indeed, kernel PCA has
been widely applied in manifold learning (Belkin & Niyogi, 2003; Bengio et al., 2004), and more
recently self-supervised pretraining (Johnson et al., 2023). Suppose that Gk ,,, € R™*"™, the Gram
matrix of K over , 41, - , Tnim, is at least rank-d. Then, kernel PCA can be formulated as:
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Pi(x) = Y vil[j1K (Tnss, ), ®)
j=1
. - ~ 51 X
where Gg mv; = mA\iv;; A > - > Ag > 0; v; € R™; Vi, j € [d], (v;,v;) = ;\j )
mA;

For any 4, j € [d], there is (1;,%;)3, = v] Gk mv; = & j. Consider running KRR w.r.t. K over

— T F T 12— e
all f =w' . For f = w W, there is || fl|5, =225 ;=
to minimize.% > ('uAJT\I/(xz) - yz)2 + Bnllw||3 as in ridge regression, which is an approximation
of STKR with a “truncation function” s(\;) = A, if ¢ < d, and 0 otherwise (not a real function if

Ad = Adt1). Denote W(X,,) = [¥(xy),- -, U(x,)] € R¥", Then, the final predictor is given by:
A A N - -1,
Ja= T, = (X)) +nBa) WXy )
> Results overview: We now bound the prediction error of fd for all f* satisfying Assumption 3,

with no extra knowledge about s(). The bound also has two parts. In Part 1 (Theorem 4), we bound
the estimation error entailed by KRR over H, given by Eqn. (9), where H, is the RKHS spanned by

sty (1, B a0c = [09]3- So it amounts

U= [1[)1, e ,1[)d], which is a subspace of H x; In Part 2 (Theorem 5), we bound the approximation
error, which is the distance from f* to this subspace ¥ Note that if ¥ has insufficient representation
capacity (e.g. d is small), then the approximation error will not vanish. Specifically, let fd be the
projection of f* onto H,, i.e. fao=w" ¥, and (fd, - fd>HK = 0. Then, Part 1 bounds the KRR
estimation error with f; being the target function, and Part 2 bounds || f* — f,4]|2.

Theorem 4. Let M be given by Theorem 1. Then, under Assumptions 2 and 4, for Eqn. (9) with a
1
sequence of { By }n>1 with 3, = ©(n~ %) for any p € (0,1], and any § > 0 and 7 > k™%, if

N 2
n > 16&4/\;2 (2 +4/2log %) , then there is a constant cy > 0 independent of n, T such that:

A ~ 12 12
Jia- i, <o(] r-all,.)
PX HK
+ co7? {(szeBQ + HQO'Q)niﬁ + k2 max {LQ, KQMeBQ}TF 11125}
holds for all f* under Assumption 3 and sufficiently large n with probability at least 1 — 4e™7 — 0.

_ 12 by
f**de 4 2
Py 4

Remark. This bound has two terms. The first term bounds the gap between y and new labels y, where
i = yi — [*(x;) + fa(z;). The second term again comes from the results in Fischer & Steinwart
(2020). Comparing the second term to Theorem 2, we can see that it achieves the fastest minimax
optimal learning rate (i.e. p can be arbitrarily close to 0), as the eigenvalues decay the fastest with s
being the “truncation function”. But the side effect of this statistical benefit is the first term, as the

d-dimensional ¥ has limited capacity. The coefficient 3 can be arbitrarily close to 1 with larger n, cy.
Our astute readers might ask why U is learned only with the unlabeled samples, while in the last
section STKR was done with both labeled and unlabeled samples. This is because in the supervised
fitting stage, the function class is the subspace spanned by 0. To apply uniform deviation bounds in

Theorem 4, this function class, and therefore ¥, must not see 1, - - - , T,, during pretraining. On the
contrary, the function class in Theorem 2 is H -, which is independent of x1, - - - , x,, by definition.

Theorem 5. Let M be given by Theorem 1. Let f* — f; = bg, where b € R, and g € Hc such
that ||gll3e,c = 1 and (g, i)y, = Ofori € [d]. Then, || f* — fall3, = b*lgl%,. and
x 72 2 _ MM — % 2 o o B .
Ilf* — fall3, =b° < WB for all f* satisfying Assumption 3. (10)
1= 19lIpy
And if Assumption 2 holds, then for any 6 > 0, it holds with probability at least 1 — 0 that:

K2 6
Mirt < lgllpe < Aavr + N <2\/&+ 34/log 6>'

Remark. When m is sufficiently large,

gH%X can be very close to \;41. Compared to Proposition 4,
one can see that the bound for || f* — f4||%. = b?||g||3, given by this result is near tight provided
that S(%f) = sQae1) — A The only difference is that Eqn. (10) has e M \; — % instead of e M A\; — 1.

Ad41
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Table 1: Experiment results. We compare Label-Prop (LP) to STKR-Prop (SP) with inverse Laplacian (Lap),
with polynomial s(A) = A® (poly), with kernel PCA (topd), and with s(\) = A (KRR) (i.e. KRR with base
kernel). (t) and (i) indicate transductive and inductive settings. Test samples account for 1% of all samples. We
report the accuracies of the argmax prediction of the estimators (%). Optimal hyperparameters are selected using
a validation set (see Appendix D for details). Standard deviations are given across ten random seeds.

Dataset LP (t) SP-Lap (t) SP-poly (t) SP-topd (t) SP-Lap (i) SP-poly (i) SP-topd (i) KRR (i)
Computers 7730305 77.813,94 76‘724.12 80.803_06 77~152464 71.914.13 8080328 26.354.34
Cora 73330[)0 7704571 71.485_80 69.267,82 67787()2 65.199_11 6370(,00 28.523,56
DBLP 66.445 75 65.425 g2 64.524.90 64.864.60 65.204.92 64.514.05 63.165.41  44.803.86

Our analysis in this section follows the framework of Zhai et al. (2024), but we have the following
technical improvements: (a) Estimation error: They bound with classical local Gaussian and localized
Rademacher complexity, while we use the tighter bound in Fischer & Steinwart (2020) that is minimax
optimal; (b) Approximation error: Our Theorem 5 has three improvements. (i) [|g[|%, — Aa+1 is

O(V/d) instead of O(d); (ii) It does not require delocalization of the top-d eigenfunctions, thereby
removing the dependence on the covariance matrix; (iii) Our bound does not depend on )\31.

Eigen-decomposition of G ,,, takes O(m?) time in general, though as of today the fastest algorithm
takes O(m®) time with w < 2.38 (Demmel et al., 2007), and could be faster if the kernel is sparse.

5 EXPERIMENTS

We implement STKR-Prop (SP) with inverse Laplacian (Lap), polynomial (poly) s(\) = AP, and
kernel PCA (topd). We run them on several node classification tasks, and compare them to Label-Prop
(LP) and KRR with the base kernel (i.e. STKR with s(\) = \). Details and full results are deferred to
Appendix D, and here we report a portion of the results in Table 1, in which the best and second-best
performances for each dataset are marked in red and blue. We make the following observations:

(a) STKR works pretty well with general polynomial s() in the inductive setting. In the transductive
setting, the performance of SP-Lap is similar to LP, and SP-poly is slightly worse. The inductive
performance is slightly worse than transductive, which is reasonable since there is less information
at train time for the inductive setting. Note that LP does not work in the inductive setting.

(b) STKR with s(\) = AP for p > 1 is much better than KRR (i.e. p = 1). In fact, we observe
that for STKR with s(\) = AP, a larger p performs better (see Figure 2 in Appendix D). This
suggests one possible reason why inverse Laplacian works so well empirically: It contains K7
forp=1,2,---, so it can use multi-step similarity information up to infinitely many steps.

(c) STKR also works pretty well with kernel PCA. Specifically, on 3 of the 9 datasets we use, such
as Computers, kernel PCA is better than LP and STKR with inverse Laplacian. This shows
that inverse Laplacian and kernel PCA are two parallel methods — neither is superior.

6 CONCLUSION

This work revisited the classical idea of STKR, and proposed a new class of general and scalable
STKR estimators able to leverage unlabeled data with a base kernel. We established STKR as a
general and principled approach, provided scalable implementations for general transformation and
inductive settings, and proved statistical bounds with technical improvements over prior work.

Limitations and open problems. This work assumes full access to K (z, z), but in some cases
computing K (z, 2') might be slow or impossible. The positive-pair kernel in contrastive learning
(Johnson et al., 2023) is such an example, for which computing K is hard but computing || |3,
is easy, so our methods need to be modified accordingly. Also, this work does not talk about how
to choose the right base kernel K, which is a critical yet difficult open problem. For graph tasks,
STKR like label propagation only leverages the graph, but it does not utilize the node features that are
usually provided, which are important for achieving high performances in practice. Finally, this work
focuses on the theoretical part, and a more extensive empirical study on STKR is desired, especially
within the context of manifold learning, and modern self-supervised and semi-supervised learning.

There are three open problems from this work. (i) Improving the minimax optimal learning rate: In
this work, we provided statistical bounds w.r.z. n, m jointly, but one question we did not answer is: If
m is sufficiently large, can we improve the minimax optimal learning rate w.r.t. n proved in prior
work on supervised learning? (ii) Distribution shift: Diffusion induces a chain of smooth function
classes L?(Px) D Hx1 D Hyz D -, but this chain will collapse if Py changes. Can one learn
predictors or encoders that are robust to the shift in Py ? (iii) Combining multiple kernels: In practice,
usually the predictor is expected to satisfy multiple constraints. For example, an image classifier
should be invariant to small rotation, translation, perturbation, etc. When each constraint induces a
kernel, how should a predictor or encoder be learned? We leave these problems to future work.
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CODE

The code of Section 5 can be found at https://colab.research.google.com/drive/
Im8OENF21vxW3BB6CVEU45SGeK9IoYpdl?usp=sharing.
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APPENDIX
Table 2: Table of notations.
Notation Description
5,;7 j Kronecker delta. Equal to 1 if ¢ = j, and 0 otherwise
X Input space, assumed to be a compact Hausdorff space
Yy Label space, assumed to be R
Pyy Underlying data distribution over X x Y
Py, Py Marginal distributions of Pyy
dp(x) A shorthand of dPx ()
n,m Numbers of labeled and unlabeled i.i.d. samples from Pxy and Py, respectively
T1," * yTptm L1, , Ty, are the labeled samples, and x,, 41, - - - , Ty are unlabeled
Y1, 5 Yn The observed labels. Also define y = [y1,- - ,y,] € R”
L?(Px) L? function space w.r.t. Py, with inner product (-, ) p,. and norm || - || p,,
K(z, ') A Mercer base kernel that encodes inter-sample similarity information
Gg (n +m) x (n + m) Gram matrix over all samples. G [i, j| = K (z;, x;)
Gk n X n Gram matrix over the n labeled samples
Gk m m x m Gram matrix over the m unlabeled samples
Tk An integral operator w.r.t. K, (T f)(z) = [ f(2')K (z,2")dp(z)
(i, ¥3) Eigenvalue and eigenfunction of T such that Tszz = )\iwi. AM>A>--2>0
The set {¢ € N: \; > 0}
K(z,2) A spectrally transformed kernel of K, whose formula is given by Eqn. (3)
s(A\) The transformation function of K(z,z’)
M $(A) < M\ as proved in Theorem 1. Frequently used in other theorems
KP(z,z) Equivalent to K (z,z") with s(\) = AP, forallp € R
Hir The RKHS associated with KP(x, 2’) when p > 1. H 1 is also denoted by H g
Hi, The RKHS associated with K (x, z’) that encodes target smoothness
dgr The kernel metric of K, defined as dg» (z,2') = >, X (¢;(x) — i (2”))
Lip,, ., (f) The Lipschitz constant of f w.r.t. metric dg» over X defined in Section 2.1
rir(f) Defined as || f — Ep, [f]l|%, / Lipy, , (f)? similar to the discriminant function
re(f) Defined as || f — Ep, [f]l|3, /det( ) dy is defined in Section 2.1
f* Regression function defined as f*(z) := [y dPxy(y|z) € L*(Px)
f A predictor that approximates f*. For STKR, its formula is given by Eqn. (4)
B The scale of f*, defined as || f*||p, < B
Tp The coefficient of K, when it is assumed to be polynomial in Assumption 1
K? The upper bound of K (z,x) for Py-a.e. z € X. See Assumption 2
€ f* is assumed to satisfy 7;(f*) > e~ ! in Assumption 3
o, L Used in the moment condition in Assumption 4
Bn The regularization coefficient in KRR and STKR. Can change with n
K, A computable kernel used to approximate K, defined in Eqn. (5)
v () An R™™ vector. An important component of K, defined after Eqn. (5)
f A predictor defined in Eqn. (6) that is inaccessible, but important in our analysis
a, & Defined in Eqgns. (6) and (7)
M The largest eigenvalue of nci—fjn
vy The “step size” in STKR-Prop implemented with Richardson iteration
n A hyperparameter of inverse Laplacian, which is defined with s 7*(\) = A~! — p
] A pretrained d-dimensional representation [wl, ,wd] in representation learning
w A linear probe on top of W trained during downstream, and fa(x) = U (x)
Hy A d-dimensional RKHS spanned by U, and itis a subspace of H i
fa Projection of f* onto H
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A RELATED WORK

A.1 LEARNING WITH UNLABELED DATA

There are two broad classes of methods of learning with unlabeled data, namely semi-supervised
learning and representation learning. Semi-supervised learning focuses on how to improve supervised
learning by incorporating unlabeled samples, while representation learning focuses on how to extract
a low-dimensional representation of data using huge unlabeled data.

Semi-supervised learning has long been used in different domains to enhance the performance of
machine learning (Elworthy, 1994; Ranzato & Szummer, 2008; Shi & Zhang, 2011). While there
are a wide variety of semi-supervised learning algorithms, the main differences between them lie
in their way of realizing the assumption of consistency (Zhou et al., 2003), i.e. soft constraints that
the predictor is expected to satisfy by prior knowledge. Enforcing consistency can be viewed as an
auxiliary task (Goodfellow et al., 2013; Rasmus et al., 2015), since the unlabeled samples cannot be
used in the “main task” involving the labels. The smoothness studied in this work can be regarded as
one type of consistency.

While there are various types of consistency, most of them can be put into one of three categories:
Euclidean-based consistency, prediction-based consistency and similarity-based consistency.

Euclidean-based consistency supposes &' to be an Euclidean space, and relies on the assumption that
x, ' have the same label with high probability if they are close in the Euclidean distance, which is the
foundation of many classical methods including nearest neighbor, clustering and RBF kernels. In the
context of semi-supervised learning, virtual adversarial training (VAT) learns with unlabeled samples
by perturbing them with little noise and forcing the model to give consistent outputs (Miyato et al.,
2018). Mixup (Zhang et al., 2018) uses a variant of Euclidean-based consistency, which assumes
that for two samples (x1, y1) and (z2,y2) and any 6 € (0, 1), the label of Ox1 + (1 — 6)x2 should be
close to Oy; + (1 — 0)yo. Mixup has been proved to be empirically successful, and was later further
improved by Mixmatch (Berthelot et al., 2019).

Prediction-based consistency assumes that deep learning models enjoy good generalization: When a
deep model is well trained on a small set of labeled samples, it should be able to achieve fairly good
accuracy on the much larger set of unlabeled samples. The most simple method is pseudo labeling
(Lee, 2013), which first trains a model only on the labeled samples, then uses it to label the unlabeled
samples, and finally trains a second label on all samples. There are a large number of variants of
pseudo labeling, also known as self-training. For instance, temporal ensembling (Laine & Aila, 2017)
pseudo labels the unlabeled samples with models from previous epochs; Mean teacher (Tarvainen &
Valpola, 2017) improves temporal ensembling for large datasets by using a model that averages the
weights of previous models to generate pseudo labels; And NoisyStudent (Xie et al., 2020b), which
does self-training iteratively with noise added at each iteration, reportedly achieves as high as 88.4%
top-1 accuracy on ImageNet.

Finally, similarity-based consistency assumes prior knowledge about some kind of similarity over
samples or transformations of the samples. A classical type of similarity-based consistency is based
on graphs, and there is a rich body of literature on semi-supervised learning on graphs (Zhou et al.,
2003; Johnson & Zhang, 2008) and GNNss (Kipf & Welling, 2016; Hamilton et al., 2017; Velickovi¢
et al., 2018). The most popular type of similarity-based consistency in deep learning is based on
random data augmentation, also known as invariance-based consistency, where all augmentations
of the same sample are assumed to be similar and thus should share the same label. This simple
idea has been reported to achieve good performances by a lot of work, including UDA (Xie et al.,
2020a), ReMixMatch (Berthelot et al., 2020) and FixMatch (Sohn et al., 2020). People have also
experimented a variety of augmentation techniques, ranging from simple ones like image translation,
flipping and rotation to more complicated ones like Cutout (DeVries & Taylor, 2017), AutoAugment
(Cubuk et al., 2019) and RandAugment (Cubuk et al., 2020).

Representation learning aims to learn low-dimensional representations of data that concisely encodes
relevant information useful for building classifiers or other predictors (Bengio et al., 2013). By this
definition, in order to learn a good representation, we need to have information about what classifiers
or predictors we want to build, for which consistency also plays a very important role. Popular
representation learning algorithms based on consistency can be roughly classified into Euclidean-
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based or similarity-based consistency. There is no prediction-based consistency for unsupervised
representation learning because there is nothing to “predict” in the first place.

Euclidean-based consistency has been widely applied in manifold learning, such as LLE (Roweis &
Saul, 2000), Isomap (Tenenbaum et al., 2000) and Laplacian eigenmaps (Belkin & Niyogi, 2003),
whose goal is to determine the low-dimensional manifold on which the observed high-dimensional
data resides. See Bengio et al. (2004) for descriptions of these methods.

Similarity-based consistency is the basis of most deep representation learning algorithms. In fact,
Euclidean-based consistency can be viewed as a special case of similarity-based consistency, which
assumes near samples under the Euclidean distance to be similar. The most obvious similarity-based
method is contrastive learning (Oord et al., 2018; Hjelm et al., 2019; Chen et al., 2020), which
requires the model to assign similar representations to augmentations of the same sample. But in
fact, lots of representation learning methods that make use of certain auxiliary tasks can be viewed as
enforcing similarity-based consistency. If the auxiliary task is to learn a certain multi-dimensional
target function g(z), then by defining kernel K,(z,z") := (g(z), g(z’)), the task can also be seen
as approximating K, and K, encodes some kind of inter-sample similarity. For example, even
supervised pretraining such as ImageNet pretraining, can be viewed as enforcing similarity-based
consistency (defined by the ImageNet labels) over the data. In fact, Papyan et al. (2020) showed
that if supervised pretraining with cross entropy loss is run for sufficiently long time, then the
representations will neural collapse to the class labels (i.e. samples of the same class share exactly
the same representation), which is a natural consequence of enforcing class-based similarity. Zhai
et al. (2024) also showed that mask-based auxiliary tasks such as BERT (Devlin et al., 2019) and
MAE (He et al., 2022) can also be viewed as approximating a similarity kernel.

Finally, for semi-supervised and self-supervised learning on graphs, diffusion has been widely used,
from the classical works of Page et al. (1999); Kondor & Lafferty (2002) to more recent papers such
as Gasteiger et al. (2019); Hassani & Khasahmadi (2020). For graph tasks, STKR can be viewed as a
generalization of these diffusion-based methods.

A.2 STATISTICAL LEARNING THEORY ON KERNEL METHODS

Kernel methods have a very long history and there is a very rich body of literature on theory pertaining
to kernels, which we shall not make an exhaustive list here. We point our readers who want to learn
more about kernels to two books that are referred to a lot in this work: Scholkopf & Smola (2002);
Steinwart & Christmann (2008). Also, Chapters 12-14 of Wainwright (2019) can be more helpful
and easier to read for elementary readers.

Here we would like to briefly talk about recent theoretical progress on kernel methods, especially
on interpolation Sobolev spaces. This work uses the results in Fischer & Steinwart (2020), in which
minimax optimal learning rates for regularized least-squares regression under Sobolev norms were
proved. Meanwhile, Lin et al. (2020) proved that KRR converges to the Bayes risk at the best known
rate among kernel-based algorithms. Addition follow-up work includes Jun et al. (2019); Cui et al.
(2021); Talwai et al. (2022); Li et al. (2022); de Hoop et al. (2023); Jin et al. (2023).

However, there are also counter arguments to this line of work, and kernel-based learning is by no
means a solved problem. As Jun et al. (2019) pointed out, these optimal rates only match the lower
bounds under certain assumptions (Steinwart et al., 2009). Besides, most of these minimax optimal
learning rates are for KRR, which requires a greater-than-zero regularization term, but empirical
observations suggest that kernel regression with regularization can perform equally well, if not
better (Zhang et al., 2017; Belkin et al., 2018; Liang & Rakhlin, 2020). What makes things even
more complicated is that kernel “ridgeless” regression seems to only work for high-dimensional
data under some conditions, as argued in Rakhlin & Zhai (2019); Buchholz (2022) who showed
that minimum-norm interpolation in the RKHS w.zt. Laplace kernel is not consistent if the input
dimension is constant. Overall, while kernel methods have a very long history, they still have lots of
mysteries, which we hope that future work can shed light on.

Another class of methods in parallel with STKR is random features, first introduced in the seminal
work Rahimi & Recht (2007). We refer our readers to Liu et al. (2021) for a survey on random
features. The high-level idea of random features is the following: One first constructs a class of
features {((z, 0)} parameterized by 6, e.g. Fourier features. Then, randomly sample D features from
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this class, and perform KRR or other learning algorithms on this set of random features. Now, why
would such method have good generalization? As explained in Mei et al. (2022), if D is very large
(overparameterized regime), then the approximation error is small since f* should be well represented
by the D features, but the estimation error is large because more features means more complexity;
If D is very small (underparameterized regime), then the model is simple so the estimation error is
small, but the approximation error could be large because the D features might be unable to represent
f*. However, since the class of features {¢(z, 8) } is of our choice, we can choose them to be “good”
features (e.g. with low variance) so that the estimation error will not be very large even if D is big.
Rahimi & Recht (2007) used Fourier features that are good, and there are lots of other good features
we could use. One can even try to learn the random features: For example, Sinha & Duchi (2016)
proposed to learn a distribution over a pre-defined class of random features such that the resulting
kernel aligns with the labels.

B PROOFS

B.1 PROOF OF PROPOSITION 1

Proof. First, for all f € Hg», and p, v € X we have

o= 1= st~ [ o (s ),
/X KPdu(z) — /X KPdv(z)

which means that Lip; , (f) < [ f]1¢,c0-

< ||f||HKP = Hf”HKdep(,u,V),

Hip

Second, { K2 — K?”,}, . cx span the entire H i», because if f € H g satisfies (f, KX — K2, )y, =
0 for all x, ', then f = ¢ for some ¢, which means that f = 0 since O is the only constant function in
Hir (because K is centered). Thus, any f € Hg» can be written as f = ff K? — K?))d¢(x, o)

for some finite signed measure £ over X x &, and thus f = f v K2du(z -/ v K pdu( ), where
W, v are the marginal measures of £. By using such defined y, v in the above formula, we can see that
Lipg,e, (F) = 1 f e - H

B.2 PROOF OF THEOREM 1

First, we show that 7{; must be an RKHS. Since v, is the top-1 eigenfunction of K? forallp > 1, we
have rg» (101) > rre(f) for all f € Hy, which implies that r(¢1) > r(f) forall f € Hi C Hei.
Let Co := r¢(t1). Then, for all f € H,, since f must be centered, we have || f||%, < Co - Lipy, (f)?.

Let f = f/||fll.. then:
Ifllpy < V/Co-  sup i M

R ”fIHHt_l |f1(z) — fi(z")]

<G sw M — /ol

x,x' €X,x#x’ |f( )

This implies that || - ||, is stronger than || - || p,,. Thus, if there is a sequence of points {x;} such that
x; = x w.rt. || - ||y, then (a) x € H, because H; is a Hilbert space, and (b) z; — z w.rt. || - || py.
Meanwhile, we know that || - ||3;, is stronger than || - || py, SO ©; = & wrt. || - |71, also implies
x; = Wt || - || py-

Now, consider the inclusion map I : H; — H, such that Tx = x. For any sequence {x;} C H;
such that x; — xz w.rt. || - ||, and Tx; — ywert. || - ||13,c, we have ; = x wrt. ||+ || py, and 2; — y
w.rt. || - || py - Thus, we must have y = & = Iz, meaning that the graph of I is closed. So the closed
graph theorem says that / must be a bounded operator, meaning that there exists a constant C' > 0
such that || f||3, < C|| flln, forall f € H;. (For an introduction of the closed graph theorem, see
Chapter 2 of Brezis (2011).)

For all f € Hg, let 6, : f — f(z) be the evaluation functional at point z. Since Hx is an
RKHS, for any z € X, §, is a bounded functional on H g, which means that there exists a constant
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M, > 0 such that |f(z)| < My||f|l2, forall f € Hg. So forany f € H, C Hg, there is
If(z)| < M||fll#, < MC| fll3,, which means that 4. is also a bounded functional on ;. Thus,
‘H. must be an RKHS. Let K be the reproducing kernel of H;. From now on, we will use H g
to denote H;. Now that Hy_ is an RKHS, we can use the proof of Proposition 1 to show that

Lipg, (f) = [Ifll3s, - which implies that r¢(f) = |[f — Ep. [f1I 5, /Il £1%,. -

Second, we prove by induction that vy, - -+ ;14 are the top-d eigenfunctions of K, and they are
pairwise orthogonal w.rt. Hx_ . When d = 1, ¢; is the top-1 eigenfunction of K? for all p > 1, so
Y1 € argmax ey py) 'Ke (f). By the relative smoothness preserving assumption, this implies that
Y1 € argmax e 2 (py,y 7t (f). Therefore, 11 must be the top-1 eigenfunction of K. Now for d > 2,
suppose 1, -+ - ,1q_1 are the top-(d — 1) eigenfunctions of K with eigenvalues s1,- -+ ,84-1,
and they are pairwise orthogonal w.r.t. Hg,. Let Ho = {f : (f,¥i)p, = 0,Vi € [d — 1]}.
Obviously, Ho N Hxr is a closed subspace of Hx» for all p > 1. And for any f € Ho N Hx,
and any i € [d — 1], we have (f,¥;)n,. = fT(K; ) = fTs;i'; = 0,50 Hg, NHisa
closed subspace of Hx,. Applying the assumption with this H(, we can see that 14 is the top-
d eigenfunction of K, and is orthogonal to 1, - ,14_1 w.rt. both Hg_ . Thus, we complete
our proof by induction. And if Ay = A\44+1, then we can show that both vy, -- ,94_1,14 and
Y1, ,d—1, Y441 are the top-d eigenfunctions of Kz, meaning that s; = s441. Thus, K can be
written as K (z, ') = >, s;th;(x)i(a’), where s1 > s > -+ > 0, and s; = s;41 if A\j = Aij1.
Moreover, by Hx, C Hx, it is obviously true that A; = 0 implies s; = 0.

Third, we prove by contradiction that s; < M \; for all 7. If this statement is false, then obviously
one can find t; < ¢ < --- such that s;, > i -\, for all i. Consider f = Y, \/i~ '\, for
which || f[|3,,. = ;47" = +oc. Since Hg, C H., this implies that || f||3,, = +oc, so we have

+oo =7, l’\;t’ <> % =, % < oo, which gives a contradiction and proves the claim.
Fourth, we find a function s(\) that satisfies the conditions in the theorem to interpolate those points.
Before interpolation, we first point out that we can WLOG assume that \; < 2\;; for all ¢: If
there is an ¢ that does not satisfy this condition, we simply insert some new \’s between \; and
Ai+1, whose corresponding s’s are the linear interpolations between s; and s;41, so that s; < M)\
still holds. With this assumption, it suffices to construct a series of bump functions { f; }5°,, where
fi = 0if A\; = A\;j41; otherwise, f;(A\) = s; — s;41 for A > A; and f;(A\) = 0 for A < A\;41. Such
bump functions are C'*° and monotonically non-decreasing. Then, define s(\) = >, fi(\) for
A > 0, and s(0) = 0. This sum of bump functions converges everywhere on (0, +00), since it is a
finite sum locally everywhere. Clearly this s is monotonic, interpolates all the points, continuous
on [0, +00) and C* on (0, 4+00). And for all A that is not \;, for instance A € (A, 41, \;), there is
S(/\) < S()\i) < M)\l < QM)\H_l < 2M ). Thus, S()\) = O(/\) for \ € [O, +OO) O
Remark. In general, we cannot guarantee that s(\) is differentiable at A\ = 0. Here is a counterex-
ample: \; = 37%, and s; = 37%if i is odd and 2 - 37% if i is even. Were s()\) to be differentiable at
A = 0, its derivative would be 1 and also would be 2, which leads to a contradiction. Nevertheless, if
the target smoothness is strictly stronger than base smoothness, i.e. Lip,, (f) = o(Lipg, (f)), then s
can be differentiable at A = O but still not C*°.

Link with discriminant analysis and the Poincaré constant. First, we point out the connection
between rk»( f) and the discriminant function in discriminant analysis (see Chapters 3-4 of Huberty
& Olejnik (2006)). We can see that 7 x» ( f) is defined as the proportion of variance of f w.r.t. L?(Px)
and w.r.t. Hgr, so essentially 7»(f) measures how much variance of f is kept by the inclusion
map Hy» < L?(Px). Meanwhile, the discriminant function is the proportion of variance of f in
the grouping variable and in total. Thus, similar to PCA which extracts the d features that keep the
most variance (i.e. the top-d singular vectors), kernel PCA also extracts the d features that keep the
most variance (i.e. the top-d eigenfunctions). This is also closely related to the ratio trace defined
in Zhai et al. (2024), whose Appendix C showed that lots of existing contrastive learning methods
can be viewed as maximizing the ratio trace, i.e. maximizing the variance kept. Zhai et al. (2024)
also showed that for supervised pretraining with multi-class classification, we can also define an
“augmentation kernel”, and then rx» (f) is equivalent to the discriminant function (i.e. the n? defined
in Section 4.2.1 of Huberty & Olejnik (2006)).

Moreover, ri»(f) defined for the interpolation Sobolev space Hg» is analogous to the Poincaré
constant for the Sobolev space. Specifically, the Poincaré-Wirtinger inequality states that for any
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1 < p < oo and any bounded connected open set of C"! functions € , there exists a constant C
depending on p and € such that for all v in the Sobolev space W'?(Q), there is ||u — || L» (o) <
C||Vul|Lp(q) where & = \ﬁll Jo wis the mean, and the smallest value of such C'is called the Poincaré
constant (see Chapter 9.4, Brezis (2011)). Consider the special case p = 2, and replace L?(2)
with L2 (1) for a probability measure dyu such that du(x) = exp(—V (x))dx, where V is called the
potential function. Then, with proper boundary conditions, we can show with integration by parts that
HVUH%Z(#) = (u, Lu)r2(,, where L is the diffusion operator defined as Lf = —Af +VV -V f

for all f. Here, A = >_ j aa—; is the Laplace-Beltrami operator. Now, by replacing £ with the integral

operator Tx», we can see that C? is equivalent to sup s e (f) for the interpolation Sobolev space
H v, which is known to be 7x» (1) = A1 if f € L?(Px), and rg»(¢0;) = A; if f is orthogonal to
Y1, -1 (i.e. Ho defined in the proof above).

B.3 CONNECTION BETWEEN TRANSDUCTIVE AND INDUCTIVE FOR INVERSE LAPLACIAN

Proposition 5. Let X = {x1, -+ ,Zpn4m}, and G be a graph with node set X and edge weights wj;.
Define W, D € ROvtm)x(ntm) g5 Wi, j] = w;;, and D be a diagonal matrix such that D[i,i] =
>, wij. Suppose W is p.s.d., and Dli,i] > 0 for all i. Let L := Iy — nD~Y2W D=2 fora

constant 1. Let Px be a distribution over X such that p(x;) = TD\rE?DZ}) Define a kernel K : X x X —

1

R as K (z;,z;) = Te(D)(D™*W DY), j]. Forany w € R""™ and § = (D*%WD’%)EU,

1
define f : X — Ras: [f(z1), , [(Tnim)] = /Tr(D)D~ 2 (D_%WD_%> * . Then, we have

9T LG = o =l flEy = 32 F @) fla) K i zg)p(ep(e) =) @) *pl:).

Proof. Denote f := [f(z1), -+, [(Tpim)]- Let Gg-1[i, j] = K~ (x4, x;), i.e. Gg -1 is the Gram
matrix of K 1. Let P = D/ Tr(D) = diag{p(x1), - , p(¥n+m)}. Then, we have

1f13. —nllfll3. = f PGx-1Pf—nf Pf.

Let us first characterize G —1. For any f € H, there is

(Gk PGk Pf)[t] = Z f(ai) K™ (wi, 25) K (x5, 20)p(z:)p(z;)
= Z f(ai) K% (i, z)p(xi) = f(xr),

meaning that G PG e Pf = f. Moreover, letw = Dz u, then f = \/Tr(D)D WD 'w =
Tr(D)~ 2 Gxw, so we have

1
fTPGy 1 Pf=ToD) 3w GxPGy 1 Pf=Tr(D) dw f=u (D*%WD*%) 9= 92
Besides, fTPf = f DTe(D)"'f =¢ "D :WD~2g.So || f|3, —nllfl3, =9 Ly. O

Remark. The definition of K, i.e. G = Tr(D)D*WD*l, has a similar form as the positive-pair
kernel in Johnson et al. (2023), Eqn. (1). The important difference between this and the normalized

adjacency matrix D-:W D% is that it has D~ instead of D~ 2. However, the above result says
that using a kernel with Gram matrix D ='W D~! in the inductive setting is equivalent to using

the matrix D=2 W D™ 2 in the transductive setting. Moreover, this result assumes that ¢ belongs

to the column space of D :WD: (which is what w is used for). This is necessary for g to be
representable by an f € H g ; otherwise, 3 | 9 cannot be expressed by any f € H .
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B.4 PROOF OF THEOREM 2

First of all, note that for any f = > w;1); € Hg such that || f|j3, < T, thereis f(z)? =
(5, uinhi (@) < (zi %)(z Nithi(2)?) < T22, ie. |f(x)] < KT for Py-almost all 7. And
for any f € Hg, such that || f||3, < T, by Theorem 1 we have || f[|3, < vV MT, so there is
|f(x)] < kW MT for Py-almost all .

The main tool to prove this result is Theorem 3.1 in Fischer & Steinwart (2020), stated below:

Theorem 6 (Theorem 3.1, Fischer & Steinwart (2020)). Let Pxy, Px and the regression function
f* be defined as in Section 2. Let Hy be a separable RKHS on X with respect to a measurable
and bounded kernel K, and K(x,z) < k% for Py-almost all x. Define the integral operator
Tk : L*(Px) = L*(Px) as (T f)(z) = [ f(z")K(z,2")dp(z"). Let the eigenvalues/functions
of Tk be \i,V;, with \1 > Ao > ---. Let Hiv be defined as Eqn. (1). Assume that there exists a

constant By, > 0 such that || f*|| oo (py) < Boo, and the following four conditions holds:

 Eigenvalue decay (EVD): \; < cli_% Sfor some constant ¢; > 0 and p € (0, 1].

* Embedding condition (EMB) for oo € (0,1): The inclusion map Hyo — L*(Py) is
bounded, with |Hxe — L*(Px)|| < ca for some constant ca > 0.

* Source condition (SRC) for 3 € (0,2]: ||f*|l%,., < cafor some constant c3 > 0.

* Moment condition (MOM): There exist constants o, L. > 0 such that for P~-almost all
v€Xandallr>2, [|y— f*(z)"p(dylz) < irle®L" =2

Let f be the KRR predictor with 3, > 0. Let y be any constant such that y € [0,1] and v < . If

B+p>aq and B, = @(niﬁlTP), then there is a constant A > 0 independent of n > 1 and 7 > 0
such that:

2
2,62 4 (202 c3 max {LQ, (Boo + c2¢3) }
< 2626577 + Ar? @ ) (11)

H g nﬂgﬂﬂ nQBngWJr(a*ﬁ)Jr

|- s

holds for sufficiently large n with P~" -probability at least 1 — 4e™".

This exact bound can be derived from the proof in Sections 6.1-6.10 of Fischer & Steinwart (2020).
We apply this result by substituting X' = K, « = 1, 8 = 1, and v = 0. Note that || f||3;,., = || f px
for f € H o, and we have proved that f—f"eH k. C Ho. For the four conditions, we have:

* Eigenvalue decay (EVD): This is assumed to be satisfied by condition.

* Embedding condition (EMB) for a = 1: ||Hg, < L>(Px)|| < ¢z for some constant
co > 0. This condition is satisfied with co = kv M, as mentioned at the beginning of this
proof.

* Source condition (SRC) for 3 = 1: | f*[|3,, < cz for some constant c3 > 0. By
Assumption 3, this is satisfied with c3 = \/€B.

* Moment condition (MOM): This is assumed to be satisfied by condition.

Finally, we have K,(z,r) < Mkx? a.e., and B, = kv MeDB, as mentioned at the beginning of this
proof. Thus, applying this result yields the desired bound. O

B.5 BOUNDING THE GAP BETWEEN Rs AND K

Lemma 6. For any 6 > 0, the following holds with probability at least 1 — § for all p > 1:

4 /
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forallz € X,j € [n+ m], and A\pax = max {)\1, ;\1 } which implies that

50 a oton L
SVA< s )Axmm<2+ 210g5>. (13)

Proof. For any 2’ € X and any p > 1, KP(x,2’) as a function of z satisfies

Ks(x,xj) — Ky(z, z;)

? 2D, 1 (l)2
||Kp(I,I/)||,2HK = ZAfwz(l‘)wZ(l‘/) = Z W# < )\iP—QHQ.

Hi @

P
Now, for any u € R™™™ such that ||ul|; < 1, consider F,(z) = ul (@) vi (). Since

n+m
(K (2i,), K(z,)) 4, = K(z4,25), we have (vk, vk )4, = Gk, which implies that

Gk \’ Gk \’ G
F12, ={uT T _ ., T_YK )
1 E5 13 <u (ner) viow | =) v . Uy

We now provide a bound for || F} |3, , which uses the following exercise from linear algebra:

Proposition 7. For any p.s.d. matrices A, B € R¥*%, there is Tr(AB) < || A||2 Tr(B).*

. . 1/2 . .
Since G i is p.s.d., we can define G K/ . Then, using the above exercise, we have

2p+1 2p
uTGLu =Tr uTG}K/2 Cx_ G}(/zu
(n+m)?r n+m

Gk \* 1/ 1/2 o 1/2 1/2
:’H<<n+m> GK/ uuTGK/ S)\lpTr(GK/ uuTGK/ )

And Tr (G}/ZuuTG}(ﬂ) = u'Ggu = f;;"} uiug K (2, w5) < Zﬁ:ml luiu; K (i, 2;)] <

k%||ul|? < k2. Thus, we have ||Fp||#, < AP for all p > 0.

Define F := {f = q192 | 91,92 € Hr, |91||#x, |92]l1 < 1}. Then, as we proved in the proof of
Theorem 2, ||g1||oo < k and ||g2||oc < k, which means that for all f € F, || f||c < 2. Moreover, by

Proposition 13 of Zhai et al. (2024), we have R,, (F) < \“/—25, where R, is the Rademacher complexity.
Thus, by Theorem 4.10 of Wainwright (2019), for any § > 0,

1 n+m ,{2 .
ntm ;ﬂxi)_EXNPx[f(X)] §m<2+\/@> forall f€ F  (14)

holds with probability at least 1 — §. In what follows, we suppose that this inequality holds.
For any p, define vgr(z) € R"™™ as v (2)[i] = KP(x, ;) for all i € [n 4 m]. Then,

KP(x,z;) —Kp(x,xj)‘
1 _
= |K"(z, ;) — W’UK(JJ)TG% o (x;)
1
< |KP(z,75) — n+mvmfl(l’)TvK(%‘)
= 1 T -1 T Gk
+;m vir—a () Gl VK (7)) = Vir—a—1(2) n_'_m'UK(xj) .

“An elementary proof can be found at https://math.stackexchange.com/questions/
2241879/reference-for-trace-norm-inequality.
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Let us start with bounding the first term:

1

p vap—l(x)T’UK(xj)

‘Kp(mwj) —

1 n+m

Z Kp_l(x, ;) K (x5, ;)

=1

/X Kp_l(x, 2)K (x5, 2)dp(z) —

4 1
<a2_ (24, /210g=
<A m( Tyes

n—+m

because || K*~*(z,-)||,, < A2k, and [|K (25, ) ||, < K.
For the second term, note that vi (z;) = Gke;, where e; = [0,---,0,1,0,---,0]. So we have:
1 1
Tm) vgr-a(z)" Gy 1"’K(33J) W’UKP*Q*@)TG?('UK(%‘)

= [ wrene] (2 )] dbte) - 2 k1 o) [ef (55 oty

. 4 1
S k) L I S ) P
SRS RS Svoenl R e P I

because || KP~17(x, -)HHK

q .
< )\f_q—%’ and HeJT( Gx ) UKH < Ak since ||e;||; = 1.
Hi

n+m

Combining the above two inequalities yields Eqn. (12). Then, note that

(2)-F oo

which together with 7, > 0 for all p yields Eqn. (13). O]

Corollary 8. If Eqn. (14) holds, then for all i, j € [n + m], and Apax = max {)\1, M },

Koy y) = (Rl ), Ky ) | 4 (@), Ry, oy = (R, ), K@) |
. 771’1 = (2 +4/21og ;) .

P
Proof. Consider F), ,(z) = uT( Gy ) via(x) for any ||ul[; < 1land anyp > 0,¢ > 1. If

n+m

< 250mas) V2 (2

Eqn. (14) holds, then by Proposition 7, we have
G p G p
uT ( K ) GK2q—1 ( K ) u
n-—+m n-—+m

T Gr \"? Gy [ G p_1/2G1/2uuTG1/2
n+m n+m \n+m K K

1.4

o — G 2g—1
<\l ZEE (Gl/2 TG1/2)
n+m ||,y
_)\2p 1 GK2q 1 TGK’U,<)\2p 1 GK2q 1 sz.
n+m 9 n+m 9
For any unit vector w € R**™, we have
+m
Gk 1 1
>w! w = w;w; K(x;, x _ Aw T W w
1 = n+m n_’_m-Jz:lzj (z; ]) +mzt:t t W,
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where ¥, € R(”er)x("“”) such that ®,[i, j] = ¢ (xi)wt(xj) so W, is p.s.d.. Thus, we have

w—rGK?qflw: Z)‘Zq 1 T\Ilw<>\2q 2
n+m n+m

— Z Aw ! W < AN

which implies that H %

< ATTPAL Thus, || Fy g2, < ATT2APR2

Note that (v, VK )p, = GK2 So for any p,¢ > 1 and any ¢, j € [n + m], there is:
+ 2 T T Gy
’K” “onay) — (K7 (21,). K(25,0)) | | = |ef Grorae; — e s e Grees
p—1 —t —t—1
GY G*
T K _ el K t+1€;

< t:Zl e; (n+m)p_tGKq+teJ e; (n+m)P—t—1GKq++ e;

p—1 n+m p—t—1 p—t—1
_ 1 T( Gk T T( Gk T

= = X

p—1 4 4
1 K 1
<Z/\q+t 1/\pt1“7 2 \/; < P LAN e ——— 2+\/; .
p vn+m &% (P = DA Vn+m &5

Thus, we have

Ko (i) — (R, ), Koy, | = Z

Similarly, we can show that:

(B2 ) Koy, ))  — (RP(ws ), K92,

Px Px

—1 —1 —1
T_ Gk o Gk Gk
C(nAm)pt TR (i m)e T (0 m)pt

-1

Q

1 — —1 1
+ G% GL " G%; GL '
€ 1 myr—1 Green n+rm)—t "% (nymp—t (n+m)a—t-1

LS (8 ) e (S v
n+ ‘\n+m Kot J n+m K

=1

p—1 q—t—1
- eT GK Vgt+1 eT GK VK
"\n+m "I \n+m
Px
< ixupﬂ L 2+,/21og1 < (q—1)APta- 2 K 2+\/210g1
T = vn+m o] — ma n+m 5/’

which implies that

(B Ky ) e = (B, ), Koy, )|
7rp7rq(<f(p(xi,-),K xj,- > <Kp Xy ), K ch,~)>PX)‘

< Z mpmg(q — DAGEL i ( 2log < )

IN

M1 I

t

1

p,q=1
p,q=1
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Combining the above inequalities, we obtain

’K52(xi7xj) - <K3(.Z‘i, ')vKS(xj’ ')>PX‘ =+ ’<Ké(xlv ')7Rs(xj7 ')>PX - <Ks(xi7 -),KS(J?]‘, ')>PX

& 4
tqg—2 K 1
< Y mmg(p+a—2)MhE NeEST <2 +1/2log 5)

p,q=1
K 1
— (24 4/21og = |,
A=Amax n + m g 6

A 2
= )\max v)\(S( ) )
so we get the result by expanding the derivative. O

)\2

B.6 PROOF OF THEOREM 3

Define vk, n(z) € R™ such that v, »(2)[i] = Ks(x, ;). Define vz (z) similarly. Recall the

T T

f=a S AT . .
formulas f = & vk, nand f = & vg . Define fT:=a&Tvk, . Since Gy, ., isp.s.d., wecan

see that [|&||2 < %, and ||&|1 < v/n||é&ll2. So if Eqn. (13) in Lemma 6 holds, then by Corollary 8,
we have:

2
_ AT
f - fTH =« <,vf(s,n 71)st"7vf(s,n 7IUKS7">P o
X

= dT (<Ks(1'z7 ~)7Ks(l'j7 ~)>PX + KS2 ({L‘i,l‘j) — 2<Ks(x“ ')7Ks(xj7 )>Px>d

—2,4 1 2
Ay VT ™M V ) n

By the definitions of & and &, we can also see that:

(Gieoon + 1BuLn) (6 — &) = (G, — G, ). (15)

< 25(Amax) Vi (&”)

Note that HGKS’n -Gy

< nHGKS.n -Gi
) ;

. Thus, by Eqn. (15), we have:

max

|7- fTHiKS =(&—a&) Gk, n(a—a)

—(6-&) (Gion— Gg, )& —nbula— &) (@~ &)

s

< Naly||Grn = G| 6l + 16| G — G
s(\) By 2n! fion L) lul3

<2V —— 12 2log - .

B A( A ))\_)\max Vn+m VRS

And note that we have Hf— fTHi < s(/\l)Hf— fTHi < 5(Amax)

o7 113)

Lok / 1Y llyll3
tn 9 21oe = 2
A\ vn+m + 08 §] n’

=Amax

as desired. ]

_ 2
— TH . Thus,
f=1r e,

731, <2()7- 11

B.7 PROOF OF PROPOSITION 3

By Assumption 3, there is || f* ||3_LK5* < €| f*||%, - Let f* = >, us);, then this is equivalent to

“12 2
Zs*(/\i) < qul

7
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Let s(\) = be the inverse Laplacian, then we have

2
ey ey i s e

which means that f* also satisfies Assumption 3 w.r.t. s by replacing € with Me. All other conditions
are the same, so we can continue to apply Theorems 2 and 3. O

A
1—mA

B.8 PROOF OF PROPOSITION 4

This proof is similar to the proof of Proposition 4 in Zhai et al. (2024).

Since W is at most rank-d, there must be a function in span{1, - ,¥q+1} that is orthogonal to 0.
Thus, we can find two functions fi, fo € span{ty,--- ,9q+1} such that: || f1]|p, = ||f2llpr = 1.
f1 is orthogonal to W, fo = w ' ¥ (which means that f; 1 f5), and ¢y € span{fy, fo}. Let 1 =

a1 f1 + aa fo, and without loss of generality suppose that a1, az € [0, 1]. Then, af + a3 = 1. Let
fo=aafi —ayfo, then || fo| p, = 1and (fo,%1)p, = 0. This also implies that <f071/’1>HK5 =0.
Let 31, B2 € [0, 1] be any value such that 37 + 35 = 1. Let f = B(B1¢1 + B2.f0), then || f|| p, = B.
And we have [|£113,,.. = B2 (1816118, + 182fol%,, ) < B(565 + soyy ) < B2 as long

as 35 < %[s()\l)e — 1]. This means that f € F.

Let F(ay) := a1 1 +azfs = a1 1 ++/1 — aifa for g € [0,1]. Tt is easy to show that F'(a; ) first
increases and then decreases on [0, 1], so F(a)? > min { F(0)?, F(1)*} = min {7, 53 }, which

can be S()\f)(i%[s()\l)e — 1] given that it is at most 3. Thus, for this f, we have
min ’wT‘i’ - fH2 = ||B(a1f1 + a2Ba) f1ll 5, = B*F(0n)? > M[S(Al)e —1]B%
weRd Px X S(Al)——S(Ad+1)

If the equality is attained, then we must have || fo||3,, = s(Ag+1)"". Soif s(Ag) > $(Aat1), then
¥ must span the linear span of ¥y, - - - , 4.

Finally, we prove that max e r, min,cga ||w

= s(A)=s(Xat1)
spans span{t1,--- ,tq}. Forany f = > uitp; € Fs, we have >, u? < B? and ), 5(5
ey ui. Leta=37o,. uf,and b= S, 2. Then, a + b < B2. So we have

fH < soes) S [s(h)e — 1B if ¥
<

u? 1 1
0> L —¢€ uf > { — e} b+ [ — e} a since s is monotonic
P s(Ai) ; s(A1) 5(Ad+1) ( )

S EE e Fve it Gl Eo R L e n]

R 2
wht— 7| =a< e S s()e - 182 0
X

which implies that min,,cga < SO =sOwiD)

B.9 PROOF OF THEOREM 4
2 2
Forany f =37, uith; € M, satisfying Assumption 3, || f|13,,, = 3, 5= < X2, soimr < eMB”.

Define f as the projection of f* onto U w.r.t. Hg. Define RKHS Hg = span{q[zl, e ,1[)d} as a

subspace of H, then f; € M. Let K, be the reproducing kernel of H . Let § := [§1,- -, Un),
where 7; := fd(:ci) +y; — f*(z;). Then, the KRR of fa with K, is given by

f=w T, @ = (V)X T+ nBula)  U(X)g.
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First, we show a lower bound for the eigenvalues of (X,,)¥(X,,)". Similar to Eqn. (14), define
F={f=g092191,92 € Hx, 913, l92]7,c < 1}, then we have:

2
g\%(Qﬂ/Qlog?) for all f € F; (16)
<X 2“/2102 forall f € F  (17)
=m &5

hold simultaneously with probability at least 1 — § for any § > 0. In what follows, we assume them
to hold. Then for all f € F, we have [2 Y0 | f(z;) — 2 300" ()] < %(4 +2/2log %)

For any unit vector u € R%, let f = u' W. Then, || f||3, € 1,50 f? € F. And we have

LS F) ~ ExernF(X)

n+m

L3 F) ~ Exery[f(X)]

i=n+1

n+m B ~ 2 d B B
S f(@)? = |Grmlvr, - vgul? = H[mAm’ . ’mAd”d}”Hz = mAjud >mhg,
i=n-+1 j=1

which implies that

1< < 2 [, 2 -
— Z flz)? > Xg— & <4 +24/2log ) for all f = " ¥ where u € R? is a unit vector.
n Vn ]

i=1

Thus, for any unit vector u € R%, [|[u ¥(X,,)|3 > nig — /<;2\/ﬁ<4 +24/2log %)

Second, we bound Hfd — f;H%_LK Denote Ay := [f*(x1) — fa(z1), -, [ (xn) — fd(xn)]T c R".
Note that (¥, U),,. = I, so we have

2

fa—= 1}

iK = H |:(\iJ(Xn)\i/(Xn)T + anId) 1‘1’(Xn)(y _ g)} T\i,

Hi
2

- H (@(Xn)\if(Xn)T - nﬁnId)ilﬁl(Xn)Ay
2

o 2 - -
So it suffices to bound HQ‘llll(Xn) where Q = V(X ,,)¥(X,,)" + nB,1,, which is equal to
2

the largest eigenvalue of ¥(X,,)T Q~2U(X,,), which is further equal to the largest eigenvalue of
Q 2U(X,)¥(X,)T by Sylvester’s theorem. Let the eigenvalues of ¥(X,,)¥(X,)" be py >
-+ > pg > 0, with corresponding eigenvectors oy, - - - , c¢g that form an orthonormal basis of R4,
For all i € [d], if p; = 0, then Q" 2¥(X,,)¥(X,,) T a; = 0, meaning that c; is also an eigenvector
of Q72W(X,)¥(X,)" with eigenvalue 0. And if y1; > 0, then we have

which implies that Q®a; = Q(u; + nfn)e = (i +nfBy)2a; = LX) b (X,) T e,

Thus, «; is an eigenvector of Q~2U(X,,)¥(X,,)T with eigenvalue (HJFNW

that au,--- , o are all eigenvectors of Q@ 2¥(X,,)¥(X,)T. On the other hand, we have
ta > nAg — RQ\/H(ZL + 24/2log %) and suppose that n is large enough so that pg > %‘d ie.

2
n > 45\"24 (4 +24/2log %) . Then, we have
d

|@rix.)

This means

i 1 2
H <max — < —.

2
< max

2 7 deld] (pi +nPn)? T il i T n)g

Thus,

~ ~r ]2 2
A
fa fr]lLH < 2 11avlz
Hi
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Third, we bound || fq — f1[|%.. Denote Af := [fa(z1) — fi(x1),- -, fa(zn) — fl(za)]T € R™
Then, we have

Af = ¥(X,)T (" — @) = B(X) T (FX )P +n8ds) H(X,)Dy.

A o o -1,
Similarly, we can show that the eigenvalues of ¥(X,,) T (\I/(Xn)\I/(Xn)T + nﬂnId> ¥(X,,) are
Afll2 < ||Ayll2. And by Eqn. (16), we have

i which are no larger than 1. Thus,

pitnBn’
IAYIE _ e 710 . ip2 K \/72
1—=J0z < _ _ )
n S W Salley +1F7 = fall (244 21og 5

So by Eqn. (16), we have

: IAFIE |, w7 7 K2 2

1= Fil < =37 + a = Sl | 2+ 2108 5
2 2
[Ayll3 25 (o) /21og2
n A/ )
* r * r HQ 2

[Hf — fallpy +IIf _fd%-tK\/ﬁ<2+\/210g5>
3 * r3 5‘d * r3

2
where the final step uses n > 4:\“24 (4 + 2\/@) )
d

Finally, we bound Hf; — deP using Theorem 6 with K = K, o = 3 = 1, and v = 0. Recall the
X

IN

IN

1+ 2 (o4 Jol0g 2
— 0g —
Adav/n #5

four conditions:

* (EVD) is satisfied for any p € (0, 1] since K, has at most d non-zero eigenvalues.
* (EMB) is satisfied with co = & since || f|l4, = [|fll2, forall f € Hg,.

* (SRO) is satisfied with c3 = e M B since Hfd||H@ <N e < VeMB.
* (MOM) is satisfied by condition.

And we have B, = kv eM B. Thus, when 7 > k™1, it holds with probability at least 1 — 4e~" that
ot ~ 12
’f d f d‘

Combining the two inequalities with (a + b)? < 2(a? + b?) yields the result. O

- < %07'2 |:(/£2M€B2 + n202)n7ﬁ + k% max {LQ, KQMeBz}n7 11125} .
X

B.10 PROOF OF THEOREM 5

We start with the following lemma:

Lemma 9. Forany g € Hyc such that ||g||s, = 1 and (g,0;)3, = 0foralli € [d), there is
1911+ + dallhy + l9lBy < M+ 4 Aagas (18)

Proof. Let [1&1, B ,L/;d,g} = QD}\/zlll*, where D) = diag(A1, Ag, - ), and ¥* = [¢1, 9, - -].
Then’ QQT = <|:7[)1: e 7¢d7g:|7 |:/(ﬁ17 e 71[}dvgj| >’H = IdJrls and

K

1B, + -+ [Paly + l9ll7, = T (QDAQT).
So we obtain the result by applying Lemma 9 in Zhai et al. (2024). [

28



Published as a conference paper at ICLR 2024

Define Fy := {f = Z?zl g?

plexity. For any x, denote ¥(z) = [\ 1/21/)1( ), A 5/21&2(3@), ---]. Forany S = {x1,- - , 2, }, denote
W), = U(zy) for k € [m]. Let g;(x) = u/ ¥(x), and denote U = [uy,--- ,ug). Then, U U = I,.
Leto = [o1,- -+ , 0] be Rademacher variates. Thus, the empirical Rademacher complexity satisfies:

%ZZO’]@’UJ \Ilk\I/k u;

S)A%s(]:d) <E| sup
k=11i=1

1
(07 (£ St Jo) H
k=1

Tr <<§1 i ak\yk\lf{> UUT> ] .

Let f11 > g > --- be the singular values of + Z i1 Tk \I/k\IJ For any U, the singular values of
UU" are d ones and then zeros. So by von Neumann s trace 1nequa11ty, we have:
m

1m
T — v, |\UUT v,
r((@m) ) Lo

where the last step is Cauchy-Schwarz inequality applied to the diagonalized matrix. So we have.

= T K2Vd
> oY NG
k=1 F

where the last step was proved in Proposition 13 of Zhai et al. (2024). Thus, for the Rademacher
complexity we have R,,(Fy) = Eg [if%s(fd)] < ”\Z/\g. Moreover, for Py-almost all z, we have:

9i € Hic, (9, 9) 1w = 0ij } We now bound its Rademacher com-

Il
A=

sup
UUTU=I,

E sup
4 |U:UTU=1,4

sup
UuTU=I,

<prt-e +Nfd<7

7

<

d
Rs(Fq) < %E almost surely,

d
Y gile)?® = (Zu ) =U(2) " UU ¥(z) < |U(@)|FITU |2 = ¥ ()3 < &2,
i=1

where the last step is because ¥(z) " ¥(z) = 3, A\j¢b;()? < k2 for all 2. Hence, by Theorem 4.10
of Wainwright (2019), we have:

n+m 2
Z%:foz — Exepy [f(X)] <\//€m<2\/a+\/210g§> forall f € Fy  (19)

holds with probability at least 1 — . Let F'(x) = ZL L Ui ()2 Then, F € Fy. And for all i € [d],

ther~e is ['(ﬁi(xn—i-l)v e ;ﬁl(xn-‘rm)] - Gk mvz - mA 'Uz’ SO wz(xn+1) + -+ '(ﬁi(xn—i-m)Q =
m2X\2||v;[|3 = mA;. Thus, = S F(2) = A+ -+ + Aa. So if Eqn. (19) holds, then

R . - ~ K2 2
[ lB, + -+ [Yall?, > /\1+"'+)\d—\/ﬁ<2\/8+\/210g6>.

Since ;\17 BN \q are the eigenvalues of G;;‘;b’”', by Theorem 3.2 of Blanchard et al. (2007), we have:
k2 1 1 6

A 0g 5

N

holds with probability at least 1 — g. By union bound, it holds with probability at least 1 — § that

N N I€2 6
112, + -+ hallZg > M1+ -+ A — ﬁ<m+3\/@>.

Let f* — fq = bg, where b € R, and g € H satisfies ||g|l7, = 1 and (g,1;)2, = 0fori € [d].
Then, by Lemma 9, we have

2 6
2 <A L (2vd+3y/log > |.
lglle, < d+1+\/m Vd+3 g 5
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Leta = || fall 2, Then, || f*|1%,, = a® + b2 Since || f[|3,, < eM||f*|%,. we have:

a’ + b2 . - 2 2
= < W < (Ialle +llgllee ) < (av/hs +bligllee ) < 2(a2h + g, ),

which implies that

1 1
(/\1 - ||g||2PX)b2 < </\1 - 2]\4.) (Cl2 + b2) < ()\1€M — 2>B2’

which completes the proof. O

C DETAILS OF NUMERICAL IMPLEMENTATIONS

Algorithm 3 Directly solving STKR

Input: K(z,2'), s(A\) = >0, mpAP, B,y
# G K n+m.n is the left n columns of G i

1: Tnitialize: M < Gk i € ROVFMIXN
2: A<+ nB, I, + 71-1GK7” c Rnxn

3: fOI‘p:2,~~~ ’qdo

4: A<_A+ ﬂ—p G2n+mnM

5: M <+ —GKM

6: Solve A =

STKR amounts to solving Aé =y for A = G + nﬁn I,,. First, consider s(\) = ZZ:1 Tp AP

with ¢ < oo. Provided that computing K (z, ') for any z, 2’ takes O(1) time, directly computing A
and then solving A& = y as described above has a time complex1ty of O((n+m)?nq) as it performs
O(gq) matrix multiplications, and a space complexity of O((n + m)n). Calculating A directly could
be expensive since it may require many matrix-matrix multiplications.

Alternatively we can use iterative methods, such as Richardson iteration that solves A& = y with
Qi1 = & — Y(Aéy — y) for some v > 0, as described in Algorithm 1 in the main text. This
is faster than the direct method since it replaces matrix-matrix multiplication with matrix-vector
multiplication.

It is well-known that with a proper 7, it takes O(x(A) log 1) Richardson iterations to ensure ||6; —
G ||2 < €]|Gy||2, where &, is the real solution, and x(A) 1s the condition number of A. Let A be a
known upper bound of A\ (e.g. for augmentation based pretraining, A = 1 (Zhai et al., 2024)). With
a sufficiently large n, we have Ii(A) 2 almost surely, so Richardson iteration has a
total time complexity of O((n + m)?3 q log , and a space complexity of O(n + m). The
method can be much faster if K is sparse For 1nstance 1f K is the adjacency matrix of a graph with
|E| edges, then each iteration only takes O(q - |E|) time instead of O(q(n + m)?).

Next, we consider the case where s could be complex, but s71(\) = ZZ;(I) p AP~ is simple, such
as the inverse Laplacian (Example 1). In this case we cannot compute G';  , but if we define

p T
Q= Zg;é & (G—K) ,thenthereis G Q = (n+ m)( Gy ) . With this observation, we use an

n+m n+m

indirect approach to find &, which is to find a @ € R"*™ such that Q@ = [&, 0,,,] 7. Note that by the
definition of ¢&, the first n elements of (Gf(s + anIn+m) [&, Om}T = (Gf(s + nﬁnIn+m) Q6 =

.
[(n + m)( G ) + nﬁnQ] 0 is y, which provides n linear equations. The last m elements of Q6@

n+m
are zeros, which gives m linear equations. Combining these two gives an (n + m)-dimensional linear
system, which we simplify as:

M6 =g, where M := (n+ m)jn( G ) +nB,Q, and§:=[y,0,] . (20)
n-—+m
Here, I,, := diag{1,---,1,0,--- ,0}, with n ones and m zeros. Again, we can find 8 by Richardson

1terat10n as descrlbed in Algorithm 2, with O(n + m) space complexity. Let v be defined as in
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N r—1
Eqn. (5). Then, at inference time, one can compute f(x) = v (z) " (ncfjn) 6 in O(n 4+ m) time

r—1
by storing (ﬁ—fﬂ) 6 in the memory.

We now discuss the time complexity of Algorithm 2. We cannot use the previous argument because

now M is not symmetrical. Let p()) := %/i) = g;(l) Ep AP, where p(0) = &y > 0. Then, p(}) is
continuous on [0, +00). Denote its maximum and minimum on [0, A] by pmax and pmin, Where again
A is a known upper bound of \;. Then, we have the following:

Proposition 10. With v = (n\")~1, Algorithm 2 takes 0(5 p— log (max { i , #ﬁll‘z”z& }))
iterations so that ||& — &..||2 < €||éul|2 almost surely for sufficiently large n, where &, is the ground
truth solution and & is the output of the algorithm. Each iteration takes O(max {q, r}(n+m)?) time.

Thus, the total time complexity is O ((n +m)28; 1 max {g.r}A” )0 (max { 1 A pmaxllyllz_ }))

Prmin €’ nBL PGz

Proof. Let M > > 5\n+m be the eigenvalues of Tg_—fn It is easy to show that () has the same

Gk
n+m?

asn — 00, A1 =25 Ay. For simplicity, let us assume that X is slightly larger than A1, so almost surely
there is Ay < . Then, all eigenvalues of @ are in [pmin, Pmax)-

eigenvectors as

with eigenvalues g(\1), - - - , g(X2). By Lemma 2 and Borel-Cantelli lemma,

The first part of this proof is to bound ||u;

5» Where uy := (n + m)fn(G—K) (0. — 6;). Let 6, be

n+m

the @ at iteration ¢, and 6, be the solution to Eqn. (20). Since 8y = 0, we have

0, — 6, = [(I,Hm —n {(n + m)fn< G > + nﬂnQ])e* + 7?3}

n—+m
e ) e

(e[ 5) s
(In+m7{(n+m n( >

(95" (oot (5) +050)

G 7”/2~ G r/2 G r/2
= (In+m—7 (n+m)<n+Km> In<n+K ) +nBrQ <n+Km> .

Thus, by propagating ( G

n+m

where R := n—i—m( ) ~(
A

largest eigenvalues of R by A,i, and )\max Then, )\mm > 1Sy Pmin- In terms of )\max, we have

Gy /2 Gy T/2_ Gg = 1= 3 Gy =
(n+m)<n+m> I"(n+m> \n+m (GKI"GK> n+m '

1 - 1 ~ ~
By Sylvester’s theorem, all non-zero eigenvalues of G ;. I,,G - are the eigenvalues of I,,Gi I, i.e.

21

_—

Note that

3

3

from left to right, we get

)"
) (0. 00 = (Tns — 1) (55 )T/Ze*,

n—+m

r/2
) 4+ nB,Q is a p.s.d. matrix. Denote the smallest and

n+m

the non-zero eigenvalues of G ,,. By Lemma 2, 1 (|G ||, == A1, so suppose |G ||, < 1.
Then, Amax < A" + 1By Pmax-
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e e e
Note that R(I4m — ) I, +m —vR)R. Thus, we have

0 —6,) = (I R) G T/Qe
n—l—m t n+m — 7Y n+m *

. GK r/2
= n+m 0*
=R ' (Inym —VR) R<n+m)

Gx )T/%
y.

=R '(I,ym —YR)'
(B R (22

Now we bound ||u||2. First, note that for any matrices A, B € R?*¢ where B is p.s.d., there
uTA BAu < |Bl|Aul3 < | B2 AT Al [ul3 for any u € RY, so AT BA||, <

HB 2| AT Al|2. Second, note that the last m elements of ¢ are zeros, which means that § = I,,9.
Thus, we have

(n+m)I, (nﬁK )T(e* -6,

[t |2

2
.Gk \"? 1 of Gk .
= I,| —— T —
(n+m) TL<n+m> R ( n+m VR) n+m Yy ,

= GK 2 t/2 t/2 GK T/2~
- (n+m)In<n+ ) (Inym —YR)"""R (I, 1 — YR) (> I3y

m
(n+m)fn< Cx ) I,
n+m

< || (Tntm — VR)t/2R_1(In+m - VR)t/2H2

1
< =

t T
n+m ’VRHQ(TL)‘I)HyH%

min

where the last step is because we have already proved H (n+ m)f (n +m) I,

< nAj.
, =

when 7 is sufficiently large it is less than ——2——, because 3,, = o(1). Thus,

Now, for v =
orY = P S

n/\r 5

| Lym — YRy <1 — ﬁ <1- ’@”ff‘“‘. Thus, we have

Bnpmin)t A"
U2 < (1 - Yl2-
ful < (1= Z20mn) 2y

The second part of this proof is to bound ||Q(6. — 6;)||2. Let us return to Eqn. (21), which says that
1Q(0x — Ori1)lly = [[(Intm — 11BnQ)Q(6: — ;) — YQuel|,

I5; x
< (1= P 1o - 00, + 25 o

Here again, we assume that n is large enough so that A" > [3,, prin. This implies that

t
1Q(8. — 6:1)]l, t(l - 5npmm) puna[y 2

AT nﬁnpmin
Bnpmm Bnpmin tilpmax”yHQ
< (1-22 )[ncz( 00, — (¢ 1) (1~ 2o ) Lo
. ﬁnpmin>t|:< 5npm1n> pmax||y||2:|
< g(l Pubmin y | (4 Q0. o + a2

t—1
Thus, there is |Q(8. — )|, < (1 — %) Q6.2 + t(l _ ﬂn,Ap?axl) Pmax|yll2 Using 1 —

1B Pmin

xr < e ", we have

ﬁnpmint ﬁnpmin (t — 1) pmax”y”Q
e e L R e e
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" 2\" pmax
When t = tg := Bf;\min log nBip%mH(“l?y@[Z)Hz , by log(2x) < x for z > 0, we have

T 2 T r
exp (5npmin t) > < 2N prax ||y l|2 > > AN prax||y |2 lo g< 2\ prax ||y ]|2 )
A" 2 N n52p?nin||Q0*”2 N npmlnHQe H2 nprmnHQa ||2

Let F(t) := exp (ﬂg@“;‘" t) nﬂf::;‘h%“;* rzt- Then we have F(tp) > 0. And it is easy to show

that for all ¢ > %’, there is F’(¢) > 0. This means that when ¢ > ¢, there is F'(t) > 0, so we have

1Q(0. ~ 00, < exp (226220} Q. -+ exp (- 222 (L 1) Y 1@0. e

Hence, when ¢ > max{% log 2 + 2, to}, we have || Q(0, — 6,)]|, < €] Q8.

n Pmin

2, which implies

that the relative estimation error of ¢ is less than e. O

D EXPERIMENTS

The purpose of our experiments is threefold:

(i) Verify that STKR-Prop (Algorithms 1 and 2) works with general polynomial s()\) including
inverse Laplacian under transductive and inductive settings on real datasets, and compare them
to label propagation (for the transductive setting).

(i) Explore possible reasons why canonical Laplacian works so well empirically, by examining the
effect of p on the performance when using STKR with s(\) = \P.

(ii1) Verify that STKR-Prop works with kernel PCA on real datasets, and compare it to other methods.

D.1 SETUP

Datasets. We focus on graph node classification tasks, and work with the publicly available datasets
in the PyTorch Geometric library (Fey & Lenssen, 2019), among which Cora, CiteSeer and PubMed
are based on Yang et al. (2016); Computers, Photos, CS and Physics are based on Shchur et al. (2018);
DBLP and CoraFull are based on Bojchevski & Giinnemann (2018). See Table 3 for a summary of
the dataset statistics.

Train/val/test/other splits. We split a dataset into four sets: train, validation (val), test and other.
Among them, train and val contain labeled samples, while test and other contain unlabeled samples.
The test performance which we will report later is only evaluated on the test set. The val set is
used to select the best model, so it is used in a similar way as the test set as explained below:

* In the transductive setting, the learner can see all four sets at train time. The learner manually
hides the labels of the samples in the val set (so that the val performance approximates the
test performance). Thus, n is the size of the train set, while m is the size of the other three
combined.

* In the inductive setting, the learner can see train, val and other, but not test. Neither can
it see any edges connected to test nodes. Then, the learner manually hides the entire val
set (nodes, outcoming edges and labels), so that the val performance approximates the test
performance. Thus, n is the size of the train set, while m is the size of the other set.

In all our experiments, these four sets are randomly split. This means that with the same random seed,
the four splits are exactly the same; With a different random seed, the four splits are different, but
their sizes are kept the same for the same dataset.

Sizes of the splits. First, we specify a hyperparameter iy, and then pi of all the samples will be
in the test set. For Cora, CiteSeer and PubMed, we use the default train/validation/test split size, and
from the test set we take out py X #(all samples) of the samples to be the real test set, and the rest of
the samples go to the other set. For the other six datasets, we set the train and validation set size to be
20x number of classes. For example, the Physics dataset has 5 classes, so we randomly sample 100
samples to be train data, and another 100 samples to be validation data. We also do an ablation study
for pest in our experiments, where pe.sc could range from 1% to 50%.
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Table 3: Number of classes, nodes, edges, and fractions (%) of train and validation sets.

Classes Nodes Edges Train  Validation

Cora 7 2,708 10,556 5.17 18.46
CiteSeer 6 3,327 9,104 3.61 15.03
PubMed 3 19,717 88,648 0.3 2.54
Amazon - Computers 10 13,752 491,722 145 1.45
Amazon - Photos 8 7,650 238,162 2.09 2.09
Coauthor - CS 15 18,333 163,788 1.64 1.64
Coauthor - Physics 5 34,493 495,924 0.29 0.29
DBLP 4 17,716 105,734  0.45 0.45
CoraFull 70 19,793 126,842 7.07 7.07

Implementations. For label propagation, we use the version in Zhou et al. (2003), which solves:

(Intm —nS)y =1, where § = [y,0,,] . (22)
Here g is the predicted labels for all n + m samples under the transductive setting, and S is defined
as S := D WD~ 2, where W is the adjacency matrix such that Wi, j] = 1 if a; is connected to
x; and 0 otherwise, and D is a diagonal matrix defined as D[z, ] = Zj;rlm Wi, j] fori € [n+ m).
For STKR, we define the base kernel K as:
W(x,x")
D(z)D(a")’

where W (x;, ;) = Wi, j], and for the transductive setting there is D(x;) = DJi, 4|, so that
S = ncj_’jn For the inductive setting, D(z;) = }_ ;e nodes W (%3, 2;) for all i € [n +m, i.e. the
sum is only taken over the visible nodes at train time.

K(z,2') = (n+m) (23)

Hyperparameters. Below are the hyperparameters we use in the experiments. Best hyperparame-
ters are selected with the validation split as detailed above.

» Label Propagation
— Number of iteration T" € [1, 2,4, 8, 16, 32]
— 5 €0.7,0.8,0.9,0.99,0.999, 0.9999, 0.99999, 0.999999]
¢ STKR transductive
Number of iteration T' € [1,2, 4, 8,16, 32)
Laplacian s—'(\) = A~ —n: € [0.7,0.8,0.9,0.99, 0.999, 0.9999, 0.99999, 0.999999]
Polynomial s(\) = A\*: k € [1,2,4,6,8]
B € [10%,10%,10%,10°,1071,1072,1073,1074,107°,107%,1077,1079]
¢ STKR inductive
— Laplacian s~1(\) = A\~L—n: € [0.7,0.8,0.9,0.99, 0.999, 0.9999, 0.99999, 0.999999)]
— Polynomial s(\) = A\¥: k € [1,2,4,6,8]
- B€[103,10%10%,10°,1071,1072,1073,107,107°,107%,1077, 107 9]
¢ Kernel PCA
— Number of representation dimension d € [32, 64, 128, 256, 512]
- B€[103,10%,10%,10°,1071,1072,1073,1074,1072,107%,1077, 10~ %]

D.2 RESULTS

We report the test accuracy of STKR-Prop with different transformations and the Label-Prop algorithm
in Table 4. To make a fair comparison between the transductive and inductive setting, we report the
test accuracy on the same pisr = 0.01 fraction of the data (for the same random seed). This is a part
of the unlabeled data in the transductive setting, but is completely hidden from the learner in the
inductive setting at train time.

First, our results show that STKR-Prop can work pretty well with a general s(\) under the inductive
setting. The drops in the accuracy of the inductive STKR-Prop compared to transductive are small. In
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Table 4: The test accuracy (%) of Label-Prop (LP), STKR-Prop (SP) with inverse Laplacian (Lap), with
polynomial s(A) = A® (poly), with kernel PCA (topd), and with s(A\) = X (KRR). (t) and (i) indicate the
transductive and inductive settings. We report the test accuracy when pisc = 0.01, i.e. test samples account for
1% of all samples. Standard deviations are given across ten random seeds. The best and second-best results for
each dataset are marked in red and blue, respectively.

CS CiteSeer Computers Cora CoraFull DBLP Photo Physics PubMed

LP (t) 79.072.19 52.737.70  T77.303.05 73.336.00 54473904 66.44575 83.95578 84.33485 72.28555
SP-Lap (t) 78.96253 52.12767 77.813.94 7704574 53.8lp34 6542502 84.08552 84.22585 71.93456
SP-poly (t) 79.13229 48.79851 76.724.12 7148580 53.253514 64.52490 79.21790 84.45489 72.18466
SP-topd (t) 78.803.22 46.06108 80.803.06 69.267.32 50.362.85 64.86460 84.6l630 83.202.25 65.38566
SP—Lap (1) 78.422_81 464066_97 77-152.64 67.787_62 53.303_24 65-204_92 8487500 83.115_09 704364_80
SP—pOly (1) 79.022_42 444559,15 71.974_13 65.199_11 51.983_88 64.524_05 78.427_80 844684_83 704764_28
SP—topd (l) 79.133.35 414526.71 80.803.28 63.706_00 47.413_39 63.163.41 85.535.68 82.443_88 644314_95
KRR (i) 13.11599 13.645.93 26.354.34 28.528.56 19.802.22 44.80385 33.957.07 19.74146 20.762.06

Table 5: Test accuracy (%) of STKR-Prop (SP) with inverse Laplacian (Lap), with polynomial s(\) = %
(poly) and with kernel PCA (topd) for inductive setting with different value of pes€ {0.01,0.05,0.1,0.2,0.3}.
Standard deviations are given across ten random seeds.

Methods pey CS CiteSeer Computers Cora CoraFull DBLP Photo Physics PubMed

0.01 784281 46.06697 TT.15064  67.78762 53.30304 65204092 84.87566 83.11509 70.364.80
0.05 77.931.41 4175580 7742505 6237565 51.630.00 6557050 84.90550 82.72406 67.813.56
SP-Lap 0.1  76.45117 39.97sgs 77.4018s  59.74037 50.220.75 6534009 84.10154 82.02401 66.435.62
0.2 75.061.01 3550104 77.18503  55.105.92 47.84070 63.2d195 83.81105 81.33559 63.773.36
0.3 728905 309214 T76.5917 5022547 44.96077 6044165 83.28111 8027545 60.250.75

0.01  79.13335 44.559.15 71.97413 65.199.11 51.98388 64.52405 7842780 84.68483 70.764.08
0.05 787414 40.3655 73.04150 6185415 5021560 64.64507 T9.03, 61 84.05500 67.685 01
SP—pOly 0.1 77.511,03 38.582,90 73-101.58 58.562,59 49.060,90 64.211,93 78.594,49 83.133,69 66.082,96
0.2 75.74102 33.65178 72.70184 53.112.39 46.530.79 61.89203 78.82305 82.36327 62.973.10
0.3 73.350.76  28.98121 72.351.60 4799262 43.42978 59.55202 78.20973 81.08325 59.32257

0.01 79.13335 41.52671 80.80305  63.706.00 47.4l339 63.163.41 85.5356s 8244385 64.31405
0.05 7837155 40.005.14 80.17230  61.70353 47.17163 62.79535 85.47307 82.26155 62.793.08
SP-topd 0.1  T7.171.0s 3867417 79.35257 5881326 45.220.89 61.510g0 84.85179 80.591.86 61.752.96
0.2  75.6lpgs 3510264 79.00202 5551491 42.31p91 60.305.60 84.63145 80.15.86 59.605.09
0.3 725970 32.92100 78.09127 517139 38.620m0 59.18009 83.911.60 79.07533 57.502.50

Table 5, we further provide an ablation on the test accuracy as we increase pest. AS Prest 15 larger, the
performance of inductive STKR decreases across the board. Nevertheless, there are many datasets
such as Photo, Physics, Computer where the performance drop is fairly small — at around 2 — 3
percent even when pe; = 0.3. Our ablation study shows that inductive STKR is quite robust to the
number of available unlabeled data at the training time. Our experiment clearly demonstrates that
one can implement STKR with a general transformation such as s(A) = AP efficiently. The running
time of STKR-Prop is similar to that of Label-Prop with the same number of iterations.

Second, we explore the impact of the “number of hop” p on the performance of STKR with s(A) = AP
(Figure 2). We consider p € {1,2,4,6,8}, and note that for p = 1, this STKR is equivalent to
performing a KRR with the base kernel. As we have already seen in Table 4, the performance of
such KRR is extremely poor compared to the other methods. This is consistent with our analysis
in Section 2 that KRR with the base kernel is not sufficient. We find that by increasing p which in
turns increase the additional smoothness requirement, the performance of STKR increases by a large
margin for all datasets. This clearly illustrates the benefits of the transitivity of similarity, and offers a
possible explanation why the inverse Laplacian transformation performs so well in practice: It uses
multi-hop similarity information up to infinitely many hops.

Third, the results show that STKR also works pretty well with kernel PCA. Comparing between
kernel PCA and LP (or STKR with inverse Laplacian), on 3 of the 9 datasets we use, the former is
better. Thus, this experiment clearly demonstrates the parallel nature of these two methodologies —
STKR with inverse Laplacian, and kernel PCA.

Finally, we provide an ablation study about the effect of 7 in inverse Laplacian on the performance of
SP-Lap. Recall that for inverse Laplacian we have s~1(\) = A~ — . Our observation is that when
7 is very close to 0, the performance is low; once it is bounded away from 0, the performance is fairly
consistent, and gets slightly better with a larger . Only on dataset CS do we observe a significant
performance boost as 7 increases.

35



Published as a conference paper at ICLR 2024

CS CiteSeer Computers

T T T T T T T T T T T T

Cora CoraFull DBLP

Test accuracy

T T T T T T T T T T T T

Physics PubMed
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Figure 2: Test accuracy (%) of STKR-Prop (SP) with polynomial with s(\) = AP for p €
{1,2,4,6,8}. The test accuracy increases significantly as p is larger than 1, illustrating the benefits
of the transitivity of similarity.
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Figure 3: Test accuracy of SP-Lap with different values of 7. The test accuracy is fairly consistent as
long as n is not too close to 0, and gets slightly better with a larger 7. All reported performances are
averaged across ten random seeds.
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