Revisiting Computational Storage for Data Integrity
and Security

Chao Shif, Anthony Manschula®, Tabassum Mahmud?, Zeren Yang§, Mai ZhengT
Yong Chen?, Jim Wayda*, Matthew Wolff, Byungwoo Bang?

"Tlowa State University

The idea of computational storage device (CSD) has come
a long way since at least 1990s [1], [22]. By embedding
computing resources within storage devices, CSDs could po-
tentially offload computational tasks from CPUs and enable
near-data processing (NDP), reducing data movements and/or
energy consumption significantly. While the initial hard-disk-
based CSDs suffer from severe limitations in terms of on-drive
resources, programmability, etc., the storage market has wit-
nessed the commercialization of solid-state-drive (SSD) based
CSDs (e.g., Samsung SmartSSD [2], ScaleFlux CSDs [15])
recently, which has enabled CSD-based optimizations for a
variety of application scenarios (e.g., [6], [20], [14]).

Nevertheless, existing CSD research efforts mainly focus
on performance acceleration of regular operations, leaving the
potentials on system reliability/security largely unexplored.
In this work, we attempt to bridge the gap. We revisit the
classic idea of CSDs from a new angle: Can we leverage
CSD to improve data integrity and/or security? To answer
the question, we look into three representative I/O-intensive
reliability/security techniques for data protection, and explore
their similarities and potentials for CSD-based optimizations:

o Fault Injection (FI) is an indispensable method for testing
the failure recovery of various storage systems (e.g., [19],
[9], [10], [27], [8], [5], [11]). We observe that the core
operations of FI typically involve intercepting I/0 blocks
at certain software layer (e.g., kernel block layer [19],
FUSE [8], drivers [10], [5], [11]) to implement the
functionality. A CSD-based FI solution could potentially
achieve similar I/O interception and manipulation at the
bottom of the storage stack (i.e., device) to enable full-
stack testing with high fidelity.

o Erasure Coding (EC) is an essential fault-tolerance mech-
anism for modern distributed storage systems (DSS)
(e.g., Ceph [7], HDFS [23]). We observe that the core
operations of EC involve matrix multiplications for en-
coding/decoding. In particular, locally repairable codes
(LRC) [13] have been proposed to reduce the network
and/or storage I/O cost by leveraging local parities, which
could potentially benefit from FPGA-based optimization
with a small set of collaborative CSDs.

e Ransomware Detection & Recovery (RDR) is increas-
ingly important for protecting user data as ransomware
has grown to a national security threat recently [16].
We observe that one major category of RDR solutions
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rely on SSDs [4], [3], [12], [17], [18], [21], [26] or
hypervisor [25] to achieve I/O pattern monitoring for
ransomware detection and intra-device data movement for
data recovery, both of which aligns well with CSD char-
acteristics. A CSD-based RDR could potentially achieve
higher flexibility (compared to regular SSD-based RDR)
and efficiency (compared to hypervisor-based RDR).
Based on the key observations above, we design a generic
SmartSSD CSD library called CSDGuard to serve as a build-
ing block for constructing CSD-optimized reliability/security
solutions. The library follows the Computational Storage Ar-
chitecture Programming Model[24] to cover the core opera-
tions (e.g., host-device buffer management, I/O interception
and monitoring, multi-dimensional array multiplication) of
representative FI, EC, and RDR algorithms. Moreover, it pro-
vides a simple set of APIs to abstract away unnecessary CSD
internals and support controlling data and metadata operations
between host and CSDs with flexible configurability.
To demonstrate the potential of such a solution, we build
a prototype of CSDGuard based on the Samsung SmartSSD
platform [2]. The prototype leverages the peer-to-peer (P2P)
transfer between NVMe flash storage and on-drive FPGA to
minimize data communication between the host and the CSD,
and applies a set of directive-based optimizations (e.g., HLS
INTERFACE, HLS ARRAY_PARTITION, HLS UNROLL) to
make full use of the massive parallelism of FPGA and thus
achieve efficient near data processing. Our preliminary results
are promising: Measuring the execution time of our library
with directive-based optimizations applied, the overall latency
was successfully reduced up to 70% across several experimen-
tal data sizes (e.g., the tested matrix size ranges from 384x384
to 2048x2048). With regard to P2P data transfer time, we
observed similar performance to the conventional software-
based data transfer approach between the CSD and host device.
We believe we may be incurring some additional overhead
in the system calls, which may lead to the behavior that we
observed. We plan to extend the preliminary prototype to cover
different use cases (e.g., FI, EC, and RDR) and evaluate with
realistic systems (e.g., Ceph/HDFS with EC configuration) and
datasets (e.g., VirusTotal) to fully demonstrate the potentials
of CSD for data protection.
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