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Abstract
Mastering multiple tasks through exploration and
learning in an environment poses a significant
challenge in reinforcement learning (RL). Un-
supervised RL has been introduced to address
this challenge by training policies with intrin-
sic rewards rather than extrinsic rewards. How-
ever, current intrinsic reward designs and unsu-
pervised RL algorithms often overlook the het-
erogeneous nature of collected samples, thereby
diminishing their sample efficiency. To over-
come this limitation, in this paper, we propose a
reward-free RL algorithm called GFA-RFE. The
key idea behind our algorithm is an uncertainty-
aware intrinsic reward for exploring the environ-
ment and an uncertainty-weighted learning pro-
cess to handle heterogeneous uncertainty in differ-
ent samples. Theoretically, we show that in order
to find an ϵ-optimal policy, GFA-RFE needs to
collect Õ(H2 logNF (ϵ) dim(F)/ϵ2) number of
episodes, where F is the value function class with
covering number NF (ϵ) and generalized eluder
dimension dim(F). Such a result outperforms all
existing reward-free RL algorithms. We further
implement and evaluate GFA-RFE across various
domains and tasks in the DeepMind Control Suite.
Experiment results show that GFA-RFE outper-
forms or is comparable to the performance of
state-of-the-art unsupervised RL algorithms.

1 Introduction
Deep reinforcement learning (RL) has been the source of
many breakthroughs in games (e.g., Atari game (Mnih et al.,
2013) and Go game (Silver et al., 2016)) and robotic control
(Levine et al., 2016) over the last ten years. A key com-
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ponent of RL is exploration, which requires the agent to
explore different states and actions before finding a near-
optimal policy. Traditional exploration strategy involves
iteratively executing a policy guided by a specific reward
function, limiting the trained agent to solving only the sin-
gle task for which it was trained. Designing an efficient
exploration strategy agnostic to reward functions is crucial,
as it prevents the agent from repeated learning under dif-
ferent reward functions, thereby avoiding inefficiency and
potential intractability in sample complexity.
To achieve this goal, Jin et al. (2020a) introduced a two-
phase RL framework known as “reward-free exploration”
(RFE) for the basic tabular MDP setting. In this framework,
the agent only interacts with the environment in the first
phase without reward. Upon receiving the specific reward
in the second phase, the algorithm returns a near-optimal
policy without further interactions. The overall framework
is displayed in Figure 1. A series of subsequent works ex-
tended the idea to more complex settings, such as linear
MDPs (Wang et al., 2020; Zanette et al., 2020; Wagenmaker
et al., 2022; Hu et al., 2022) and linear mixture MDPs
(Zhang et al., 2021b; Chen et al., 2021; Zhang et al., 2023).
RFE diverges from classical RL approaches by not rely-
ing on a specific reward function for exploration. Instead,
RFE utilizes an “intrinsic reward”, a.k.a., pseudo-reward
function, defined based on all previously explored samples.
This encourages the agent to venture into unexplored states
and actions. In particular, in the realm of deep RL where
no structural assumptions are made, recent studies (Pathak
et al., 2017; Burda et al., 2018b; Eysenbach et al., 2018; Lee
et al., 2019; Pathak et al., 2019; Liu & Abbeel, 2021a;b)
have developed RFE (a.k.a., unsupervised RL) algorithms
by employing various intrinsic reward functions, demon-
strating promising performance in finding the near-optimal
policy.
Despite the success of intrinsic reward functions in facili-
tating RFE, the design of these functions in prior studies
could be further optimized. For example, Kong et al. (2021)
defined an intrinsic reward based on the maximum differ-
ence between function pairs that show similarity in past
data. This approach essentially treats each collected sample
equally. It is a well-established principle in RL that in or-
der to achieve optimal sample efficiency, different samples
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Figure 1. The overall framework of reward-free exploration.

should be treated distinctively based on their importance.
Notably, Zhang et al. (2023) utilized variance-dependent
weights to address the heteroscedasticity observed in sam-
ples, thereby achieving optimal sample complexity in linear
mixture MDPs. However, this approach calculates its intrin-
sic reward by nested iterative optimization, which hampers
computational efficiency and practical applicability. There-
fore, for RFE or more generally unsupervised RL, we are
faced with the following question:

Is it possible to craft an intrinsic reward function that excels
both theoretically and empirically?

We answer the above question affirmatively by proposing a
variance-adaptive intrinsic reward for RFE. Theoretically,
we show that our method enjoys a finite sample complexity
in finding the near-optimal policy for any given reward, and
our theoretical guarantee is tighter than existing methods.
Empirically, we show that by incorporating variance infor-
mation, a series of existing reward-free RL baselines can be
further improved in terms of sample efficiency. The main
contributions of our work can be summarized as follows.

• We propose a new algorithm GFA-RFE under the RFE
framework. The key innovation of GFA-RFE is a new
intrinsic reward, which depends on an uncertainty estima-
tion of each past state-action pair that appeared during the
exploration phase. Our designed intrinsic reward relies
more on observed samples with lower uncertainty, and it
encourages the agent to explore states and actions with
larger uncertainty. Intuitively speaking, such a strategy
ensures the agent to find samples that are universally suit-
able for all reward functions that it may encounter during
the planning phase, without knowing the extrinsic rewards
in hindsight.

• Theoretically, we prove that during the planning phase,
given any reward function r, GFA-RFE achieves an
Õ(H2 logNF (ϵ) dim(F)/ϵ2) sample complexity to find
the ϵ-optimal policy w.r.t. the reward r, where F is the
value function class with covering number NF (ϵ) and
generalized eluder dimension dim(F). Our sample com-
plexity outperforms the existing sample complexity result
achieved by Kong et al. (2021) (see Table 1), which veri-
fies our claim that an adaptive intrinsic reward improves

exploration efficiency.

• We also show that our variance-adaptive intrinsic re-
ward can efficiently explore the environment in practice
through extensive experiments on the DeepMind Control
Suite (Tassa et al., 2018). Our theory-guided algorithm
GFA-RFE exhibits compatible or superior performance
compared with the state-of-the-art unsupervised explo-
ration methods. This promising result demonstrates the
huge potential of incorporating the theories into practice
to solve real-world problems.

Notation We denote by [n] the set {1, · · · , n}. For two
positive sequences {an} and {bn} with n = 1, 2, · · · , we
write an = O(bn) if there exists an absolute constant C > 0
such that an ≤ Cbn holds for all n ≥ 1, write an =
Ω(bn) if there exists an absolute constant C > 0 such that
an ≥ Cbn holds for all n ≥ 1, and write an = o(bn) if
an/bn → 0 as n → ∞. We use Õ(·) and Ω̃(·) to further
hide the polylogarithmic factors.

2 Related Work
Reinforcement learning with general function approxi-
mation. RL with general function approximation has been
widely studied in recent years, due to its ability to describe
a wide range of existing RL algorithms. To explore the
theoretical limits of RL and understand the practical DRL
algorithms, various statistical complexity measurements for
general function approximation have been proposed and
developed. For instance, Bellman rank (Jiang et al., 2017),
Witness rank (Sun et al., 2019), eluder dimension (Russo
& Van Roy, 2013), Bellman eluder dimension (Jin et al.,
2021), Decision-Estimation Coefficient (DEC) (Foster et al.,
2021), Admissible Bellman Characterization (Chen et al.,
2022c), generalized eluder dimension (Agarwal et al., 2022),
etc. Among different statistical complexity measurements,
Foster et al. (2021) showed a DEC-based lower bound of
regret which holds for any function class. Specifically, our
algorithm falls into the category of generalized eluder di-
mension function class, which includes linear MDPs (Jin
et al., 2020b) as its special realization.
Reward-free exploration. Unlike standard RL settings
where the agent interacts with the environment with reward
signals, reward-free exploration (Jin et al., 2020a) in RL in-
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Table 1. Comparison of episodic reward-free RL algorithms in different settings. Column Comp. Eff. (Computational Efficiency)
indicates if the algorithm can be efficiently implemented, or can be segregated by some efficient algorithm. Column Time Homo. (Time
Homogeneity) indicates if the setting is time homogeneous ✓ or time inhomogeneous ×. Time inhomogeneous settings usually yield
an additional H in sample complexity in learning different stages h ∈ [H]. The sample complexity is evaluated under the reward scale
rh(sh, ah) ∈ [0, 1]. The results with bounded total reward assumption (

∑H
h=1 rh(sh, ah) ≤ 1) are translated by inserting an additional

H2 dependency on the reward scale and marked with (∗). Dimension d in general function approximations inherits their original
definitions in the paper, and it usually corresponds to the dimension of linear function when reduced to linear function approximations.
The row with a light cyan background indicates our results.

Setting Algorithm Comp. Eff. Time Homo. Sample Complexity

Wang et al. (2020) ✓ × Õ
(
H6d3ϵ−2

)
Linear
MDP

FRANCIS
(Zanette et al., 2020) ✓ × Õ

(
H5d3ϵ−2

)
RFLIN

(Wagenmaker et al., 2022) ✓ × Õ
(
H5d2ϵ−2

)
LSVI-RFE

Hu et al. (2022) ✓ × Õ(H4d2ϵ−2)

Linear
UCRL-RFE+

(Zhang et al., 2021b) ✓ ✓ Õ
(
H4d(H + d)ϵ−2

)
Mixture Chen et al. (2021) × × Õ

(
H3d(H + d)ϵ−2

)
MDP HF-UCRL-RFE++

(Zhang et al., 2023) × ✓ Õ(H2d2ϵ−2)∗

Kong et al. (2021) ✓ × Õ(H6d4ϵ−2)
General

Function
Reward-Free E2D

(Chen et al., 2022a) × × Õ(d log |P|ϵ−2)

Approximation RFOlive
(Chen et al., 2022b) × × Õ(poly(H)d2BE log(|F||R|)ϵ−2)

GFA-RFE (Ours) ✓ × Õ(H4d2K,δϵ
−2)∗

Linear
(Mixture) MDP

Lower bound
(Hu et al., 2022) N/A × Ω̃(H3d2ϵ−2)

troduced a two-phase paradigm. In this approach, the agent
initially explores the environment without any reward sig-
nals. Then, upon receiving the reward functions, it outputs
a policy that maximizes the cumulative reward, without any
further interaction with the environment. Jin et al. (2020a)
first achieved Õ(H5S2A/ϵ2) sample complexity in tabular
MDPs by executing exploratory policy visiting states with
probability proportional to its maximum visitation proba-
bility under any possible policy. Subsequent works (Kauf-
mann et al., 2021; Ménard et al., 2021) proposed algorithms
RF-UCRL and RF-Express to gradually improve the re-
sult to Õ

(
H3S2Aϵ−2

)
. The optimal sample complexity

bound Õ(H2S2Aϵ−2) was achieved by algorithm SSTP
proposed in Zhang et al. (2020), which matched the lower
bound provided in Jin et al. (2020a) up to logarithmic fac-
tors. Recent years have witnessed a trend of reward-free
exploration in RL with function approximations, while most
of these works are considering linear function approxima-
tion: in the linear MDP setting, Wang et al. (2020) propose
an exploration-driven reward function and the minimax opti-
mal bound was achieved by Hu et al. (2022) by introducing
the weighted regression in the algorithm. In linear mixture
MDPs, Zhang et al. (2021c) proposed the ‘pseudo reward’
to encourage exploration, Chen et al. (2021); Wagenmaker
et al. (2022) improved the sample complexity by introduc-

ing a more complicated, recursively defined pseudo reward.
The minimax optimal sample complexity, Õ(d2/ϵ2) was
achieved by Zhang et al. (2023) in the horizon-free setting.
Moving forward, in the general function approximation set-
ting, Kong et al. (2021) used ‘online sensitivity score’ to
estimate the information gain thus providing a Õ(d4H6ϵ−2)
sample complexity where d is the dimension of contexts
when reduced to linear function approximations. Yet an-
other line of works (Chen et al., 2022a;b) aimed to follow the
Decision-Estimation Coefficient (DEC, Foster et al. 2021)
and provided a unified framework for reward-free explo-
ration with general function approximations, achieving a
Õ(ploy(H)d2ϵ−2), nevertheless, all existing works with
general function approximations leave a huge gap between
their proposed upper bound and lower bound, even when
reduced to linear settings. We record existing results in
Table 1.
Unsupervised reinforcement learning. Witnessing re-
cent advancements in unsupervised CV and NLP tasks, un-
supervised reinforcement learning has emerged as a new
paradigm trying to learn the environment without supervi-
sion or reward signals. As suggested in Laskin et al. (2021),
these works are mainly separated into two lines: unsuper-
vised representation learning in RL and unsupervised behav-
ioral learning.
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Unsupervised representation learning in RL mainly ad-
dresses issues on how to learn good representations for
different states s, which can facilitate efficient learning of
a policy π(a|s). From the theoretical side, a list of works
have identified how to select or learn good representations
for various RL tasks with linear function approximations, by
using MLE (Uehara et al., 2021), contrastive learning (Qiu
et al., 2022) or model selection (Papini et al., 2021; Zhang
et al., 2021a). From the empirical side, various methods
in unsupervised learning or self-supervised learning are ap-
plied to RL tasks, including contrastive learning (Laskin
et al., 2020; Stooke et al., 2021; Yarats et al., 2021a), au-
toencoders (Yarats et al., 2021b) and world models (Hafner
et al., 2019a;b).
Unsupervised behavioral learning in RL aims to eliminate
this reward signal during exploration. Therefore, the agent
can be adapted to different tasks in the downstream fine-
tuning. To replace the ‘extrinsic’ reward signals, these meth-
ods usually leverage different ‘intrinsic rewards’ during
exploration. Many recent algorithms have been proposed
to learn from different types of intrinsic reward, which is
based on the prediction, information gain or entropy. In
particular, Pathak et al. (2017); Burda et al. (2018a); Pathak
et al. (2019) are referred to as “knowledge based” intrinsic
reward (Laskin et al., 2021) and they all maintain a neural
network g(st, at) to predict the next state st+1 from the cur-
rent state and actions. Among these three methods, Pathak
et al. (2017) and Burda et al. (2018a) are using the predic-
tion error |st+1 − g(st, at)| as the intrinsic reward, Pathak
et al. (2019) is using the variance of N ensemble neural
networks (i.e., Var gi(st, at)) as the intrinsic reward. On the
other hand, Lee et al. (2019); Eysenbach et al. (2018); Liu &
Abbeel (2021a) are trying to maximize the mutual informa-
tion to complete the exploration of the agent, thus they are
referred to as the “complete-based” algorithms. In addition,
Liu & Abbeel (2021b) is trying to maximize the entropy
of the collected observations via a kNN method, which is
referred to as the “data-based” algorithm. URLB (Laskin
et al., 2021) provided a unified framework providing bench-
marks for all these intrinsic rewards.

3 Problem Setup
3.1 Time-Inhomogeneous Episodic MDPs
We model the sequential decision making problem
via time-inhomogeneous episodic Markov decision pro-
cesses (MDPs), which can be denoted as tuple M =
(S,A, H,P = {Ph}Hh=1, r = {rh}Hh=1) by convention.
Here, S and A are state and action spaces, H is the length
of each episode, Ph : S ×A× S → [0, 1] is the transition
probability function at stage h for state s to transit to state
s′ after executing action a, and rh : S × A → [0, 1] is
the deterministic reward function at stage h. For any policy
π = {πh}Hh=1, reward r = {rh}Hh=1, and stage h ∈ [H], the
value function V π

h (s; r) and the state-action value function

Qπ
h(s, a; r) is defined as:

Qπ
h(s, a; r) = E

[ H∑
h′=h

rh′
(
sh′ , ah′

)∣∣∣∣sh = s, ah = a,

sh′+1 ∼ Ph′(·|sh′ , ah′), ah′+1 = π(sh′+1)

]
,

V π
h (s; r) = Qπ

h(s, πh(s); r).

Furthermore, the optimal value function V ∗
h (s; r) is defines

as maxπ V
π
h (s; r), and the optimal action-value function

Q∗
h(s, a; r) is defined as maxπ Q

π
h(s, a; r). For simplicity,

we utilize the following bounded total reward assumption:
Assumption 3.1. The total reward for every possible trajec-
tory is assumed to be within the interval of (0, 1).

Up to rescaling, Assumption 3.1 is more general than the
standard reward scale assumption where rh ∈ [0, 1] for all
h ∈ [H]. Assumption 3.1 also ensures that the value func-
tion V π

h (s) and action-value function Qπ
h(s, a; r) belong to

the interval [0, 1].
For any function V : S → R and stage h ∈ [H], the first-
order Bellman operator Th is defined as:

ThV (s, a; r) = Es′∼P(·|s,a)

[
rh(s, a) + V (s′; r)

]
.

For simplicity, we further define the shorthand:

[PhV ](s, a; r) = Es′∼Ph(·|s,a)V (s′; r),

[VhV ](s, a; r) = [PhV
2](s, a; r)− [PhV ]2(s, a; r).

Throughout the paper, if the reward r is clear in the context,
we omit the notation r in Q and V for simplicity.
3.2 Reward-free Exploration
Reward-free RL. In reward-free RL, the real reward func-
tion is accessible only after the agent finishes the interac-
tions with the environment. Specifically, the algorithm can
be separated into two phases: (i) Exploration phase: the
algorithm can’t access the reward function but collects K
episodes of samples by interacting with the environment.
(ii) Planning phase: The algorithm is given reward function
{rh}Hh=1 and is expected to find the optimal policy without
interaction with the environment.
To deal with the randomness in learning processes and eval-
uate the efficiency of algorithms, we adopt the commonly
used (ϵ, δ)-learnability concept, which is formulated in Def-
inition 3.2.
Definition 3.2. ((ϵ, δ)-learnability). Given an MDP tran-
sition kernel set P , reward function set R and a initial
state distribution µ, we say a reward-free algorithm can
(ϵ, δ)-learn the problem (P,R) with sample complexity
K(ϵ, δ), if for any transition kernel P ∈ P , after receiv-
ing K(ϵ, δ) episodes in the exploration phase, for any
reward function r ∈ R, the algorithm returns a policy
π in planning phase, such that with probability at least
1− δ, V ∗

1 (s1; r)− V π
1 (s1; r) ≤ ϵ.
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3.3 General Function Approximation
In this work, we focus on the model-free value-based RL
methods, which require us to use a predefined function class
to estimate the optimal value function Q∗

h(s, a; r) for any
reward r. We use F := {Fh}Hh=1 to denote the function
class we will use during all H stages. To build the statisti-
cal complexity of using F to learn Q∗

h(s, a; r), we require
several assumptions and definitions that characterize the
cardinality of the function class.
Assumption 3.3 (Completeness, Zhao et al. (2023)). Given
F := {Fh}Hh=1 which is composed of bounded functions
fh : S × A → [0, L]. We assume that for any h and
function V : S → [0, 1] and r : S ×A → [0, 1], there exist
f1, f2 ∈ Fh such that for any (s, a) ∈ S ×A,

f1(s, a) = Es′∼Ph(·|s,a)
[
r(s, a) + V (s′)

]
,

f2(s, a) = Es′∼Ph(·|s,a)

[(
r(s, a) + V (s′)

)2]
.

We assume that L = O(1) throughout the paper.
Definition 3.4 (Generalized eluder dimension, Agarwal
et al. 2022). Let λ ≥ 0 and h ∈ [H], a sequence of state-
action pairs Zh = {zi,h = (sih, a

i
h)}i∈[K] and a sequence

of positive numbers σh = {σi,h}i∈[K]. The generalized
eluder dimension of a function class Fh : S × A →
[0, L] with respect to λ is defined by dimα,K(Fh) :=
supZh,σh:|Zh|=K,σh≥α dim(Fh, Zh,σh)

dim(Fh, Zh,σh) :=

K∑
i=1

min

(
1,

1

σ2
i

D2
Fh

(zi,h; z[i−1],h, σ[i−1],h)

)
,

D2
Fh

(z; z[i−1],h, σ[i−1],h) :=

sup
f1,f2∈Fh

(f1(z)− f2(z))
2∑

s∈[i−1]
1

σ2
s,h

(f1(zs,h)− f2(zs,h))2 + λ
.

We write dimα,K(F) := H−1 ·
∑

h∈[H] dimα,K(Fh) for
short when F is a collection of function classes F =
{Fh}Hh=1 in the context.
Remark 3.5. Kong et al. (2021) introduced a similar defini-
tion called “sensitivity”. In particular, it is defined by

sensitivityZ,F (z) :=

sup
f1,f2∈F

(f1(z)− f2(z))
2

min{
∑

(s,a)∈Z(f1(s, a)− f2(s, a))2, λ}
,

where λ is defined by T (H + 1)2 for the RL task with
rh(s, a) ∈ [0, 1] 1. The major difference between the gener-
alized eluder dimension and sensitivity is that the general-
ized eluder dimension incorporates the variance σ2

s into the
historical observation Z to craft the heterogeneous variance
in Z .

1We ignore the clipping process making sensitivityZ,F (z)←
min{sensitivityZ,F (z)} for the clarity of demonstration

Since D2
Fh

in Definition 3.4 is not computationally efficient
in some circumstances, we approximate it via an oracle
D

2

Fh
, which is formally defined in Definition 3.6.

Definition 3.6 (Bonus oracle D
2

Fh
). The bonus oracle re-

turns a computable function D
2

Fh
(z; z[t],h, σ[t],h), which

computes the estimated uncertainty of a state-action pair
z = (s, a) ∈ S ×A with respect to historical data z[t],h and
corresponding weights σ[t],h. It satisfies

DFh
(z; z[t],h, σ[t],h) ≤ DFh

(z; z[t],h, σ[t],h)

≤ C ·DFh
(z; z[t],h, σ[t],h),

where C is a fixed constant.

The covering numbers of the value function class and the
bonus function class are introduced in the following defini-
tion.

Definition 3.7 (Covering numbers of function classes). For
any ϵ > 0, we define the following covering numbers of
involved function classes:
1. For each h ∈ [H], there exists an ϵ-cover C(Fh, ϵ) ⊆ Fh

with size |C(Fh, ϵ)| ≤ NFh
(ϵ), such that for any f ∈ Fh,

there exists f ′ ∈ C(Fh, ϵ) satisfying ∥f−f ′∥∞ ≤ ϵ. For
any ϵ > 0, we define the uniform covering number of F
with respect to ϵ as NF (ϵ) := maxh∈[H] NFh

(ϵ).
2. There exists a bonus function class B = {B : S ×A →

R} such that for any t ≥ 0, z[t] ∈ (S × A)t, σ[t] ∈ Rt,
h ∈ [H], the bonus function DF (·; z[t], σ[t]) returned by
the bonus oracle in Definition 3.6 belongs to B.

3. For the bonus function class B, there exists an ϵ-cover
C(B, ϵ) ⊆ B with size |C(B, ϵ)| ≤ NB(ϵ), such that for
any b ∈ B, there exists b′ ∈ C(B, ϵ), such that ∥b −
b′∥∞ ≤ ϵ.

4. The optimistic function class at stage h ∈ [H] is:

Vh =
{
V (·) = max

a∈A
min

(
1, f(·, a)

+ β · b(·, a)
)∣∣∣∣f ∈ Fh, b ∈ B

}
.

There exists an ϵ-cover C(Vh, ϵ) with size |C(Vh, ϵ)| ≤
NVh

(ϵ). For any ϵ > 0, we define the uniform cov-
ering number of V with respect to ϵ as NV(ϵ) :=
maxh∈[H] NVh

(ϵ).

4 Algorithm
In this section, we introduce our algorithm GFA-RFE as
presented in Algorithm 1. GFA-RFE consists of two phases,
where in the first exploration phase, GFA-RFE collects K
episodes without reward signal. Then in the second planning
phase, GFA-RFE leverages the collected K episodes to
learn a policy trying to maximize the cumulative reward
given a specific reward function r. The details of these two
phases are presented in the following subsections.
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4.1 Exploration Phase: Efficient Exploration via
Uncertainty-aware Intrinsic Reward

The ultimate goals of the exploration phase are exploring
environments and collecting data in the absence of reward
to facilitate finding the near-optimal policy in the next phase.
At a high level, GFA-RFE achieves these goals by encour-
aging the agent to explore regions containing higher uncer-
tainty, which intuitively guarantees the maximal information
gained in each episode.
Intrinsic reward. GFA-RFE evaluate the uncertainty by
DFh

in Definition 3.4, and uses its oracle DFh
as the intrin-

sic reward rk,h in Line 1 to generate an uncertainty-target
policy in Line 1. Recall that D2

Fh
(z; z[k−1],h, σ[k−1],h) is

defined as

sup
f1,f2∈Fh

(f1(z)− f2(z))
2∑

s∈[i−1]
1

σ2
s,h

(f1(zs,h)− f2(zs,h))2 + λ
.

In particular, a high reward signal means that there exist
functions in Fh close to each other on all historical observa-
tions but divergent for the current state and action pair. This
further suggests that the past observations are not enough for
the agent to make a precise value estimation for the current
state-action pair.
Weighted regression. The usage of the intrinsic reward
rk,h induces an intrinsic action-value function Q∗

k,h(·, ·; rk),
which serves as a metric for cumulative uncertainty
of remaining stages. As in model-free approaches,
GFA-RFE aims to estimate Q∗

k,h(·, ·; rk) and further finds
a policy πk

h that would maximize the cumulative uncertainty
over H stages. This part is presented in Algorithm 1 through
Line 1 to Line 1.
To reduce the estimation error, GFA-RFE incorporates the
weighted regression proposed in Zhao et al. (2023) into
estimating Q∗

k,h(s, a; rk). The algorithm starts at final stage
h = H and estimating the Q∗

k,h(s, a; rk) approximated by
function pfk,h using Bellman equation:

pfk,h(sh, ah) = rk,h(sh, ah) + [PhVk,h+1](sh, ah)

≈ rk,h(sh, ah) + Vk,h+1(sh+1).

However, estimating [PhVk,h+1](sh, ah) using
Vk,h+1(sh+1) may also introduce error since the variance
of distribution Ph(·|s, a) varies among different state-action
pair. Therefore, we tackle this heterogeneous variance issue
by minimizing the Bellman residual loss weighted by using
the estimated variance σ̄k,h of observed state-action pairs
sih, a

i
h:

∑
i∈[k−1]

(fi,h(s
i
h, a

i
h)− ri,h(s

i
h, a

i
h)− Vi,h+1(s

i
h+1))

2

σ̄2
i,h

.

Obviously, a lower variance σ̄i,h yields a larger weight
during the regression. The calculation of variances σ̄i,h

involves both aleatoric uncertainty and epistemic uncer-
tainty (Kendall & Gal, 2017; Mai et al., 2022), where the
aleatoric uncertainty is σk,h calculated in Line 1 caused by
indeterminism of the transition and epistemic uncertainty
is D

1/2

Fh
caused by limited data. Such an approach can be

proved to improve the sample efficiency of our algorithm
GFA-RFE (see Theorem 5.1 and its discussion). Similar
approaches have been used in Zhou et al. (2021); Ye et al.
(2023) to provide more robust and efficient estimation.
After obtaining the pfk,h function through weighted regres-
sion, GFA-RFE follows the standard optimism design in
online exploration methods to add the bonus term bk,h for
overestimating the Q∗

k,h(s, a; r) function in Line 1. Using
this optimistic estimation, GFA-RFE thus takes the greedy
policy and estimates the value function Vk,h in Line 1 before
proceeding to the previous stage h− 1.

4.2 Planning Phase: Effective Planning Using
Weighted Regression

After exploring environments and collecting data in the ex-
ploration phase, the agent is now given the reward for a
specific task, but no longer interacts with the environment.
GFA-RFE enters its planning phase and ensures a policy to
maximize the cumulative reward of rh across all H stages.
GFA-RFE estimates Q∗

h(s, a; r) by weighted regression and
further finds the optimal policy πh, which is the same pro-
cess as in the exploration phase. This part is presented in
Algorithm1 through Line 1 to Line 1.

Remark 4.1. Compared with Kong et al. (2021), our al-
gorithm leverages the advantage of generalized elude di-
mension and incorporates the estimated variance σ into 1)
weighted regression in Line 1 in the planning phase and
Line 1 in exploration phase; 2) intrinsic reward design
in Line 1. Also, our algorithm does not set the reward
rk,h = bk,h/H as of Kong et al. (2021); Wang et al. (2020),
thus the agent can explore more aggressively and more effi-
ciently using the knowledge of variance of the observation.
Therefore, GFA-RFE is more sample efficient compared
with Kong et al. (2021), which is discussed in detail in
Remark 5.7.

5 Theoretical Results
We analyze GFA-RFE theoretically in this section. The
uncertainty-aware reward-free exploration mechanism leads
to efficient learning with provable sample complexity guar-
antees. The first theorem characterizes how the sub-
optimality decays as exploration time grows.

Theorem 5.1. For GFA-RFE, set confidence radius βE =
Õ
(√

H logNV(ϵ)
)

and βP = Õ
(√

H logNF (ϵ)
)
, and

take α = 1/
√
H and γ =

√
logNV(ϵ). Then, for any

δ ∈ (0, 1), with probability at least 1−δ, after collecting K
episodes of samples, for any reward function r = {rh}Hh=1

such that
∑H

h=1 rh(sh, ah) ≤ 1, GFA-RFE outputs a policy

6
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Algorithm 1 GFA-RFE

Require: Confidence radius βE

Require: Regularization parameter λ
1: Phase I: Exploration Phase
2: for k = 1, 2, · · · ,K do
3: for h = H,H − 1, · · · , 1 do
4: bk,h(·, ·)← 2βE · DFh

(·, ·; z[k−1],h, σ̄[k−1],h).
5: rk,h(·, ·)← bk,h(·.·)/2.
6: pfk,h ← argminfh∈Fh

∑
i∈[k−1]

1
σ̄2
i,h

(fh(s
i
h, a

i
h)−

rk,h(s
i
h, a

i
h)− Vk,h+1(s

i
h+1))

2.

7: Qk,h(s, a)← min
{

pfk,h(s, a) + bk,h(s, a), 1
}

.
8: Vk,h(s)← maxa Qk,h(s, a).
9: Set the policy πk

h(·)← argmaxa∈A Qk,h(·, a).
10: end for
11: Receive the initial state sk1 .
12: for stage h = 1, . . . ,H do
13: Take action akh ← πk

h(s
k
h), receive next state skh+1.

14: σk,h ← 2
√
logNV(ϵ) ·min{ pfk,h(skh, a

k
h), 1}.

15: σ̄k,h ← max
{
γ · D1/2

Fh
(zk,h; z[k−1],h, σ̄[k−1],h),

σk,h, α
}

.
16: end for
17: end for
18: Phase II: Planning Phase
Require: Dataset {(skh, akh, σ̄2

k,h)}(k,h)∈[K]×[H]

Require: Confidence radius βP

Require: Reward function r = {rh}h∈[H]

19: Initiate pVH+1(·)← 0, pQH+1(·, ·)← 0
20: for step h = H, · · · , 1 do
21: bh(·, ·)← min{βPDFh

(z; z[K],h, σ̄[K],h), 1}.
22: pfh ← argminfh∈Fh

∑
i∈[K]

1
σ̄2
i,h

(fh(s
i
h, a

i
h) −

rh(s
i
h, a

i
h)− pVh+1(s

i
h+1))

2.

23: pQh(s, a)← min
{

pfh(s, a) + bh(s, a), 1
}

.

24: pVh(·)← maxa∈A pQh(·, a).
25: πh(·)← argmaxa∈A

pQh(·, a).
26: end for
Ensure: Policy π

π satisfying the following sub-optimality bound,

Es1∼µ[V
∗
1 (s1; r)− V π

1 (s1; r)]

= Õ
(
H
√
logNF (ϵ)

√
dimα,K(F)/K

)
.

We are now ready to present the sample complexity of
GFA-RFE for the reward-free exploration.
Corollary 5.2. Under the same conditions in Theorem 5.1,
with probability at least 1 − δ, for any reward func-
tion r = {rh}Hh=1 such that

∑H
h=1 rh(sh, ah) ≤ 1,

GFA-RFE returns an ϵ-optimal policy after collecting K ≤
Õ(H2 logNF (ϵ) dimα,K(F)ϵ−2) episodes during the ex-
ploration phase.

Remark 5.3. Let dK,δ be max{logNF (ϵ), dimα,K(F)},
GFA-RFE yields an Õ(H2d2K,δϵ

−2) sample complexity for
reward-free exploration with high probability. In tabular
setting, dK,δ = Õ(SA), thus yields an Õ(H2S2A2ϵ−2)
sample complexity. In linear MDPs and generalized lin-
ear MDPs with dimension d, dK,δ = Õ(d), thus yields an
Õ(H2d2ϵ−2) sample complexity which matches the result
from Hu et al. (2022). For a more general setting where
the function class with eluder dimension d, dK,δ = Õ(d),
which yields a Õ(H2d2ϵ−2) sample complexity.

For a fair comparison with some existing works, we translate
our sample complexity result to the case where the reward
scale is rh ∈ [0, 1], ∀h ∈ [H]. The result can be trivially
obtained by replacing r → r/H in GFA-RFE.

Corollary 5.4. With probability at least 1− δ, for any re-
ward function such that rh(s, a) ∈ [0, 1] or the total reward
is bounded by

∑H
h=1 rh(sh, ah) ≤ H , GFA-RFE returns

an ϵ-optimal policy after collecting K ≤ Õ(H4d2K,δϵ
−2)

episodes in the exploration phase.

Remark 5.5. Compared with Chen et al. (2022a) which
provides a Õ(d log |P|ϵ−2) sample complexity for model-
based RL, GFA-RFE is a model-free algorithm which does
not need to directly sample transition kernel Ph(·|·, ·) from
all possible transitions ∆̃(Π), therefore, GFA-RFE is com-
putationally efficient and can be easily implemented based
on the current empirical DRL algorithms.
Remark 5.6. Compared with Chen et al. (2022b) which
achieves a Õ(H7d3ϵ−2) sample complexity, one can find
our result significantly improves the dependency on H, d.
Chen et al. (2022b) didn’t optimize the exploration policy
by constructing intrinsic rewards but by updating Bellman
error constraints on the value function class. It sacrificed
the sample complexity to adapt the general function approx-
imation settings. In addition, this approach is generally
computationally intractable as it explicitly maintains feasi-
ble function classes. For its V-type variant, it even maintains
a finite cover of the function class, which can be exponen-
tially large.
Remark 5.7. Kong et al. (2021) leveraged the “sensitivity”
as the intrinsic reward during the exploration and achieved
a Õ(H6d4ϵ−2) reward-free sample complexity. Compare
their algorithm and ours, ours improves a H2d2 factor from
1) using weighted regression to handle heterogeneous ob-
servations 2) using a “truncated Bellman equation” (Chen
et al., 2021) in our analysis, and 3) a properly improved
uncertainty metric D

2

Fh
instead of the sensitivity.

6 Experiments
6.1 Experiment Setup
Based on our theoretical perceptive, we integrate our al-
gorithm in the unsupervised reinforcement learning (URL)
framework and evaluate the performance of the proposed

7
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Table 2. Cumulative reward for various exploration algorithms across different environments and tasks. The cumulative reward is averaged
over 8 individual runs for both online exploration and offline planning. The result for each individual run is obtained by evaluating the
policy network using the last-iteration parameter. Standard deviation is calculated across these runs. Results presented in boldface denote
the best performance for each task, and those underlined represent the second-best outcomes. The cyan background highlights results of
our algorithms.

Environment Task Baselines Ours

ICM APT DIAYN APS Dis. SMM RND GFA-RFE

Walker

Flip 177 ± 80 523 ± 57 207 ± 119 246 ± 103 570 ± 32 242 ± 71 507 ± 48 554 ± 64
Run 108 ± 41 304 ± 38 113 ± 38 132 ± 39 340 ± 37 116 ± 21 306 ± 34 339 ± 34

Stand 466 ± 17 891 ± 62 587 ± 169 573 ± 177 726 ± 79 443 ± 104 750 ± 62 925 ± 50
Walk 411±237 772±60 432 ± 222 645 ± 156 851 ± 63 273 ± 162 709 ± 115 826 ± 89

Quadruped

Run 93 ± 68 452 ± 49 158 ± 64 159 ± 82 524 ± 24 162 ± 140 522 ± 30 460 ± 36
Jump 89 ± 47 740 ± 91 218 ± 114 123 ±67 829 ± 22 211 ± 127 790 ± 38 719 ± 68
Stand 207 ± 134 910 ± 45 331 ± 81 308 ± 147 953 ± 16 239 ± 104 940 ± 27 867 ± 61
Walk 94 ± 60 680 ± 117 171 ± 72 141 ± 80 720 ± 175 125 ± 36 820 ± 94 726 ± 146

algorithm in URL benchmark (Laskin et al., 2021).2 As
suggested by Ye et al. (2023), we use the variance of n-
ensembled Q functions as the estimation of the bonus oracle
D

2

F which will be used in (1) intrinsic reward rk,h; (2) ex-
ploration bonus bk,h; and (3) weights σ2

k,h for the value
target regression. All these Q networks are trained by Q-
learning with different mini-batches in the replay buffer.
Obviously, the variance of these Q networks comes from
the randomness of initialization and the randomness of dif-
ferent mini-batches used in training. The pseudo code for
the practical algorithm is deferred to Appendix F.
The original implementation of Laskin et al. (2021) involves
two phases where the neural network is first pretrained
by interacting with the environment without receiving re-
ward signals and then finetuned by interacting with the
environment again with reward signal. However, in our
experiments, we strictly follow the design of reward-free
exploration by first exploring the environment without the
reward. The explored trajectories are collected into a dataset
D = {(s, a, s′)}. Then we call a reward oracle r to assign
rewards to this dataset D and learn the optimal policy us-
ing the offline dataset Dr = {(s, a, s′, r(s, a, s′))} without
interacting the dataset anymore. Intuitively speaking, this
online exploration + offline planning paradigm is more chal-
lenging than the online pretraining + online finetuning and
would be more practical, especially with different reward
signals.
Unsupervised reinforcement learning benchmarks. We
conduct our experiments on Unsupervised Reinforcement
Learning Benchmarks (Laskin et al., 2021), which consists
of two multi-tasks environments (Walker, Quadruped) from
DeepMind Control Suite (Tunyasuvunakool et al., 2020).
Each environment is equipped with several reward functions
and goals. For example, Walker-run consists of rewards en-

2Our implementation can be accessed at GitHub via https:
//github.com/uclaml/GFA-RFE.

couraging the walker to run at speed and Walker-stand con-
sists of rewards indicating the walker should stead steadily.
We consider the state-based input in our experiments where
the agent can directly observe the current state instead of
image inputs (a.k.a. pixel-based).
Baseline algorithms. We inherit the baseline algorithms
ICM (Pathak et al., 2017), Disagreement (Pathak et al.,
2019), RND (Burda et al., 2018b), APT (Liu & Abbeel,
2021b), DIAYN (Eysenbach et al., 2018), APS (Liu &
Abbeel, 2021a), SMM (Lee et al., 2019). All these algo-
rithms provide different ‘intrinsic rewards’ in place of ours
during exploration. We make all these baseline algorithms
align with our settings which first collect an exploration
dataset and then do offline training on the collected dataset
with rewards.

6.2 Experiment Results

Experimental results are presented in Table 2. It’s obvi-
ous that GFA-RFE can efficiently explore the environment
without the reward function and then output a near-optimal
policy given various reward functions. For the baseline algo-
rithms, APT, Disagreement, and RND perform consistently
better than the rest of the 4 algorithms on all 2 environments
and 8 tasks. The performance of GFA-RFE enjoys compati-
ble or superior performance compared with these top-level
methods (APT, Disagreement, and RND), on these tasks.
These promising numerical results justify our theoretical
results and show that GFA-RFE can indeed efficiently learn
the environment in a practical setting.
Ablation study. To verify the performance of our algo-
rithm, we also did ablation studies on 1) the relationship
between offline training processes and episodic reward 2)
the relationship between the quantity of online exploration
data used in offline training and the achieve episodic reward.
The details of the ablation study are deferred to Appendix F.
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7 Conclusion
We study reward-free exploration under general function ap-
proximation in this paper. We show that, with an uncertainty-
aware intrinsic reward and variance-weighted regression on
learning the environment, GFA-RFE can be theoretically
proved to explore the environment efficiently without the
existence of reward signals. Experiments show that our de-
sign of intrinsic reward can be efficiently implemented and
effectively used in an unsupervised reinforcement learning
paradigm. In addition, experiment results verify that adding
uncertainty estimation to the learning processes can improve
the sample efficiency of the algorithm, which is aligned with
our theoretical results of weighted regression.
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A Proof of Theorems in Section 5
A.1 Additional Definitions and High Probability Events
In this section, we introduce additional definitions that will be used in the proofs. Also, we define the good events that
GFA-RFE is guaranteed to have near-optimal sample complexity.
Definition A.1 (Truncated Optimal Value Function). We define the following truncated value functions for any reward r:

Ṽ ∗
H+1(s; r) = 0, ∀s ∈ S

Q̃∗
h(s, a; r) = min{rh(s, a) + PhṼ

∗
h+1(s, a; r), 1}, ∀(s, a) ∈ S ×A

Ṽ ∗
h (s; r) = max

a∈A
Q̃∗

h(s, a; r). ∀s ∈ S, h ∈ [H].

The good event EEk,h at stage h of episode k in exploration phase is defined to be:

EEk,h =
{
λ+

∑
i∈[k−1]

1

σ̄2
i,h

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2
≤ (βE)2

}
.

The intersection of all good events in exploration phase is:

EE :=
⋂

k≥1,h∈[H]

EEk,h.

The following lemma indicates that E holds with high probability for GFA-RFE.
Lemma A.2. In Algorithm 1, for any δ ∈ (0, 1) and fixed h ∈ [H], with probability at least 1− δ, EE holds.

In the planning phase, we define the good events for exploration phase with indicator functions as

EPh =
{
λ+

∑
i∈[K]

1h

σ̄2
i,h

(
pfh(s

i
h, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)2
≤ (pβP )2

}
,

EP =
⋂

h∈[H]

EPh ,

where p1h = 1(V ∗
h+1(s) ≤ pVh+1(s), ∀s ∈ S) · 1(pVh+1(s) ≤ Vk,h+1(s) + V ∗(s; r), ∀s ∈ S) · 1([Vh(pVh+1 −

V ∗
h+1)](s

k
h, a

k
h) ≤ η−1σ̄2

k,h, ∀k ∈ [K]) and η = logNV(ϵ). Like in the exploration phase, we also have that EP

holds with high probability for GFA-RFE.

Lemma A.3. In Algorithm 1, for any δ ∈ (0, 1) and fixed h ∈ [H], with probability at least 1− δ, EP holds.

Furthermore, we have the following good events in the planning phase without indicator function:

EPh =
{
λ+

k−1∑
i=1

1

(σ̄i,h′)2

(
pfh′(sih′ , aih′)− Th′Vh′+1(s

i
h′ , aih′)

)2
≤ (βP )2, ∀h ≤ h′ ≤ H, k ∈ [K]

}
.

And we define EP := EP1 . We shows that EP holds if both EE , EP hold with the help of the following lemma:

Lemma A.4. If the event EE , EP , EPh+1 all hold, then event EPh holds.

Since EPH holds trivially, Lemma A.4 indicates that EP holds.
A.2 Covering Number
The optimistic value functions at stage h ∈ [H] in our construction belong to the following function class:

Vh =

{
V (·) = max

a∈A
min (1, f(·, a) + β · b(·, a))

∣∣∣∣f ∈ Fh, b ∈ B
}
. (A.1)

Lemma A.5 (ϵ-covering number of optimistic value function classes). For optimistic value function class Vk,h defined in
(A.1), we define the distance between two value functions V1 and V2 as ∥V1 − V2∥∞ := maxs∈S |V1(s)− V2(s)|. Then the
ϵ-covering number with respect to the distance function can be upper bounded by

NVh
(ϵ) := NFh

(ϵ/2) ·NB(ϵ/2β). (A.2)
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Lemma A.5 further indicates that

NV(ϵ) = max
h∈[H]

NVh
(ϵ) = max

h∈[H]
NFh

(ϵ/2) ·NB(ϵ/2β) = NF (ϵ/2) ·NB(ϵ/2β).

A.3 Proof of Theorems
We first introduce the following lemmas to build the path to Theorem 5.1.

Lemma A.6. On the event EP , we have

| pfh(s, a)− Th pVh+1| ≤ βPDFh
(z; z[K],h, σ̄[K],h).

Lemma A.7 (Optimism in the planning phase). On the event EP , for any h ∈ [H], we have

V ∗
h (s; r) ≤ pVh(s), ∀s ∈ S.

Lemma A.8. On the event EE , with probability at least 1− 3δ, we have

K∑
k=1

Vk,1(s
k
1) = O(βE

√
dimα,K(F)H

√
K).

Lemma A.9. With probability 1− δ, we have

∣∣∣ K∑
k=1

(
Es∼µ

[
Ṽ ∗
1 (s; rk)

]
− Ṽ ∗

1 (s; rk)
)∣∣∣ ≤√2K log(1/δ).

We denote the event that Lemma A.8 holds as Φ, and the event that Lemma A.9 holds as Ψ.

Lemma A.10. Under event EE ∩ Φ ∩Ψ, we have

Es∼µ

[
Ṽ ∗
1 (s; b)

]
= O

(
βE
√
H dimα,K(F)/K

√
logNF (ϵ)/ logNV(ϵ)

)
,

where b = {bh}Hh=1 is the UCB bonus in planning phase.

With these lemmas, we are ready to prove Theorem 5.1.

Proof of Theorem 5.1. By Lemma A.7, we can upper bound the suboptimality as

Es1∼µ[V
∗
1 (s1; r)− V π

1 (s1; r)] ≤ Es1∼µ[pV1(s1)− V π
1 (s1; r)].

Then, we can decompose the difference between optimistic estimate of value function and the true value function in the
following:

Es1∼µ[pV1(s1)− V π
1 (s1; r)]

= Es1∼µ

[
min{ pf1(s1, π(s1)) + b1(s1, π(s1)), 1} − r1(s1, π(s1))− P1V

π
2 (s1, π(s1); r)

]
≤ Es1∼µ

[
min{ pf1(s1, π(s1)) + b1(s1, π(s1))− r1(s1, π(s1))− P1V

π
2 (s1, π(s1); r), 1}

]
= Es1∼µ

[
min

{
pf1(s1, π(s1))− r1(s1, π(s1))− P1

pV π
2 (s1, π(s1); r)

+ P1
pV π
2 (s1, π(s1); r) + b1(s1, π(s1))− P1V

π
2 (s1, π(s1); r), 1

}]
= Es1∼µ

[
min

{
pf1(s1, π(s1))− T1 pV π

2 (s1, π(s1)) + P1
pV π
2 (s1, π(s1); r)

+ b1(s1, π(s1))− P1V
π
2 (s1, π(s1); r), 1

}]
≤ Es1∼µ

[
min

{
2b1(s1, π(s1)) + P1

pV π
2 (s1, π(s1); r)− P1V

π
2 (s1, π(s1); r), 1

}]
,

13
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where the last inequality holds due to Lemma A.6. Then, by the induction, we have

Es1∼µ[pV1(s1)− V π
1 (s1; r)]

≤ Es1∼µ

[
min

{
2b1(s1, π(s1)) + P1

pV π
2 (s1, π(s1); r)− P1V

π
2 (s1, π(s1); r), 1

}]
= Es1∼µ,s2∼P(·|s1,π(s1))

[
min

{
2b1(s1, π(s1)) + pV π

2 (s2; r)− V π
2 (s2; r), 1

}]
≤ Eτ∼dπ

[
min

{ H∑
h=1

2bh(sh, π(sh)), 1
}]

≤ 2Es1∼µ

[
Ṽ π
1 (s1; b)

]
≤ 2Es1∼µ

[
Ṽ ∗
1 (s1; b)

]
= O

(
βE
√

H dimα,K(F)/K
√

logNF (ϵ)/ logNV(ϵ)
)
.

Therefore, by substituting βE = Õ
(√

H logNV(ϵ)
)
, we complete the proof:

Es1∼µ[V
∗
1 (s1; r)− V π

1 (s1; r)] = O
(
H
√

dimα,K(F)/K
√
logNF (ϵ)

)
.

Proof of Corollary 5.2. By solving Es1∼µ[V
∗
1 (s1; r)− V π

1 (s1; r)] ≤ ϵ, we have that

K ≥ H2 logNF (ϵ) dimα,K(F)
ϵ2

.

B Proof of Lemmas in Appendix A
In this section, we prove the lemmas used in Appendix A.

Proof of Lemma A.2. We first prove that EEk,h holds with probability 1 − δ/(KH). We have ThVk,h+1 ∈ Fh due to
Assumption 3.3. For any function V : S → [0, 1], let ηkh(V ) = rk,h(s

k
h, a

k
h) + V (skh+1)− ThV (skh, a

k
h). For all f ∈ Fh,

since a2 − 2ab = (a− b)2 − b2, we have∑
i∈[k−1]

1

(σ̄i,h)2

(
f(sih, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2
− 2

∑
i∈[k−1]

1

(σ̄i,h)2

(
f(sih, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)
ηkh(Vk,h+1)︸ ︷︷ ︸

I(f,ThVk,h+1,Vk,h+1)

=
∑

i∈[k−1]

1

(σ̄i,h)2

(
rk,h(s

i
h, a

i
h) + Vk,h+1(s

i
h+1)− f(sih, a

i
h)
)2
−

∑
i∈[k−1]

1

(σ̄i,h)2
ηkh(Vk,h+1)

2.

Take f = pfk,h. By the the definition of pfk,h, we have∑
i∈[k−1]

1

(σ̄i,h)2

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2
− 2I( pfk,h, ThVk,h+1, Vk,h+1) ≤ 0

Applying Lemma E.1, for fixed f , f̄ , and V , with probability at least 1− δ,

I(f, f̄ , V ) :=
∑

i∈[k−1]

1

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)
ηkh(V )

≤ 2τ

α2

∑
i∈[k−1]

1

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

+
1

τ
· log 1

δ
.
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Applying a union bound and take τ = α2

8 , for any k, with probability at least 1− δ, we have for all V c in the ϵ-net Vh+1 that

I(f, f̄ , V c) ≤ 1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

+
2

α2
· log NV(ϵ)

δ

For all V such that ∥V − V c∥∞ ≤ ϵ, we have |ηih(V )− ηih(V
c)| ≤ 4ϵ. Thus,

I(f, f̄ , Vk,h+1) ≤
1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

+
2

α2
· log NV(ϵ)

δ
+ 4ϵ · kL/α2

Applying a union bound, for any k, with probability at least 1− δ, we have for all fa, f b in the ϵ-net C(Fh, ϵ) that

I(fa, f b, Vk,h+1) ≤
1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
fa(sih, a

i
h)− f b(sih, a

i
h)
)2

+
2

α2
· log NV(ϵ) ·NF (ϵ)

2

δ
+ 4ϵ · kL/α2.

Therefore, with probability at least 1− δ, we have

I( pfk,h, ThVk,h+1, Vk,h+1) ≤ I(fa, f b, Vk,h+1) + 8ϵ · k/α2

≤ 1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
fa(sih, a

i
h)− f b(sih, a

i
h)
)2

+
4

α2
· log NV(ϵ) ·NF (ϵ)

δ
+ 4ϵ · kL/α2 + 8ϵ · k/α2

≤ 1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2

+
4

α2
· log NV(ϵ) ·NF (ϵ)

δ
+ 4ϵ · kL/α2

+ 8ϵ · k/α2 + 2Lϵ · k/α2

≤ 1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2

+
4

α2
· log NV(ϵ) ·NF (ϵ)

δ
+ 14Lϵ · k/α2.

Substituting it back, with probability at least 1− δ/(KH), we have

1

4

∑
i∈[k−1]

1

(σ̄i,h)2

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2
≤ 16

α2
· log KH ·NV(ϵ) ·NF (ϵ)

δ
+ 56Lϵ · k/α2

Take α = 1/
√
H and let

βE =

√
16H log

KH ·NV(ϵ) ·NF (ϵ)

δ
+ 56Lϵ ·K/α2 + λ.

Then we complete the proof by taking a union bound for all k ∈ [K] and h ∈ [H].

Proof of Lemma A.3. We have Th pVh+1 ∈ Fh due to Assumption 3.3. For any function V : S → [0, 1], let ηkh(V ) =
rh(s

k
h, a

k
h) + V (skh+1)− ThV (skh, a

k
h). For all f ∈ Fh, we have

∑
i∈[K]

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)2
− 2

∑
i∈[K]

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)
ηkh(

pVh+1)︸ ︷︷ ︸
I(f,Th

pVh+1, pVh+1)

=
∑
i∈[K]

p1h

(σ̄i,h)2

(
rh(s

i
h, a

i
h) +

pVh+1(s
i
h+1)− f(sih, a

i
h)
)2
−
∑
i∈[K]

p1h

(σ̄i,h)2
ηkh(

pVh+1)
2.

By definition, we have that∑
i∈[K]

p1h

(σ̄i,h)2

(
pfh(s

i
h, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)2
− 2I( pfh, Th pVh+1, pVh+1) ≤ 0.
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We decompose I( pfh, Th pVh+1, pVh+1) into two parts:

I( pfh, Th pVh+1, pVh+1) =
∑
i∈[K]

p1h

(σ̄i,h)2

(
pfh(s

i
h, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)
ηkh(

pVh+1 − V ∗
h+1)

+
∑
i∈[K]

p1h

(σ̄i,h)2

(
pfh(s

i
h, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)
ηkh(V

∗
h+1). (B.1)

For the first term in (B.1), we have

E
[

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)
ηkh(

pVh+1 − V ∗
h+1)

]
= 0.

Furthermore, we can bound the maximum as following:

max
i∈[K]

∣∣∣∣ p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)
ηkh(

pVh+1 − V ∗
h+1)

∣∣∣∣
≤ 2 max

i∈[K]

∣∣∣∣ p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)∣∣∣∣

≤ 2 max
i∈[K]

p1h

(σ̄i,h)2

√√√√D2
Fh

(zi,h; z[i−1],h, σ̄[i−1],h)

( ∑
s∈[i−1]

1

(σ̄s,h)2
(f(ssh, a

s
h)− f̄(ssh, a

s
h))

2 + λ

)

≤ 2 max
i∈[K]

1

(σ̄i,h)2

√√√√D2
Fh

(zi,h; z[i−1],h, σ̄[i−1],h)

( ∑
s∈[i−1]

p1h

(σ̄s,h)2
(f(ssh, a

s
h)− f̄(ssh, a

s
h))

2 + λ

)

≤ 2 · γ−2

√√√√∑
s∈[K]

p1h

(σ̄s,h)2
(f(ssh, a

s
h)− f̄(ssh, a

s
h))

2 + λ,

where the first inequality is due to bounded total rewards assumption, the second inequality holds due to Definition 3.4, and
the last inequality holds due to Line 1 in Algorithm 1 and Definition 3.7.
We further define var(V − V ∗

h+1) as

var(V − V ∗
h+1) :=

∑
i∈[K]

E
[

p1h

(σ̄i,h)4

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

ηkh(
pVh+1 − V ∗

h+1)
2
]

≤ L2K/α4.

By the definition of the indicator function, we have

var(V − V ∗
h+1) ≤

4

η

∑
i∈[K]

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

For fixed f , f̄ , by applying Lemma E.2 with V 2 = L2K/α4,M = 2L/α2, v = η−1/2,m = v2, and probability at least
1− δ/(NF (ϵ)

2NV(ϵ)H) we have

∑
i∈[K]

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)
ηkh(V − V ∗

h+1)

≤ ι
√

2
(
2var(V − V ∗

h+1) + η−1
)

+
2

3
ι2
(
4γ−2

√√√√∑
i∈[K]

p1h

(σ̄i,h)2
(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

+ λ+ η−1

)
,
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where

ι2(k, h, δ) := log
NF (ϵ)

2 ·NV(ϵ) · (log(L2Kη/α4) + 2) · (log(2Lη/α2) + 2)

δ/H

Using a union bound over all (f, f̄ , V ) ∈ C(Fh, ϵ)×C(Fh, ϵ)×C(Vh=1, ϵ), we have the inequality above holds for all such
f, f̄ , V with probability at least 1− δ/H . There exist a V c

h+1 in the ϵ-net such that ∥pVh+1 − V c
h+1∥ ≤ ϵ. Then we have

∑
i∈[K]

p1h

(σ̄i,h)2

(
pfh(s

i
h, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)
ηkh(

pVh+1 − V ∗
h+1)

≤ O

(
ι(k, h, δ)η−1/2 + ι(k, h, δ)2γ−2

)
·

√√√√∑
τ∈[K]

p1h

(σ̄τ,h)2
( pfh(sτh, a

τ
h)− ThVh+1(sτh, a

τ
h))

2 + λ

+O(ϵkL/α2) +O(ι2(k, h, δ)η−1) +O(ι(k, h, δ)η−1/2). (B.2)

For the second term in (B.1), applying Lemma E.1, for fixed f , f̄ , and V ∗
h+1, with probability at least 1− δ, we have

∑
i∈[K]

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)
ηkh(V

∗
h+1)

≤ 1

4

∑
i∈[K]

p1h

(σ̄i,h)2

(
f(sih, a

i
h)− f̄(sih, a

i
h)
)2

+
8

α2
· log 1

δ
.

Applying a union bound, for any k, with probability at least 1− δ, we have for all fa, f b in the ϵ-net Fh

I(fa, f b, V ∗
h+1) ≤

1

4

∑
i∈[k−1]

p1i,h

(σ̄i,h)2

(
fa(sih, a

i
h)− f b(sih, a

i
h)
)2

+
8

α2
· log NF (ϵ)

2

δ
.

Therefore, with probability at least 1− δ, we have

I( pfh, ThVh+1, V
∗
h+1) ≤ I(fa, f b, V ∗

h+1) + 8ϵ ·K/α2

≤ 1

4

∑
i∈[K]

p1h

(σ̄i,h)2

(
fa(sih, a

i
h)− f b(sih, a

i
h)
)2

+
8

α2
· log ·NF (ϵ)

2

δ
+ 8ϵ · k/α2

≤ 1

4

∑
i∈[K]

p1h

(σ̄i,h)2

(
pfh(s

i
h, a

i
h)− ThVh+1(s

i
h, a

i
h)
)2

+
8

α2
· log NF (ϵ)

2

δ

+ 8ϵ · k/α2 + 2Lϵ · k/α2

≤ 1

4

∑
i∈[K]

p1h

(σ̄i,h)2

(
pfh(s

i
h, a

i
h)− ThVh+1(s

i
h, a

i
h)
)2

+
8

α2
· log NF (ϵ)

2

δ
+ 10Lϵ · k/α2. (B.3)

Taking η = logNV(ϵ), γ = Õ
(√

logNV(ϵ)
)

and α = 1/
√
H and substituting (B.2) and (B.3) back into (B.1), we have

λ+
∑
i∈[K]

1h

σ̄2
i,h

(
pfh(s

i
h, a

i
h)− Th pVh+1(s

i
h, a

i
h)
)2

≤ O

(
H logNF (ϵ)

)
+O

(
(logNV(ϵ))

−1 log
(log(L2K/α4) + 2) · (log(2L/α2) + 2)

δ/H

)
+O(λ).

Lemma B.1. On the event EE ∩ EPh , for any h ∈ [H], we have

V ∗
h (s; r) + Vk,h(s) ≥ pVh(s). (B.4)
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Lemma B.2. On the event EE ∩ EPh+1, for each episode k ∈ [K], we have

logNV(ϵ) · [Vh(pVh+1 − V ∗
h+1)](s

k
h, a

k
h) ≤ σ2

k,h,

where σ2
k,h = 4 logNV(ϵ) ·min{ pfk,h(s

k
h, a

k
h), 1}.

Proof of Lemma A.4. Recall that the indicator function in event EP is

p1h =1(V ∗
h+1(s) ≤ pVh+1(s), ∀s ∈ S)︸ ︷︷ ︸

I1

·1(pVh+1(s) ≤ Vk,h+1(s) + V ∗(s; r), ∀s ∈ S, ∀k ∈ [K])︸ ︷︷ ︸
I2

· 1([Vh(pVh+1 − V ∗
h+1)](s

k
h, a

k
h) ≤ η−1σ̄2

k,h, ∀k ∈ [K])︸ ︷︷ ︸
I3

,

where η = logNV(ϵ). Lemma B.1, Lemma A.7, and Lemma B.2 indicate that I1 = I2 = I3 = 1.

Proof of Lemma A.5. There exists an ϵ/2-net of F , denoted by C(Fh, ϵ/2), such that for any f ∈ Fh, we can find
f ′ ∈ C(F , ϵ/2) such that ∥f − f ′∥∞ ≤ ϵ/2. Also, there exists an ϵ/2β-net of B, C(B, ϵ/2β).
Then we consider the following subset of Vh,

Vc
h =

{
V (·) = max

a∈A
min

(
1, f(·, a) + β · b(·, a)

)∣∣∣∣f ∈ C(Fh, ϵ/2), b ∈ C(B, ϵ/2β)
}
.

Consider an arbitrary V ∈ V where V = maxa∈A min(1, fi(·, a) + β · bi(·, a)). For each fi, there exists f c
i ∈

C(Fh, ϵ/2) such that ∥fi − f c
i ∥∞ ≤ ϵ/2. There also exists bc ∈ C(B, ϵ/2β) such that ∥bi − bc∥∞ ≤ ϵ/2β. Let

V c = maxa∈A min(1, f c
i (·, a)+β ·bc(·, a)) ∈ Vc. It is then straightforward to check that ∥V −V c∥∞ ≤ ϵ/2+β ·ϵ/2β = ϵ.

By direct calculation, we have |Vc
h| = NFh

(ϵ/2) ·NB(ϵ/2β).

Proof of Lemma A.6. According to the definition of D2
F function, we have(

pfk,h(s, a)− ThVk,h+1(s, a)
)2

≤ D2
Fh

(z; z[k−1],h, σ̄[k−1],h)×
(
λ+

k−1∑
i=1

1

(σ̄i,h)2

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2)

≤ (βE)
2 ×D2

Fh
(z; z[k−1],h, σ̄[k−1],h),

where the first inequality holds due the definition of D2
F function with the Assumption 3.3 and the second inequality holds

due to the events EEh . Thus, we have∣∣ pfk,h(s, a)− ThVk,h+1(s, a)
∣∣ ≤ βEDFh

(z; z[k−1],h, σ̄[k−1],h).

Proof of Lemma A.7. We prove this statement by induction. Note that V ∗
H+1(s; r) =

pVH+1(s). Assume that the statement
holds for h+ 1. If pVh(s) = 1, then the statement holds trivially for h; otherwise, we have for any (s, a) ∈ S ×A that

pQh(s, a)−Q∗
h(s, a; r)

= pfh(s, a) + bh(s, a)− [rh(s, a; r) + PhV
∗
h+1(s, a; r)]

= [ pfh(s, a)− rh(s, a; r)− Ph
pVh+1(s, a; r)] + bh(s, a) + Ph

pVh+1(s, a; r)− PhV
∗
h+1(s, a; r)

≥ [ pfh(s, a)− rh(s, a; r)− Ph
pVh+1(s, a; r)] + bh(s, a)

≥ −βPDFh
(z; z[K],h, σ̄[K],h) + βPDFh

(z; z[K],h, σ̄[K],h)

≥ 0,

where the first inequality holds due to the induction assumption, and the second inequality holds due to Lemma A.6.
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In order to prove Lemma A.8, we need the following three lemmas.

Lemma B.3 (Simulation Lemma). On the event EE , we have

0 ≤ Vk,h(s
k
h) ≤ E

τk
h∼dπk

h (skh)
min

{
3βE

H∑
h′=h

D(zk,h′ ; z[k−1],h′ , σ[k−1],h′), 1
}
.

Lemma B.4. [Lemma C.13 in Zhao et al. (2023)]For any parameters β ≥ 1 and stage h ∈ [H], the summation of confidence
radius over episode k ∈ [K] is upper bounded by

K∑
k=1

min
(
βDFh

(z; z[k−1],h, σ̄[k−1],h), 1
)

≤ (1 + Cβγ2) dimα,K(Fh) + 2β
√

dimα,K(Fh)

√√√√ K∑
k=1

(σ2
k,h + α2),

where z = (s, a) and z[k−1],h = {z1,h, z2,h, .., zk−1,h}.

Lemma B.5. Under event EE , we have

K∑
k=1

H∑
h=1

σ2
k,h ≤ 2304C2H3(logNV(ϵ))

2(βE)2 dimα,K(F)

+ 48H2 logNV(ϵ)(1 + CβEγ2) dimα,K(Fh) + 16H logNV(ϵ)
√
2HK log(H/δ) +K.

Now we can prove Lemma A.8.

Proof of Lemma A.8. We have

K∑
k=1

Vk,1(s
k
1) ≤

K∑
k=1

E
τk
h∼dπk

h (skh)
min

{
3βE

H∑
h′=1

D(zk,h; z[k],h, σ[k],h), 1
}

≤
K∑

k=1

H∑
h=1

E
τk
h∼dπk

h (skh)
min

{
3βED(zk,h; z[k−1],h, σ[k−1],h), 1

}

≤ H(1 + 4CβEγ2) dimα,K(Fh) + 8βE
√
dimα,K(F)

√√√√H

K∑
k=1

H∑
h=1

(σ2
k,h + α2)

= O(βE
√
KH dimα,K(F)),

where the first inequality follows from Lemma B.3, the third inequality follows from Lemma B.4, and the last equality holds
due to Lemma B.5.

Proof of Lemma A.9. Denote ∆k = Es∼µ

[
Ṽ ∗
1 (s; rk)

]
− Ṽ ∗

1 (s
k
1 ; rk). By Azuma-Hoeffding inequality (Lemma E.3), we

have

∣∣∣ K∑
k=1

∆k

∣∣∣ ≤√2K log(1/δ).

Lemma B.6. On the event EE , for any k ∈ [K] and h ∈ [H], we have

Ṽ ∗
h (s; rk) ≤ Vk,h(s), ∀s ∈ S.
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Proof of Lemma A.10. Since βE = O(
√
H logNV(ϵ)) and βP = O(

√
H logNF (ϵ)), for some constant c, we have

βE ≥ c
√
logNV(ϵ)/ logNF (ϵ) · βP .

Therefore, for any h ∈ [H], we have rk,h(·, ·) ≥ rK,h(·, ·) ≥ c
√

logNV(ϵ)/ logNF (ϵ) · bh(·, ·). Hence,

c
√
logNV(ϵ)/ logNF (ϵ) · Es∼µ

[
Ṽ ∗
1 (s; b)

]
= Es∼µ

[
Ṽ ∗
1 (s; c

√
logNV(ϵ)/ logNF (ϵ) · b)

]
≤ Es∼µ

[
Ṽ ∗
1 (s; rk)

]
/K

=
[ K∑
k=1

Ṽ ∗
1 (s

k
1 ; rk) +

K∑
k=1

[
Es∼µ

[
Ṽ ∗
1 (s; rk)

]
− Ṽ ∗

1 (s
k
1 ; rk)

]]
/K

≤
( K∑

k=1

Ṽ ∗
1 (s; rk)

)
/K +

√
2 log(1/δ)/K

≤
( K∑

k=1

Vk,1(s; rk)
)
/K +

√
2 log(1/δ)/K

= O
(
βE
√
H dimα,K(F)/K

)
,

where the second inequality follows from Lemma A.9, and the third inequality follows from Lemma B.6. Therefore, we
have

Es∼µ

[
Ṽ ∗
1 (s; b)

]
= O

(
βE
√
H dimα,K(F)/K

√
logNF (ϵ)/ logNV(ϵ)

)
.

C Proofs of Lemmas in Appendix B
Proof of Lemma B.1. We see that

Q∗(·, ·; r) = rh(·, ·) + PhVh+1(·, ·; r),

Qk,h(·, ·) = min{ pfk,h(·, ·) + bk,h(·, ·), 1},
pQh(·, ·) = min{ pfh(·, ·) + bh(·, ·), 1}.

We prove this statement by induction. Note that V ∗
H+1(s; r) + Vk,H+1(s) = pVH+1(s) = 0. Assume the statement holds for

h+ 1. By definition, we have

Q∗
h(s, a; r) + 1 ≥ pQh(s, a).

Therefore, we only need to prove

Q∗
h(s, a; r) +

pfk,h(s, a) + bk,h(s, a)− pQh(s, a) ≥ 0.
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We have

Q∗
h(s, a; r) +

pfk,h(s, a) + bk,h(s, a)− pQh(s, a)

= rh(s, a) + PhV
∗
h+1(s, a; r) +

pfk,h(s, a) + bk,h(s, a)−min{ pfh(s, a) + bh(s, a), 1}

≥ rh(s, a) + PhV
∗
h+1(s, a; r) +

pfk,h(s, a) + bk,h(s, a)− ( pfh(s, a) + bh(s, a))

= PhV
∗
h+1(s, a; r) + PhVk,h+1(s, a)− Ph

pVh+1(s, a) + prk,h(s, a) + bk,h(s, a)− bh(s, a)

+ ( pfk,h(s, a)− prk,h(s, a)− PhVk,h+1(s, a)) + (rh(s, a) + Ph
pVh(s, a)− pfh(s, a))

≥ prk,h(s, a) + bk,h(s, a)− bh(s, a) + ( pfk,h(s, a)− prk,h(s, a)− PhVk,h+1(s, a))

+ (rh(s, a) + Ph
pVh(s, a)− pfh(s, a))

≥ 3βEDFh
(z; z[k−1],h, σ[k−1],h)− βPDFh

(z; z[K],h, σ[K],h)− βEDFh
(z; z[k−1],h, σ[k−1],h)

− βPDFh
(z; z[K],h, σ[K],h)

≥ 0,

where the second inequality holds due to induction assumption, the third inequality holds by high probability events, and the
last inequality holds by βE ≥ βP , D̄Fh

(z; z[k],h, σ[k],h) decreasing with k, and Definition 3.6.

Lemma C.1. On the event EE , we have

| pfk,h(s, a)− ThVk,h+1| ≤ βEDFh
(z; z[k−1],h, σ̄[k−1],h)

Proof of Lemma B.2. We have Lemma A.7 and B.1 both hold on EPh+1. Therefore, we have

[Vh(pVh+1 − V ∗
h+1)](s

k
h, a

k
h)

≤ [Ph(pVh+1 − V ∗
h+1)

2](skh, a
k
h)

≤ 2[Ph(pVh+1 − V ∗
h+1)](s

k
h, a

k
h)

≤ 2[PhVk,h+1](s
k
h, a

k
h)

= 2(ThVk,h+1(s
k
h, a

k
h)− rk,h(s

k
h, a

k
h))

≤ 2( pfk,h(s
k
h, a

k
h) + βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h)− βEDFh
(zk,h; z[k−1],h, σ̄[k−1],h))

≤ 2 pfk,h(s
k
h, a

k
h),

where the second inequality holds due to Lemma A.7 and pVh+1, V
∗
h+1 ∈ [0, 1], the third inequality holds due to Lemma B.1,

the fourth inequality holds due to Lemma C.1, and the last inequality holds due to Definition 3.6.

Proof of Lemma B.3. According to Algorithm 1, we have that

Qk,h(·, ·) = min{ pfk,h(·, ·) + bk,h(·, ·), 1},
Vk,h(·) = max

a
Qk,h(·, a),

akh = πk
h(s

k
h) = argmax

a
Qk,h(s

k
h, a).
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For all k and all h, we have that

Vk,h(s
k
h) = Qk,h(s

k
h, a

k
h)

≤ pfk,h(s
k
h, a

k
h) + bk,h(s

k
h, a

k
h)

= 2βED(zk,h; z[k−1],h, σ[k−1],h) + ( pfk,h(s
k
h, a

k
h)− ThVk,h+1(s

k
h, a

k
h)) + ThVk,h+1(s

k
h, a

k
h)

· · ·

= E
τk
h∼dπk

h (skh)

H∑
h′=h

[
( pfk,h′(skh′ , akh′)− ThVk,h′+1(s

k
h′ , akh′)) + 2βED(zk,h′ ; z[k−1],h′ , σ[k−1],h′)

]
≤ E

τk
h∼dπk

h (skh)

H∑
h′=h

3βED(zk,h′ ; z[k−1],h′ , σ[k−1],h′),

where the last inequality holds due to Lemma C.1 and Definition 3.6.

Lemma C.2. On the event EE , with probability at least 1− δ,

K∑
k=1

H∑
h=1

PhVk,h+1(s
k
h, , a

k
h) ≤ H

K∑
k=1

H∑
h=1

min
{
4βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1
}

+ (H + 1)
√
2HK log(1/δ)

Proof of Lemma B.5. Recall σ2
k,h = 4 logNV(ϵ) ·min{ pfk,h(s

k
h, a

k
h), 1}. We have

K∑
k=1

H∑
h=1

σ2
k,h = 4 logNV(ϵ)

K∑
k=1

H∑
h=1

min{ pfk,h(s
k
h, a

k
h), 1}

≤ 4 logNV(ϵ)
K∑

k=1

H∑
h=1

min{ThVk,h+1(s
k
h, a

k
h) + βEDFh

(zk,h; z[k−1].h, σ̄[k−1],h), 1}

≤ 4 logNV(ϵ)
K∑

k=1

H∑
h=1

min{PhVk,h+1(s
k
h, a

k
h) + 2βEDFh

(zk,h; z[k−1].h, σ̄[k−1],h), 1}

≤ 4 logNV(ϵ)
K∑

k=1

H∑
h=1

PhVk,h+1(s
k
h, a

k
h) + 8 logNV(ϵ)

K∑
k=1

H∑
h=1

{βEDFh
(zk,h; z[k−1],h, σ̄[k−1],h), 1}

≤ 24H logNV(ϵ)
K∑

k=1

H∑
h=1

min
{
βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1
}

︸ ︷︷ ︸
I

+8H logNV(ϵ)
√
2HK log(H/δ),

where the first inequality holds due to Lemma C.1, the second inequality holds due to Definition 3.6, and the last inequality
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holds due to Lemma C.2. For the term I , we further have

K∑
k=1

H∑
h=1

min
{
βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1
}

≤
K∑

k=1

H∑
h=1

min
{
CβEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1
}

≤
H∑

h=1

(1 + CβEγ2) dimα,K(Fh) + 2CβE
H∑

h=1

√
dimα,K(Fh)

√√√√ K∑
k=1

(σ2
k,h + α2)

≤ H(1 + CβEγ2) dimα,K(F) + 2CβE

√√√√ H∑
h=1

dimα,K(Fh)

√√√√ K∑
k=1

H∑
h=1

(σ2
k,h + α2)

≤ H(1 + CβEγ2) dimα,K(Fh) + 2CβE
√
dimα,K(F)

√√√√H
K∑

k=1

H∑
h=1

(σ2
k,h + α2),

where the first inequality holds due to Definition 3.6, the second inequality holds due to Lemma B.4, the third inequality
holds due to Cauchy-Schwarz inequality. Therefore, we can get

K∑
k=1

H∑
h=1

σ2
k,h ≤ 24H2 logNV(ϵ)(1 + CβEγ2) dimα,K(Fh)

+ 48CH logNV(ϵ)β
E
√

dimα,K(F)

√√√√H

K∑
k=1

H∑
h=1

(σ2
k,h + α2) + 8H logNV(ϵ)

√
2HK log(H/δ).

Since x ≤ a
√
x+ b implies x ≤ a2 + 2b, taking α = 1/

√
H , we have that

K∑
k=1

H∑
h=1

σ2
k,h ≤ 2304C2H3(logNV(ϵ))

2(βE)2 dimα,K(F)

+ 48H2 logNV(ϵ)(1 + CβEγ2) dimα,K(Fh) + 16H logNV(ϵ)
√
2HK log(H/δ) +K.

Proof of Lemma B.6. We prove this statement by induction. Note that Ṽ ∗
H+1(s; rk) = Vk,H+1(s) = 0. Assume that the

statement holds for h+1. If Vk,h(s) = 1, then the statement holds trivially for h; otherwise, we have for any (s, a) ∈ S ×A
that

pQk,h(s, a)− Q̃∗
h(s, a; rk)

≥ pfk,h(s, a) + bk,h(s, a)− [rk,h(s, a; r) + PhV
∗
h+1(s, a; r)]

= [ pfk,h(s, a)− rk,h(s, a; r)− PhVk,h+1(s, a; r)] + bk,h(s, a) + PhVk,h+1(s, a; r)− PhV
∗
h+1(s, a; r)

≥ [ pfk,h(s, a)− rk,h(s, a; r)− PhVk,h+1(s, a; r)] + bk,h(s, a)

≥ −βEDFh
(z; z[K],h, σ̄[K],h) + 2βEDFh

(z; z[K],h, σ̄[K],h)

≥ 0,

where the first inequality holds due to Definition A.1, the second inequality holds due to induction hypothesis, the third
inequality holds due to Lemma C.1, and the forth inequality holds due to Definition 3.6.
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D Proof of Lemmas in Appendix C
Proof of Lemma C.1. According to the definition of D2

F function, we have

(
pfk,h(s, a)− ThVk,h+1(s, a)

)2
≤ D2

Fh
(z; z[k−1],h, σ̄[k−1],h)×

(
λ+

k−1∑
i=1

1

(σ̄i,h)2

(
pfk,h(s

i
h, a

i
h)− ThVk,h+1(s

i
h, a

i
h)
)2)

≤ (βE)
2 ×D2

Fh
(z; z[k−1],h, σ̄[k−1],h),

where the first inequality holds due the definition of D2
F function with the Assumption 3.3 and the second inequality holds

due to the events EEh . Thus, we have∣∣ pfk,h(s, a)− ThVk,h+1(s, a)
∣∣ ≤ βEDFh

(z; z[k−1],h, σ̄[k−1],h).

Proof of Lemma C.2. By Lemma E.3, we have

K∑
k=1

H∑
h=1

PhVk,h+1(s
k
h, a

k
h) =

K∑
k=1

H∑
h=1

Vk,h+1(s
k
h+1) +

K∑
k=1

H∑
h=1

(PhVk,h+1(s
k
h, a

k
h)− Vk,h+1(s

k
h+1))

≤
K∑

k=1

H∑
h=1

Vk,h+1(s
k
h+1) +

√
2KH log(1/δ).

Then, under event EE , we have

Vk,h(s
k
h) = Qk,h(s

k
h, a

k
h)

= min{ pfk,h(s
k
h, a

k
h) + 2βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1}
≤ min{PhVk,h+1(s

k
h, a

k
h) + 4βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1}
= min{Vk,h+1(s

k
h) + (PhVk,h+1(s

k
h, a

k
h)− Vk,h+1(s

k
h)) + 4βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1},

where the inequality holds due to Lemma C.1 and Definition 3.6. Therefore, for fixed h, we have

K∑
k=1

Vk,h(s
k
h) ≤

K∑
k=1

min
{ H∑

h′=h

[
4βEDFh′ (zk,h′ ; z[k−1],h′ , σ̄[k−1],h′)

+ (PhVk,h′+1(s
k
h′ , akh′)− Vk,h′+1(s

k
h′))
]
, 1
}

≤
K∑

k=1

H∑
h′=h

min
{
4βEDFh′ (zk,h′ ; z[k−1],h′ , σ̄[k−1],h′), 1

}
+

K∑
k=1

H∑
h′=h

(PhVk,h′+1(s
k
h′ , akh′)− Vk,h′+1(s

k
h′))

≤
K∑

k=1

H∑
h′=h

min
{
4βEDFh′ (zk,h′ ; z[k−1],h′ , σ̄[k−1],h′), 1

}
+
√

2HK log(1/δ),

where the first inequality holds due to induction, and the last inequality holds due to Lemma E.3. Hence, by combining the
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above two inequalities, we have

K∑
k=1

H∑
h=1

PhVk,h+1(s
k
h, a

k
h)

≤
K∑

k=1

H∑
h=1

Vk,h+1(s
k
h+1) +

√
2KH log(1/δ)

≤ H
K∑

k=1

H∑
h=1

min
{
4βEDFh

(zk,h; z[k−1],h, σ̄[k−1],h), 1
}
+ (H + 1)

√
2HK log(1/δ).

E Auxilliary Lemmas
Lemma E.1 (Self-normalized bound for scalar-valued martingales). Consider random variables (vn|n ∈ N) adapted to the
filtration (Hn : n = 0, 1, ...). Let {ηi}∞i=1 be a sequence of real-valued random variables which isHi+1-measurable and is
conditionally σ-sub-Gaussian. Then for an arbitrarily chosen λ > 0, for any δ > 0, with probability at least 1− δ, it holds
that

n∑
i=1

ηivi ≤
λσ2

2
·

n∑
i=1

v2i + log(1/δ)/λ ∀n ∈ N.

Lemma E.2 (Corollary 2, Agarwal et al. (2022)). Let M > 0, V > v > 0 be constants, and {xi}i∈[t] be stochastic process
adapted to a filtration {Hi}i∈[t]. Suppose E[xi|Hi−1] = 0, |xi| ≤ M and

∑
i∈[t] E[x2

i |Hi−1] ≤ V 2 almost surely. Then

for any δ, ϵ > 0, let ι =
√
log (2 log(V/v)+2)·(log(M/m)+2)

δ we have

P

(∑
i∈[t]

xi > ι

√√√√2

(
2
∑
i∈[t]

E[x2
i |Hi−1] + v2

)
+

2

3
ι2
(
2max

i∈[t]
|xi|+m

))
≤ δ.

Lemma E.3 (Azuma-Hoeffding Inequality). Let {xi}ni=1 be a martingale difference sequence with respect to a filtration
{Gi}n+1

i=1 such that |xi| ≤M almost surely. That is, xi is Gi+1-measurable and E[xi|Gi] a.s. Then for any 0 < δ < 1, with
probability at least 1− δ,

n∑
i=1

xi ≤M
√

2n log(1/δ).

F Experiment details
F.1 Details of exploration algorithm
We present the practical algorithm in this subsection. We start by introducing the notation ϕi as the parameter for the
i-th Q networks, which is a three-layer MLP with 1024 hidden size, same as other benchmark algorithms implemented in
URLB (Laskin et al., 2021). For the ease of presentation, we ignore the Q network as Qϕi as Qi and the target network Qϕ̄i

as Q̄i when there is no confusion. We initialize the parameters in ϕi using Kaiming distribution (He et al., 2015).
The algorithm works in the discounted MDP with the discounted factor γ. For each t in training steps, the algorithm updates
the t%N -th Q function by taking the gradient descent regarding the loss function

L(ϕt%N ) =
∑

(s,a,s′)∈B

1

σ2(s, a)

(
Qt%N (s, a)−

(
rint(s, a) + γQtarget(s, a) + b(s, a)

))2

, (F.1)

where the target Q function is the average of N target Q network, i.e., Qtarget(s, a) =
∑

i∈[N ] Q̄i(s, a)/N , B is the minibatch
randomly sampled from replay buffer D. We encourage the diversity of different Q function by using different batch B for
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updating different Q functions. As the key components of our algorithm, weighted regression σ2(s, a); intrinsic reward
rint(s, a), exploration bonus b(s, a) is calculated based on the variance of the target Q network across Q̄i instances:

σ2(s, a) = Var[Q̄i(s, a)]; rint(s, a) = (1− γ)
√

Var[Q̄i(s, a)]; b(s, a) = β
√
Var[Q̄i(s, a)], (F.2)

where we simply set β = 1 to align with our theory, the factor (1− γ) before the intrinsic reward is because we want to
balance the horizon 1/H ≈ (1− γ) in the setting. The reason for choosing the target Q function Q̄i instead of the updating
Q function is to update the intrinsic reward, exploration bonus slower than the update of Q function, therefore give the agent
more time to explore the optimal policy for maximizing a certain intrinsic reward rint(s, a). After updating the parameter
ϕt%N , we perform a soft update for the target network as

ϕ̄t%N ← (1− η)ϕ̄t%N + ηϕt%N , (F.3)

where we follow the setting in URLB to set η = 0.01. After updating the Q function, the algorithm then updates the actor
πθ(a|s) following DDPG in maximizing

L(θ) =
∑

(s,a,s′)∈B

∑
i∈[N ]

Qi(s, πθ(a|s)) (F.4)

We summarize the exploration algorithm in Algorithm 2, in particular, we use Adam to optimize the loss function defined
by (F.1) and (F.3).
Algorithm 2 GFA-RFE- Exploration Phase – Implementation

Require: Number of ensemble N , update speed η, exploration step T , (reward-free) environment env,
Require: Action variance σ2, minibatch size B, exploration bonus β, discount factor γ

1: For all i ∈ [N ], initialize ϕi, let ϕ̄i ← ϕi

2: Initialize policy network πθ , replay buffer D = ∅
3: Observe initial state s1
4: for t = 1, · · · , T do
5: Sample ζ ∼ Unif.[0, 1], sample at ∼

{
N(π(·|st), σ2) if ζ ≤ 1− ϵ else Unif.(A)

}
6: Observe st+1, let D ← D ∪ (st, at, st+1)
7: If env.done, restart env and observe initial state st+1

8: Sample a minibatch B = {(s, a, s′)} ⊆ D with size B
9: For each (s, a, s′) triplet, calculate σ2(s, a), rint(s, a), b(s, a) according to (F.2).

10: Update Q-network Qt%N by taking one step minimizing L(ϕt%N ) according to (F.1)
11: Update actor πθ(·|s) by taking one step maximizing L(θ) according to (F.4)
12: Update target Q-network following (F.3)
13: end for
Algorithm 3 GFA-RFE- Planning Phase – Implementation (DDPG)

Require: Update speed η, training K, environment env, reward function r(·, ·)
Require: Action variance σ2, minibatch size B, discount factor γ, offline training data D

1: Initialize ϕ, let ϕ̄← ϕ
2: Initialize policy network πθ

3: Update every (s, a, s′) in D to (s, a, s′, r(s, a))
4: for k = 1, · · · ,K do
5: Sample a minibatch B = {(s, a, s′, r(s, a))} ⊆ D

6: Calculate L(ϕ) =
∑

(s,a,s′)∈B

(
Qϕ(s, a)−

(
r(s, a) + γQtarget(s

′, πθ(s
′))
))2

7: Update Q-network Qt%N by taking one step minimizing L(ϕ)
8: Calculate actor loss L(θ) =

∑
(s,a,s′)∈B Qϕ(s, πθ(a|s))

9: Update actor πθ(·|s) by taking one step maximizing L(θ)
10: Update target Q-network by ϕ̄← (1− η)ϕ̄+ ηϕ
11: end for
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Table 3. The common set of hyper-parameters.
Common hyper-parameter Value
Replay buffer capacity 106

Action repeat 1
n-step returns 3
Mini-batch size 1024
Discount (γ) 0.99
Optimizer Adam
Learning rate 10−4

Agent update frequency 2
Critic target EMA rate (τQ) 0.01
Features dim. 50
Hidden dim. 1024
Exploration stddev clip 0.3
Exploration stddev value 0.2
Number of frames per episode 1× 103

Number of online exploration frames up to 1× 106

Number of offline planning frames 1× 105

Critic network (|O|+ |A|)→ 1024→ LayerNorm→ Tanh→ 1024→ RELU→ 1
Actor network |O| → 50→ LayerNorm→ Tanh→ 1024→ RELU→ action dim

F.2 Details of offline training algorithm
After collecting the dataset D, we call a reward oracle to label the reward r for any triplet (s, a, s′) ∈ D. Then the DDPG
algorithm is called to learn the optimal policy. For the fair comparison with other benchmark algorithm, we do not add
weighted regression in the planning phase, thus the algorithm stays the same with the one presented in URLB, as stated in
Algorithm 3
F.3 Hyper-parameters
We present a common set of hyper-parameters used in our experiments in Table 3. And we list individual hyper-parameters
for each method in table 4. All common hyper-parameters and individual hyper-parameters for baseline algorithms are the
same as what is used in Laskin et al. (2021) and its implementations.
F.4 Ablation Study
F.4.1 LEARNING PROCESSES

Figures 2 and 3 illustrate the episode rewards for each algorithm across training steps for various tasks, demonstrating that
the performance of our algorithm (Algorithm 1) ranks among the top tier in all tasks.
F.4.2 NUMBERS OF EXPLORATION EPISODES

Figures 4 and 5 show the episode rewards for top-performing algorithms, including our algorithm (GFA-RFE), RND,
Disagreement, and APT, across varying numbers of exploration episodes for different tasks. Notably, GFA-RFE competes
with these leading unsupervised algorithms effectively, matching their performance across a range of exploration episodes.
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Table 4. Hyper-parameters of each algorithm.
GFA-RFE Value
Ensemble size 10
Exploration bonus 2
Exploration ϵ 0.2
ICM hyper-parameter Value
Reward transformation log(r + 1.0)
Forward net arch. (|O|+ |A|)→ 1024→ 1024→ |O| ReLU MLP
Inverse net arch. (2× |O|)→ 1024→ |A| ReLU MLP
Disagreement hyper-parameter Value
Ensemble size 5
Forward net arch: (|O|+ |A|)→ 1024→ 1024→ |O| ReLU MLP
RND hyper-parameter Value
Representation dim. 512
Predictor & target net arch. |O| → 1024→ 1024→ 512 ReLU MLP
Normalized observation clipping 5
APT hyper-parameter Value
Representation dim. 512
Reward transformation log(r + 1.0)
Forward net arch. (512 + |A|)→ 1024→ 512 ReLU MLP
Inverse net arch. (2× 512)→ 1024→ |A| ReLU MLP
k in NN 12
Avg top k in NN True
SMM hyper-parameter Value
Skill dim. 4
Skill discrim lr 10−3

VAE lr 10−2

DIAYN hyper-parameter Value
Skill dim 16
Skill sampling frequency (steps) 50
Discriminator net arch. 512→ 1024→ 1024→ 16 ReLU MLP
APS hyper-parameter Value
Reward transformation log(r + 1.0)
Successor feature dim. 10
Successor feature net arch. |O| → 1024→ 10 ReLU MLP
k in NN 12
Avg top k in NN True
Least square batch size 4096
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Figure 2. Episode reward at different offline training steps for different tasks for the walker environment: (2a): walker-flip; (2b): walker-
run; (2c) walker-stand; (2d) walker-walk.
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Figure 3. Episode reward at different offline training steps for different tasks for the quadruped environment: (3a): quadruped-flip; (3b):
quadruped-run; (3c) quadruped-stand; (3d) quadruped-walk.
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Figure 4. Episode reward with different numbers of exploration episodes for different tasks for the walker environment: (4a): walker-
flip; (4b): walker-run; (4c) walker-stand; (4d) walker-walk.
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Figure 5. Episode reward with different numbers of exploration episodes for different tasks for the quadruped environment: (5a):
quadruped-flip; (5b): quadruped-run; (5c) quadruped-stand; (5d) quadruped-walk.
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