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Abstract

Neural networks have achieved remarkable empirical performance, while the
current theoretical analysis is not adequate for understanding their success, e.g.,
the Neural Tangent Kernel approach fails to capture their key feature learning
ability, while recent analyses on feature learning are typically problem-specific.
This work proposes a unified analysis framework for two-layer networks trained
by gradient descent. The framework is centered around the principle of feature
learning from gradients, and its effectiveness is demonstrated by applications in
several prototypical problems such as mixtures of Gaussians and parity functions.
The framework also sheds light on interesting network learning phenomena such
as feature learning beyond kernels and the lottery ticket hypothesis.

1 Introduction

Neural network (NN) learning has achieved remarkable empirical success and has been a main
driving force for the recent progress in machine learning and artificial intelligence. On the other
hand, theoretical understandings significantly lag behind. Traditional analysis approaches are not
adequate due to the overparameterization of practical networks and the non-convex optimization in the
training via gradient descent. One line of work (e.g. [9, 31, 38, 60, 71, 123] and many others) shows
under proper conditions, heavily overparameterized networks are approximately linear models over
data-independent features, i.e., a linear function on the Neural Tangent Kernel (NTK). While making
weak assumptions about the data and thus applicable to various settings, this approach requires the
network learning to be approximately using fixed data-independent features (i.e., the kernel regime,
or fixed feature methods). It thus fails to capture the feature learning ability of networks (i.e., to learn
a feature mapping for the inputs which allow accurate prediction), which is widely believed to be the
key factor to their empirical success in many applications (e.g., [54, 77, 117, 119]). To study feature
learning in networks, a recent line of work (e.g. [5, 6, 14, 33, 52, 72, 76, 116] and others) shows
examples where networks provably enjoy advantages over fixed feature methods (including NTK),
under different settings and assumptions. While providing more insights, these studies typically focus
on specific problems, and their analyses exploit the specific properties of the problems and appear to
be unrelated to each other. Is there a common principle for feature learning in networks via gradient
descent? Is there a unified analysis framework that can clarify the principle and also lead to provable
error guarantees for prototypical problem settings?

In this work, we take a step toward this goal by proposing a gradient feature learning framework
for analyzing two-layer network learning by gradient descent. (1) The framework makes essentially
no assumption about the data distribution and can be applied to various problems. Furthermore,
it is centered around features from gradients, clearly illustrating how gradient descent leads to
feature learning in networks and subsequently accurate predictions. (2) It leads to error guarantees
competitive with the optimal in a family of networks that use the features induced by gradients on the
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data distribution. Then for a specific problem with structured data distributions, if the optimal in the
induced family is small, the framework gives a small error guarantee.

We then apply the framework to several prototypical problems: mixtures of Gaussians, parity
functions, linear data, and multiple-index models. These have been used for studying network
learning (in particular, for the feature learning ability), but with different and seemingly unrelated
analyses. In contrast, straightforward applications of our framework give small error guarantees,
where the main effort is to compute the optimal in the induced family. Furthermore, in some cases,
such as parities, we can handle more general data distributions than in the existing work.

Finally, we also demonstrate that the framework sheds light on several interesting network learning
phenomena or implications such as feature learning beyond the kernel regime, lottery ticket hypothesis
(LTH), simplicity bias, learning over different data distributions, and new perspectives about roadmaps
forward. Due to space limitations, we present implications about features beyond the kernel regime
and LTH in the main body but defer the other implications in Appendix C with a brief here. (1)
For simplicity bias, it is generally believed that the optimization has some implicit regularization
effect that restricts learning dynamics to a low capacity subset of the whole hypothesis class, so
can lead to good generalization [53, 90]. Our framework provides an explanation that the learning
first learns simpler functions and then more sophisticated ones. (2) For learning over different data
distributions, we provide data-dependent non-vacuous guarantees, as our framework can be viewed
as using the optimal gradient-induced NN to measure or quantify the “complexity” of the problem.
For easier problems, this quantity is smaller, and our framework can give a better error bound to
derive guarantees. (3) For new perspectives about roadmaps forward, our framework suggests the
strong representation power of NN is actually the key to successful learning, while traditional ones
suggest strong representation power leads to vacuous generalization bounds [19, 33]. Thus, we
suggest a different analysis road. Traditional analysis typically first reasons about the optimal based
on the whole function class then analyzes how NN learns proper features and reaches the optimal. In
contrast, our framework defines feature family first, and then reasons about the optimal based on it.

2 Related Work

Neural Networks Learning Analysis. Recently there has been an increasing interest in the analysis
of network learning. One line of work connects the sufficiently over-parameterized neural network to
linear methods around its initialization like NTK (e.g. [9, 11, 20, 21, 31, 38, 49, 60, 62, 69, 71, 78, 82,
91, 93,95, 114, 121, 122] and more), so that the neural network training is a convex problem. The
key idea is that it suffices to consider the first-order Tyler expansion of the neural network around the
origin when the initialization is large enough. However, NTK lies in the lazy training (kernel) regime
that excludes feature learning [29, 50, 68, 113]. Many studies (e.g. [2, 5, 6, 8, 12, 14, 22, 26, 33, 37,
51,52,57,58,70,72,73,76,99, 112, 115, 116] and more) show that neural networks take advantage
over NTK empirically and theoretically. Another line of work is the mean-field (MF) analysis of neural
networks (e.g. [27, 28, 36, 79, 80, 100, 106] and more). The insight is to see the training dynamics of
a sufficiently large-width neural network as a PDE. It uses a smaller initialization than the NTK so
that the parameters may move away from the initialization. However, the MF does not provide explicit
convergence rates and requires an unrealistically large width of the neural network. One more line of
work is neural networks max-margin analysis (e.g. [30, 47, 48,56, 61, 63,74,75, 83, 85, 86, 107, 109]
and more). They need a strong assumption that the convergence starts from weights having perfect
training accuracy, while feature learning happens in the early stage of training. To explain the success
of neural networks beyond the limitation mentioned above, some work introduces the low intrinsic
dimension of data distributions [17, 18, 23, 24, 25, 44, 67, 104, 108, 124]. Another recent line of
work is that a trained network can exactly recover the ground truth or optimal solution or teacher
network [3, 4, 10, 39, 84, 87, 94, 96, 120], but they have strong assumptions on data distribution or
model structure, e.g., Gaussian marginals. [1, 40, 55, 110, 111] show that training dynamics of neural
networks have multiple phases, e.g., feature learning at the beginning, and then dynamics in convex
optimization which requires proxy convexity [43] or PL condition [65] or special data structure.

Feature Learning Based on Gradient Analysis. A recent line of work is studying how features
emerge from the gradient. [7, 46] consider linear separable data and show that the first few gradient
steps can learn good features, and the later steps learn a good network on neurons with these
features. [33, 45, 105] have similar conclusions on non-linear data (e.g., parity functions), while
in their problems one feature is sufficient for accurate prediction (i.e., single-index data model).



[32] considers multiple-index with low-degree polynomials as labeling functions and shows that a
one-step gradient update can learn multiple features that lead to accurate prediction. [13, 81] studies
one gradient step feature improvements at different learning rates. [97] proposes Recursive Feature
Machines to show the mechanism of recursively feature learning but without giving a final loss
guarantee. These studies consider specific problems and exploit properties of the data to analyze the
gradient delicately, while our work provides a general framework applicable to different problems.

3 Gradient Feature Learning Framework

Problem Setup. We denote [n] := {1,2,...,n} and O(-),0(-), Q(-) to omit the log term inside.
Let X C R denote the input space, ) C R the label space. Let D be an arbitrary data distribution
over X x ). Denote the class of two-layer networks with m neurons as:

Fam = {fawp) | fawp (x)=a' [¢(W'x—b)] = Z a; [o((wi,x) —b;)] }, (D
i€[m]

where o(z) = max(z,0) is the ReLU activation function, a € R™ is the second layer weight,
W e R4*™ g the first layer weight, w; is the i-th column of W (i.e., the weight for the ¢-th neuron),
and b € R™ is the bias for the neurons. For technical simplicity, we only train a, W but not b. Let
superscript (t) denote the time step, e.g., J(a®,w py denote the network at time step ¢. Denote
Z:= (a,W,b), E® := (a® ' W® b). The goal of neural network learning is to minimize the
expected risk, i.e., Lp(f) = E(x y)~pL(x,y)(f), Where Ly ,)(f) = £(yf(x)) is the loss on an
example (x,y) for some loss function £(-), e.g., the hinge loss £(z) = max{0,1 — z}, and the
logistic loss £(z) = log[1 + exp(—z)]. We also consider ¢ regularization. The regularized loss with

regularization coefficient A is £(f) := Lp(f) + 3(||[W|% + ||a||3). Given a training set with n
i.i.d. samples Z = {(x(l), y(l))}le[n] from D, the empirical risk and its regularized version are:

. ~ ~ A
Lz(f):= % Y Luwyoy(f) LE(f) = Lz(f)+ SUWIE + [lall3)- )

l€[n]
Then the training process is summarized in Algorithm 1.

Algorithm 1 Network Training via Gradient Descent

Initialize (a(®), W) b)
for t =1toT do

Sample Z(t=1) ~ D"

al) =all=1) — n(t)Vaﬁg(ZLU (fze-n), WO =Wt _ ﬁ(t)vwﬁg(&n(fzu—l))
end for

In the whole paper, we need some natural assumptions about the data and the loss.

Assumption 3.1. We assume E[||x|2] < By1, E[||x]|3] < Baa, |[x|l2 < B, and for any label y,
we have |y| < 1. We assume the loss function {(-) is a 1-Lipschitz convex decreasing function,
normalized £(0) = 1, |¢/(0)] = ©(1), and £(cc) = 0.

Remark 3.2. The above are natural assumptions. Most input distributions have the bounded norms
required, and the typical binary classification Y = {£1} satisfies the requirement. Also, the most
popular loss functions satisfy the assumption, e.g., the hinge loss and logistic loss.

3.1 Warm Up: A Simple Setting with Frozen First Layer

To illustrate some high-level intuition, we first consider a simple setting where the first layer is frozen
after one gradient update, i.e., no updates to W for ¢t > 2 in Algorithm 1.

The first idea of our framework is to provide guarantees compared to the optimal in a family of
networks. Here let us consider networks with specific weights for the first layer:

Definition 3.3. For some fixed W € R?™*™ b € R?, and a parameter By, consider the following
Sfamily of networks Fxw v, B,,, and the optimal approximation network loss in this family:

FWb,Baz = {f(aw,p) € Fam | lall2 < Baz}, OPTw b,B,, := ; min  Lp(f). ()

EFW,b,Byo



The second idea is to compare to networks using features from gradient descent. As an illustrative
example, we now provide guarantees compared to networks with first layer weights W) (i.e., the
weights after the first gradient step):

Theorem 3.4 (Simple Setting). Assume Lz ( f(a7W(1),b)) is L-smooth to a. Let
n® =1 A8 =0, forall t € {2,3,...,T}. Training by Algorithm 1 with no updates for the
first layer after the first gradient step, wh p., there exists t € [T] such that

ED(f( ®) W) b)) <OPTww b 5,, +O( ”a(l)”ﬁB + \/ Q(HW(I)WBZHM ))
alt) 9 — ,D,

Intuitively, the theorem shows that if the weight W () after a one-step gradient gives a good set
of neurons in the sense that there exists a classifier on top of these neurons with low loss, then the
network will learn to approximate this good classifier and achieve low loss. The proof is based on
standard convex optimization and the Rademacher complexity (details in Appendix D.1).

Such an approach, while simple, has been used to obtain interesting results on network learning
in existing work, which shows that W (1) can indeed give good neurons due to the structure of the
special problems considered (e.g., parities on uniform inputs [15], or polynomials on a subspace [32]).
However, it is unclear whether such intuition can still yield useful guarantees for other problems. So,
for our purpose of building a general framework covering more prototypical problems, the challenge
is what features from gradient descent should be considered so that the family of networks for
comparison can achieve a low loss on other problems. The other challenge is that we would like
to consider the typical case where the first layer weights are not frozen. In the following, we will
introduce the core concept of Gradient Features to address the first challenge, and stipulate proper
geometric properties of Gradient Features for the second challenge.

3.2 Core Concepts in the Gradient Feature Learning Framework

NOW, we will introduce the core COHCGpt in our framework, Gradient Feature being cones under Mixture of Gaussians data
Gradient Features, and use it to build the family of net-
works to derive guarantees. As mentioned, we consider
the setting where the first layer is not frozen. After the
network learns good features, to ensure the updates in later
gradient steps of the first layer are still benign for feature
learning, we need some geometric conditions about the
gradient features, which are measured by parameters in the
definition of Gradient Features. The conditions are general
enough, so that, as shown in Section 4, many prototypical
problems satisfy them and the induced family of networks
enjoys low loss, leading to useful guarantees. We begin
by considering what features can be learned via gradients.
Note that the gradient w.r.t. w; is

9Lp(f)
T = iy [Cuf )y [0 (Wi, x) = by)] ]
Wi
= a8 ) W (yf (x))yxI[(w;,x) > b]]. Figure 1: An illustration of Gradient Fea-
Inspired by this, we define the following notion: Furf., l.e.(,(?eﬁn.ltlo)n 3,7d Wltl\f;I .razldom fugltlal-
. N . ization (Gaussian), under Mixture of three
Dgﬁmtlon 3.5 (Slmphﬁed Gra}dlent Vector). Forany W € - Gayssian clusters in 3-dimension data space
R% b € R, a Simplified Gradient Vector is with blue/green/orange color. The Gradient
G(w,b) :=E ()~ D [yXH[WTX > b]). (4) Feature stays in three cones, where each cen-

. . ter of the cone aligns with the corresponding
Remark 3.6. Note that the definition of G(w,b) ignores  Gaussian cluster center.

the term ' (y f (x)) in the gradient, where f is the model

function. In the early stage of training (or the first gradient step), ¢’ () is approximately a constant,
ie, U'(yf(x)) = ¢'(0) due to the symmetric initialization (see Equation (8)).

Definition 3.7 (Gradient Feature). For a unit vector D € R¢ with |D||y = 1, and ay € (0,1), a
direction neighborhood (cone) Cp - is defined as:

Cpy =AW [ [(W, D) [/IWll2 > (1 =7)}. 5



Letw € R b € R be random variables drawn from some distribution W, B. A Gradient Feature set
with parameters p, vy, Bg is defined as:

Sp,’y,BG (W7 B) = {(Da S) | vljll; [G(Wa b) S CD,’y s

G(w,b)|l2 > Ba., s =b/b|]] = p}. (6)

Remark 3.8. When clear from context, write it as Sy ~ .. Gradient features (see Figure I for
illustration) are simply normalized vectors D that are given (approximately) by the simplified gradient
vectors. (Similarly, the normalized scalar s is given by the bias b.) To be a useful gradient feature,
we require the direction to be “hit” by sufficiently large simplified gradient vectors with sufficient
large probability, so as to be distinguished from noise and remain useful throughout the gradient
steps. Later we will use the gradient features when W, BB are the initialization distributions.

To make use of the gradient features, we consider the following family of networks using these
features and with bounded norms, and will provide guarantees compared to the best in this family:

Definition 3.9 (Gradient Feature Induced Networks). The Gradient Feature Induced Networks are:
Fam,rs = {fawb) € Fam | Vi € [m], |a;| < Ba1, ||all2 < Baz, (wi, bi/[bi]) € S, |b;i| < By},
where S is some Gradient Feature set and Br := (Bgy1, Ba2, By) are some parameters.
Remark 3.10. In above definition, the weight and bias of a neuron are simply the scalings of some
item in the feature set S (for simplicity the scaling of w; is absorbed into the scaling of a; and b;).
Definition 3.11 (Optimal Approximation via Gradient Features). The optimal approximation network
and loss using Gradient Feature Induced Networks Fq . B, s are defined as:

f*i= argmin Lp(f), OPTy, Brs:= min  Lp(f). @)

f€Fd,rBp,s f€Fa,r,Bp,s

3.3 Provable Guarantee via Gradient Feature Learning

To obtain the guarantees, we first specify the symmetric initialization. It is convenient for the analysis
and is typical in existing analysis (e.g., [7, 32, 33, 105]), though some other initialization can also
work. Formally, we train a two-layer network with 4m neurons, f(a,w,b) € Fq,am. We initialize

ago)’ WEO) from Gaussians and b, from a constant for € {1,...,m}, and initialize the parameters
fori € {m+1,...,4m} accordingly to get a zero output initial network. Specifically:
fori e {1,...,m}: ago) NN(O,Ug),WEO) ~N(0,6%1),b; = b,
forie {m+1,...,2m}: a,EO) = —ag(i)m,w,go) = —w,l(.o_)m,bi = —b;_m, (8)
fori e {2m+1,...,4m}: aEO) = —aggm, wz(»o) = W,EO_)Qm, b; = b;_o,

where 02,02, b > 0 are hyper-parameters. After initialization, a, W are updated as in Algorithm 1.

a’ > w?

We are now ready to present our main result in the framework.

Theorem 3.12 (Main Result). Assume Assumption 3.1. For any €, € (0,1), if m < e and

4
1 By 11 7\ 2
=0 | = [ rBa1Be1y/ == — +— (log (= :
=t s (rBamay 2 ) + o1 (o6 (5))
1 Ba.:ByB 2\ (V1 1
T:Q((W—i—mb)( Sl 1>)
€ (mp)Z \/BbBG Bml(mp)l
n__g(m°rBiBiBy (mp)2B,y = B2 O %Jr 12 By | Tm 7
logn B¢ Bz, ) |(0)|? ]

€2r2B2, Bg ByBg Bys p

then with initialization (8) and proper hyper-parameter values, we have with probability
> 1 — ¢ over the initialization and training samples, there exists t € [T in Algorithm 1 with:

Prlsign(fz (x)) # y] < Lo (fz»)

VB2l
< OPTd,T,BF,S'p,%BG a4 ’I’Balel\/?}/ + 0 (20ng>

Be|¢'(0)|nz




Intuitively, the theorem shows when a data distribution admits a small approximation error by some
“ground-truth” network with r neurons using gradient features from S, , g, (i.e., a small optimal
approximate loss OPTg . Br,Sp. B ), the gradient descent training can successfully learn good
neural networks with sufficiently many m neurons.

Now we discuss the requirements and the error guarantee. Viewing boundedness parameters B, 1, B,

. ~ 4 .
etc. as constants, then the number m of neurons learned is roughly © (1%), a polynomial overpa-

rameterization compared to the “ground-truth” network. The proof shows that such an overparam-
eterization is needed such that some neurons can capture the gradient features given by gradient
descent. This is consistent with existing analysis about overparameterization network learning, and
also consistent with existing empirical observations.

The error bound consists of three terms. The last term € can be made arbitrarily small, while the
other two depend on the concrete data distribution. Specifically, with larger r and +, the second term
increases. While the first term (the optimal approximation loss) decreases, since a larger » means a
larger “ground-truth” network family, and a larger v means a larger Gradient Feature set S, 4 .
So, there is a trade-off between these two terms. When we later apply the framework to concrete
problems (e.g., mixtures of Gaussians, parity functions), we will show that depending on the specific
data distribution, we can choose the proper values for 7, v to make the error small. This then leads to
error guarantees for the concrete problems and demonstrates the unifying power of the framework.
Please refer to Appendix D.3 for more discussion about our problem setup and our core concept, e.g.,
parameter choice, early stopping, the role of s, activation functions, and so on.

Proof Sketch. The intuition in the proof of Theorem 3.12 is closely related to the notion of Gradient
Features. First, the gradient descent will produce gradients that approximate the features in S, . B,
Then, the gradient descent update gives a good set of neurons, such that there exists an accurate
classifier using these neurons with loss comparable to the optimal approximation loss. Finally, the
training will learn to approximate the accurate classifier, resulting in the desired error guarantee. The
complete proof is in Appendix D (the population version in Appendix D.2 and the empirical version
in Appendix D.4), including the proper values for hyper-parameters such as n*) in Theorem D.17.
Below, we briefly sketch the key ideas and omit the technical details.

We first show that a large subset of neurons has gradients at the first step as good features. (The claim
can be extended to multiple steps; for simplicity, we follow existing work (e.g., [33, 105]) and present
only the first step.) Let V; denote the gradient of the i-th neuron V,, Lp(f=z(0) ). Denote the subset
of neurons with nice gradients approximating feature (D, s) as:

G (D,s),Nice = {@ € [2m] : s = b/ [bi, (Vi, D) > (L =) [|Vill,, [[Vill, =

a§°>‘ BG}. )

Lemma 3.13 (Feature Emergence). For any r size subset {(D1,51),...,(Dy,8:)} C Sp.~.Be, With
probability at least 1 — re=®"P), for all j € [r], we have |G (D, ,s;),Nicel = "3

This is because V; = K’(O)ago)E(xyy) [ya’ [<w§0),x> — bi:| X} = é’(O)aEO)G(Wgo),bi). Now
consider s; = +1 (the case —1 is similar). Since w; is initialized by Gaussians, by V;’s connection
to Gradient Features, we can see that for all ¢ € [m], Pr [i € G(p, 1) Nice] > 5. The lemma
follows from concentration via a large enough m, i.e., sufficient overparameterization. The gradients
allow obtaining a set of neurons approximating the “ground-truth” network with comparable loss:

Lemma 3.14 (Existence of Good Networks). For any § € (0, 1), with proper hyper-parameter
values, with probability at least 1 — 6, there is a such that ||a||o = O (r\/mp) and flawo py(x) =

Z?;nl a;o <<W§1),X> - bi) satisfies

vmpBg

Given the good set of neurons, we finally show that the remaining gradient steps can learn an accurate
classifier. Intuitively, with small step sizes 7(*), the weights of the first layer w; do not change too
much (stay in a neighborhood) while the second layer weights grow, and thus the learning is similar to
convex learning using the good set of neurons. Technically, we adopt the online convex optimization
analysis (Theorem D.5) in [33] to get the final loss guarantee in Theorem 3.12.

2B
Lo(fawm b)) < OPTarprs, s, + V2rBa1 Ba (ﬁ—&- b) .



4 Applications in Special Cases

In this section we will apply the gradient feature learning framework to some specific problems,
corresponding to concrete data distributions D. We primarily focus on prototypical problems for
analyzing feature learning in networks. We will present here the results for mixtures of Gaussians
and parity functions, and include the complete proofs and some other results in Appendix E.

4.1 Mixtures of Gaussians

Mixtures of Gaussians are among the most fundamental and widely used statistical models. Recently,
it has been used to study neural network learning, in particular, the effect of gradient descent for
feature learning of two-layer neural networks and the advantage over fixed feature methods [46, 99].

Data Distributions. We follow notations from [99]. The data are from a mixture of r high-
dimensional Gaussians, and each Gaussian is assigned to one of two possible labels in ) = {£1}.
Let S(y) C [r] denote the set of indices of Gaussians associated with the label y. The data distribution
is then: q(x,y) = q(y)q(x[y), ¢(x[y) = 3 ;cs(,) PiNj(x), where Nj(x) is a multivariate normal
distribution with mean i, covariance X5, and p; are chosen such that ¢(x, y) is correctly normalized.
We will make some assumptions about the Gaussians, for which we first introduce some notations.
1 . G . ,
D= ——  [ij:=p; \/g7 By :=min ||fij||le, By :=max||ijll2, pp:= minp;.
J ||/1'jH2 J ]/ I Jelr] H J” 2 JElr] H J” Jelr] J
Assumption 4.1. Let 8 < 7 < d be a parameter that will control our final error guarantee. Assume
 Equiprobable labels: q(—1) = q(+1) = 1/2.
* Forallj € [r], ¥j = 0jlyxq. Let op := maxjc[,) 0; and opy := max{op, Bys}.
e r<2d, pp> yld, Q <1/d+ \/ToBy? 1ogd/d) < Bu1 < By < d.

* The Gaussians are well-separated: for all i # j € [r], we have —1 < (D;, D;) < 0, where

. 1 op+ Tlogd
Og@gmln{zr,BM2 v .

Remark 4.2. The first two assumptions are for simplicity; they can be relaxed. We can generalize
our analysis to the mixture of Gaussians with unbalanced label probabilities and general covariances.
The third assumption is to make sure that each Gaussian has a good amount of probability mass to be
learned. The remaining assumptions are to make sure that the Gaussians are well-separated and can
be distinguished by the learning algorithm.

We are now ready to apply the framework to these data distributions, for which we only need to
compute the Gradient Feature set and the corresponding optimal approximation loss.

Lemma 4.3 (Mixtures of Gaussians: Gradient Features). (D;,+1) € Sy, .5, for all j € [r], where

B, _ 1 _ OBt
JrTogdop, -d®(an/B) T d0eTIs B =ppBuvd -0 (do‘gT) :

Let f*(x) = 25:1 %ZIUB‘F [0 ((Dj,x) — 2/Tlogdopy)] whose hinge loss is at most - +
4
dO9T=1\/rTogd’

Given the values on gradient feature parameters p,y, Bg and the optimal approximation loss
OPTyr Bp.s , the framework immediately leads to the following guarantee:

p,v,Bg

Theorem 4.4 (Mixtures of Gaussians: Main Result). Assume Assumption 4.1. For any
€,0 € (0,1), when Algorithm 1 uses hinge loss with

11 1
m = poly <5, - do(roe+*/Ba) . pB> <e?, T=poly(m), n=poly(m)

and proper hyper-parameters, then with probability at least 1 — §, there exists t € [T such that

Prsign(fzw (x)) # y] < % s




The theorem shows that gradient descent can learn to a small error via learning the gradient features,
given proper hyper-parameters. In particular, we need sufficient overparameterization (a sufficiently

large number m of neurons). When o2/ Bil is a constant which is the prototypical interesting

case, and we choose a constant 7, then 1 is polynomial in the key parameters %, 1, d, 7, -, and the

pB’
error bound is inverse polynomial in d. The complete proof is given in Appendix E.2.

[46] studies (almost) linear separable cases while our setting includes non-linear separable cases, e.g.,
XOR. [99] mainly studies neural network classification on 4 Gaussian clusters with XOR structured
labels, while our setting is much more general, e.g., our cluster number can extend up to 2d.

4.1.1 Mixtures of Gaussians: Beyond the Kernel Regime

As discussed in the introduction, it is important for the analysis to go beyond fixed feature methods
such as NTK (i.e., the kernel regime), so as to capture the feature learning ability which is believed to
be the key factor for the empirical success. We first review the fixed feature methods. Following [33],
suppose V¥ is a data-independent feature mapping of dimension N with bounded features, i.e.,
U : X — [-1,1]N. For B > 0, the family of linear models on ¥ with bounded norm B is
Hp = {h(X) : h(X) = (¥(X),w),|lw|]l2 < B}. This can capture linear models on fixed finite-
dimensional feature maps, e.g., NTK, and also infinite dimensional feature maps, e.g., kernels like
RBF, that can be approximated by feature maps of polynomial dimensions [64, 98, 105].

Our framework indeed goes beyond fixed features and shows features from gradients are more
powerful than features from random initialization, e.g., NTK. Our framework can show the advantage
of network learning over kernel methods under the setting of [99] (4 Gaussian clusters with XOR
structured labels). For large enough d, our framework only needs roughly Q (log d) neurons and
Q ((1og d)2) samples to achieve arbitrary small constant error (see Theorem E.18 when op = 1),

while fixed feature methods need §2(d?) features and §2(d?) samples to achieve nontrivial errors
(as proved in [99]). Moreover, [99] uses ODE to simulate the optimization process for the 2-layer
networks learning XOR-shaped Gaussian mixture with (1) neurons and gives convincing evidence
that (2(d) samples is enough to learn it, yet they do not give a rigorous convergence guarantee for this
problem. We successfully derive a convergence guarantee and we require a much smaller sample size
Q ((1og d)2). For the proof (detailed in Appendix E.3), we only need to calculate the p, v, Bg of the
data distribution carefully and then inject these numbers into Theorem 3.12.

4.2 Parity Functions

Parity functions are a canonical family of learning problems in computational learning theory, usually
for showing theoretical computational barriers [103]. The typical sparse parties over d-dim binary
inputs ¢ € {£1}% are [, 4 ¢; where A C [d] is a subset of dimensions. Recent studies have shown
that when the distribution of inputs ¢ has structures rather than uniform, neural networks can perform
feature learning and finally learn parity functions with a small error, while methods without feature
learning, e.g. NTK, cannot achieve as good results [33, 76, 105]. Thus, this has been a prototypical
setting for studying feature learning phenomena in networks. Here we consider a generalization of
this problem and show that our framework can show successful learning via gradient descent.

Data Distributions. Suppose M € R?*P is an unknown dictionary with D columns that can be
regarded as patterns. For simplicity, assume d = D and M is orthonormal. Let ¢ € R? be a hidden
representation vector. Let A C [D] be a subset of size rk corresponding to the class relevant patterns
and r is an odd number. Then the input is generated by M¢, and some function on ¢4 generates
the label. WLOG, let A = {1,... 7k}, A* = {rk +1,...,d}. Also, we split A such that for all
jerl,A; ={( —1)k+1,..., 5k} Then the input x and the class label y are given by:

x =M,y = g"(6) = sign( Y XOR(d4,)), (10)
Jelr]

where g* is the ground-truth labeling function mapping from R"* to J) = {£1}, ¢ 4 is the sub-vector
of ¢ with indices in A, and XOR(¢4,) = [;c 4, ¢ is the parity function. We still need to specify

the distribution X" of ¢, which determines the structure of the input distribution:

Xi=(1=2rpa)Xo + Y pa(Xjg + X ). (11)
JElr]



+1, w.p.po
For all corresponding ¢ 4. in X, we have VI € A*, independently: ¢; = < —1, w.p. p, ,
0, w.p. 1 —2p,
where p, controls the signal noise ratio: if p, is large, then there are many nonzero entries in
A~ which are noise interfering with the learning of the ground-truth labeling function on A. For
corresponding ¢ 4, any j € [r], we have

*InXj . oa, = [+1,+1,..., +1]T and ® 4\ 4, only have zero elements.

sInX; ¢4, =[-1,—-1,..., —1]7 and ¢4\ a, only have zero elements.

* In Xy, we have ¢4 draw from {+1, —1}"* uniformly.
In short, we have r parity functions each corresponding to a block of £ dimensions; X;  and X; _
stands for the component providing a strong signal for the j-th parity; A corresponds to uniform

distribution unrelated to any parity and providing weak learning signal; A+ is the noise part. The
label depends on the sum of the r parity functions.

Assumption 4.5. Let 8 < 7 < d be a parameter that will control our final error guarantee. Assume
k is an odd number and: k > Q(rlogd), d > rk+Q(rrlogd), p, =0 ( L ) , paA>

d—rk

Remark 4.6. We set up the problem to be more general than the parity function learning in existing
work. If r = 1, the labeling function reduces to the traditional k-sparse parties of d bits. The
assumptions require k, d, and p 4 to be sufficiently large so as to provide enough large signals for
learning. Note that when k = 1%, r=1,p, = % our analysis also holds, which shows our framework

is beyond the kernel regime (discuss in detail in Section 4.2.1).

To apply our framework, again we only need to compute the Gradient Feature set and the correspond-

M
ing optimal loss. We first define the Gradient Features: For all j € [r|, let D; = %
leA;

Lemma 4.7 (Parity Functions: Gradient Features). We have (Dj,+1),(D;,—1) € Sy, B, for all
j € [r], where

1 1 VE
- - Be=Vkpa—0 | ~— | . 12
P G(W-d@w)’ 1T g 6= Vhpa O(m) (12)

With gradient features from S,, g, let f*(x) = Z;f:l Zfzo(—l)“'l\/E{a ((Dj,x) - 2277\/’%1) -

20 ((Dj,x> - 23/%]“) +o ((Dj,x) - %) ] whose hinge loss is 0.

Above, we show that D; is the “indicator function” for the subset A; so that we can build the optimal
neural network based on such directions. Given the values on gradient feature parameters and the
optimal approximation loss, the framework immediately leads to the following guarantee:

Theorem 4.8 (Parity Functions: Main Result). Assume Assumption 4.5. For any €,6 € (0, 1),
when Algorithm 1 uses hinge loss with

11 1

m = poly ( =, d°)  k, ) <e?, T =poly(m), n=poly(m)
d € PA

and proper hyper-parameters, then with probability at least 1 — §, there exists t € [T such that

Prisign(fzm (x)) # y] < ;:_7\52 o &

The theorem shows that gradient descent can learn to a small error in this problem. We also need
sufficient overparameterization: When r is a constant (e.g., = 1 in existing work), and we choose a
constant 7, m is polynomial in §, %, d, , p%" and the error bound is inverse polynomial in d. The
proof is in Appendix E.4. Our setting is more general than that in [33, 76] which corresponds to
M = I,r = 1,pa = 1,p, = 5. [105] study single index learning, where one feature direction
is enough for a two-layer network to recover the label, while our setting considers r directions
Dy, ..., D,, so the network needs to learn multiple directions to get a small error.



4.2.1 Parity Functions: Beyond the Kernel Regime

Again, we show that our framework indeed goes beyond fixed features under parity functions. Our
problem setting in Section 4.2 is general enough to include the problem setting in [33]. Their lower
bound for fixed feature methods directly applies to our case and leads to the following:

Proposition 4.9. There exists a data distribution in the parity learning setting in Section 4.2 with
VNB
2ky/2°
This means to get an inverse-polynomially small loss, fixed feature models need to have an exponen-
tially large size, i.e., either the number of features /V or the norm B needs to be exponential in k. In
contrast, Theorem 4.8 shows our framework guarantees a small loss with a polynomially large model,
runtime, and sample complexity. Clearly, our framework is beyond the fixed feature methods.

M=I,r=1,ps= %, k= 1—d6,p0 = %, such that all h € Hp have hinge-loss at least% —

Parities on Uniform Inputs. When r = 1,p4 = 0, our problem setting will degenerate to the classic
sparse parity function on a uniform input distribution. This has also been used for analyzing network
learning [16]. For this case, our framework can get a k2°(*) log(k) network width bound and a
O(d*) sample complexity bound, matching those in [16]. This then again confirms the advantage of
network learning over kernel methods that requires d*%) dimensions as shown in [16]. See the full
statement in Theorem E.31, details in Appendix E.5, and alternative analysis in Appendix E.6.

5 Further Implications and Conclusion

Our general framework sheds light on several interesting phenomena in NN learning observed
in practice. Feature learning beyond the kernel regime has been discussed in Section 4.1.1 and
Section 4.2.1. Here we discuss the LTH and defer more implications such as simplicity bias, learning
over different data distributions, and new perspectives about roadmaps forward in Appendix C.

Lottery Ticket Hypothesis (LTH). Another interesting phenomenon is the LTH [41]: randomly-
initialized networks contain subnetworks that when trained in isolation reach test accuracy comparable
to the original network in a similar number of iterations. Later studies (e.g., [42]) show that LTH is
more stable when subnetworks are found in the network after a few gradient steps.

Our framework provides an explanation for two-layer networks: the lottery ticket subnetwork contains
exactly those neurons whose gradient feature approximates the weights of the “ground-truth” network
f7; they may not exist at initialization but can be found after the first gradient step. More precisely,
Lemma 3.14 shows that after the first gradient step, there is a sparse second-layer weight a with
|allo = O (r/mp), such that using this weight on the hidden neurons gives a network with a small
loss. Let U be the support of a. Equivalently, there is a small-loss subnetwork fg with only neurons
in U and with second-layer weight a;; on these neurons. Following the same proof of Theorem 3.12:

Proposition 5.1. In the same setting of Theorem 3.12 but only considering the subnetwork supported
on U after the first gradient step, with the same requirements on m and T, with proper hyper-
parameter values, we have the same guarantee: with probability > 1 — ¢, there is t € [T with

Prsign(fZ))(x) # 4] < OPTar.pr5,., 5, + rBalBﬂ\/ 29+0 (YBalEn) 4 ¢

BG\/E

This essentially formally proves LTH for two-layer networks, showing (a) the existence of the winning
lottery subnetwork and (b) that gradient descent on the subnetwork can learn to similar loss in similar
runtime as on the whole network. In particular, (b) is novel and not analyzed in existing work.

We provide our work’s broader impacts and limitations (e.g., statement of recovering existing results
and some failure cases beyond our framework) in Appendix A and Appendix B respectively.

Conclusion. We propose a general framework for analyzing two-layer neural network learning by
gradient descent and show that it can lead to provable guarantees for several prototypical problem
settings for analyzing network learning. In particular, our framework goes beyond fixed feature
methods, e.g., NTK. It sheds light on several interesting phenomena in NN learning, e.g., the lottery
ticket hypothesis and simplicity bias. Future directions include: (1) How to extend the framework
to deeper networks? (2) While the current framework focuses on the gradient features in the early
gradient steps, whether feature learning also happens in later steps and if so how to formalize that?
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Appendix A discusses the potential societal impact of our work. Appendix B describes the limitations
of our work. In Appendix C, we present our framework implications about simplicity bias. The
complete proof of our main results is given in Appendix D. We present the case study of linear data
in Appendix E.1, mixtures of Gaussians in Appendix E.2 and Appendix E.3, parity functions in
Appendix E.4, Appendix E.5 and Appendix E.6, and multiple-index models in Appendix E.7. We put
the auxiliary lemmas in Appendix F.

A Broader Impacts

Our paper is purely theoretical in nature, and thus we do not anticipate an immediate negative ethical
impact. We provide a unified theoretical framework that can be applied to different theoretical
problems. We propose the two key ideas of gradient feature and gradient feature-induced neural
networks not only to show their ability to unify several current works but also to open a new direction
of thinking with respect to the learning process. These notations have the potential to be extended to
multi-layer gradient features and multi-step learning, and this work is only our first step.

On the other hand, this work may lead to a better understanding and inspire the development of
improved network learning methods, which may have a positive impact on the theoretical machine-
learning community. It may also be beneficial to engineering-inclined machine-learning researchers.

B Limitations

Recover Existing Results. The framework may or may not recover the width or sample complexity
bounds in existing work.

1. The framework can give matching bounds as the existing work in some cases, like parities
over uniform inputs (Appendix E.5).

2. In some other cases, it gives polynomial error bounds not the same as those in the existing
work (e.g., for parities over structured inputs). This is because our work is analyzing general
cases, and thus may not give better than or the same bounds as those in special cases, since
special cases have more properties that can be exploited to get potentially better bounds.
On the other hand, our bounds can already show the advantage over kernel methods (e.g.,
Proposition 4.9).

We would like to emphasize that our contribution is providing an analysis framework that can (1)
formalize the unifying principles of learning features from gradients in network training, and (2) give
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polynomial error bounds for prototypical problems. Our focus is not to recover the guarantees in
existing work.

Failure Cases. There are some failure cases that gradient feature learning framework cannot cover:

1. In [101], they constructed a function that is easy to approximate using a 3-layer network but
not approximable by any 2-layer network. Since the function is not approximable by any
2-layer network, it cannot be approximated by the gradient-induced networks as well, so
OPT will be large. As a result, the final error will be large.

2. In uniform parity data distribution, considering an odd number of features rather than even,
i.e., k is an odd number in Assumption E.28, we can show that our gradient feature set
is empty even when p in Equation (6) is exponentially small, thus the OPT is a positive
constant since the gradient induced network can only be constants. Meanwhile, the neural
network won’t be able to learn this data distribution because its gradient is always O through
the training, and the final error equals OPT.

The first case corresponds to the approximation hardness of 2-layer networks, while the second case
gives a learning hardness example. The above two cases show that if there is an approximation or
learning hardness, our gradient feature learning framework may be vacuous because the optimal
model in the gradient feature class has a large risk, then the ground-truth mapping from inputs to labels
is not learnable by gradient descent. These analyses are consistent with previous works [15, 101].

C More Further Implications

Our general framework also sheds some light on several interesting phenomena in neural network
(NN) learning observed in practice. Feature learning beyond the kernel regime has been discussed in
Section 4.1.1 and Section 4.2.1. The lottery ticket hypothesis (LTH) has been discussed in Section 5.
Below we discuss other implications.

Implicit Regularization/Simplicity Bias. It is now well known that practical NN are overparame-
terized and traditional uniform convergence bounds cannot adequately explain their generalization
performance [59, 88, 118]. It is generally believed that the optimization has some implicit regulariza-
tion effect that restricts learning dynamics to a subset of the whole hypothesis class, which is not of
high capacity so can lead to good generalization [53, 90]. Furthermore, learning dynamics tend to
first learn simple functions and then learn more and more sophisticated ones (referred to as simplicity
bias) [89, 102]. However, it remains elusive to formalize such simplicity bias.

Our framework provides a candidate explanation: the learning dynamics first learn to approximate
the best network in a smaller family of gradient feature induced networks 4 . B, s and then learn to
approximate the best in a larger family. Consider the number of neurons r for illustration. Let r| < 7o,
and let 77 and 75 be their corresponding runtime bounds for 7" in the main Theorem 3.12. Clearly,
T1 < Ts. Then, at time 717, the theorem guarantees the learning dynamics learn to approximate the
best in the family F; ., p, s with 71 neurons, but not for the larger family F ., B, g. Later, at time
T, the learning dynamics learn to approximate the best in the larger family F4 ,, g, s. Thatis, the
learning first learns simpler functions and then more sophisticated ones where the simplicity bias is
measured by the size of the family of gradient feature-induced networks. The implicit regularization
is then restricting to networks approximating smaller families of gradient feature-induced networks.
Furthermore, we can also conclude that for an SGD-optimized NN, its actual representation power is
from the subset of NN based on gradient features, instead of the whole set of NN. This view helps
explain the simplicity bias/implicit regularization phenomenon of NN learning in practice.

Learning over Different Data Distributions. Our framework articulates the following key princi-
ples (pointed out for specific problems in existing work but not articulated more generally):

* Role of gradient: the gradient leads to the emergence of good features, which is useful for
the learning of upper layers in later stages.

* From features to solutions: learned features in early steps will not be distorted, if not
improved, in later stages. The training dynamic for upper layers will eventually learn a good
combination of hidden neurons based on gradient features, giving a good solution.

20



Then, more interesting insights are obtained from the generality of the framework. To build a general
framework, the meaningful error guarantees should be data-dependent, since NN learning on general
data distributions is hard and data-independent guarantees will be vacuous [34, 35]. Comparing the
optimal in a family of “ground-truth” functions (inspired by agnostic learning in learning theory) is a
useful method to obtain the data-dependent bound. We further construct the “ground-truth” functions
using properties of the training dynamics, i.e., gradient features. This greatly facilitates the analysis
of the training dynamics and is the key to obtaining the final guarantees. On the other hand, the
framework can also be viewed as using the optimal by gradient-induced NN to measure or quantify
the “complexity” of the problem. For easier problems, this quantity is smaller, and our framework can
give a better error bound. So this provides a united way to derive guarantees for specific problems.

New Perspectives about Roadmaps Forward. We argue a new perspective about the connection
between the strong representation power and the successful learning of NN. Traditionally, the strong
representation power of NN is the key reason for hardness results of NN learning: NN has strong
representation power and can encode hard learning questions, so they are hard to learn. See the
proof in SQ bound from [33] or NP-hardness from [19]. The strong representation power also causes
trouble for the statistical aspect: it leads to vacuous generalization bounds when traditional uniform
convergence tools are used.

Our framework suggests a perspective in sharp contrast: the strong representation power of NN
with gradient features is actually the key to successful learning. More concretely, the optimal error
of the gradient feature-induced NN being small (i.e., strong representation power for a given data
distribution) can lead to a small guarantee, which is the key to successful learning. The above new
perspective suggests a different analysis road than traditional ones. Traditional analysis typically first
reasons about the optimal based on the whole function class, i.e. the ground truth, then analyze how
NN learns proper features and reaches the optimal. In contrast, our framework defines feature family
first, and then reasons about the optimal based on it.

Our framework provides the foundation for future work on analyzing gradient-based NN learning,
which may inspire future directions including but not limited to (1) defining a new feature family
for 2-layer NN rather than gradient feature, (2) considering deep NN and introducing new gradient
features (e.g., gradient feature notion for upper layers), (3) defining different gradient feature family at
different training stages (e.g., gradient feature notion for later stages). In particular, the challenges in
the later-stage analysis are: (a) the weights in the later stage will not be as normal as the initialization,
and we need new tools to analyze their properties; (b) to show that the later-stage features eventually
lead to a good solution, we may need new analysis tools for the non-convex optimization due to the
changes in the first layer weights.

D Gradient Feature Learning Framework

We first prove a Simplified Gradient Feature Learning Framework in Appendix D.1, which only con-
siders one-step gradient feature learning. Then, we prove our Gradient Feature Learning Framework,
e.g., no freezing of the first layer. In Appendix D.2, we consider population loss to simplify the proof.
Then, we provide more discussion about our problem setup and our core concept in Appendix D.3.
Finally, we prove our Gradient Feature Learning Framework under empirical loss considering sample
complexity in Appendix D.4.

D.1 Simplified Gradient Feature Learning Framework

Algorithm 2 Training by Algorithm 1 with no updates for the first layer after the first gradient step
Initialize f(am),W(o)’b) € Fa,m; Sample Z ~ D"
Get (a), W) b) by one gradient step update and fix W) b
for t=2toT do ~
a® =al=h) — IV, Lz (fzu)
end for

Theorem 3.4 (Simple Setting). Assume Lz (f(a,w<1>,b)) is L-smooth to a. Let n(!) = %, 2B =,
forallt € {2,3,...,T}. Training by Algorithm 1 with no updates for the first layer after the
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first gradient step, w.h.p., there exists t € [T such that Lo(faw wm p)) < OPTwa) b5, +
O(L(ua“ﬁwiz) n \/332<nw<1>||%35+ubu§>)'

n

Proof of Theorem 3.4. Recall that

FW.b,Bas = {fawb) € Fam | llall2 < Ba2}, OPTwpb,B,, := , min  Lp(f). (13)

FEFW . b,B,

We denote f* = argmin;czy . Lp(f)and f* = argmingery, o, Eg(f). We use a* and a*
to denote their second layer weights respectively. Then, we have

Lp(faw wm b)) =LD(frav) wo b)) — Ez(f(a<t>,w<1>,b)) (14)
+ Lz(flaw wor ) — Lz(far wv p) (15)

+ ZZf(f(a*,wm,b)) - ZZ(f(a*,W(l),b)) (16)

+ Ez(f(a*,W(1)7b)) — Lp(far w) b)) (17)

+ Lp(flax w b)) (13)

< ’ED(f(a(t),wm,b)) - Ez(f(a(t),w(n,b))’ (19)

+ ‘Zz(f(am,wm,b)) - Zz(f(é*,wm,b))‘ (20)

+0 @1

+ ’Zz(f(a*,W(1)7b)) - »CD(f(a*7w(l),b))’ (22)

+ OPTW(1>,b,Ba2~ (23)

Fixing W), b and optimizing a only is a convex optimization problem. Note that 7 < 1, where
Lz is L-smooth to a. Thus with gradient descent, we have

) — a*}3

T (24)

T

1 ~ ~

T > Lz (far.wrp) = Lz (far worm) <
t=1

Then our theorem gets proved by Lemma F.9 and generalization bounds based on Rademacher
complexity. O

D.2 Gradient Feature Learning Framework under Expected Risk

We consider the following training process under population loss to simplify the proof. We prove
our Gradient Feature Learning Framework under empirical loss considering sample complexity in
Appendix D .4.

Algorithm 3 Network Training via Gradient Descent

Initialize (a(®), W(%) b) as in Equation (8)
for t=1toT do
alt) =alt=1) — 7](t)Va£§\3(t) (fze-1)
WO = WD — OV LN (fan)
end for

Given an input distribution, we can get a Gradient Feature set S, ., p, and f*(x) =
> ajo((w},x) — b¥), where f* € Fy,. Br,Sy.5, 15 @ Gradient Feature Induced networks
defined in Definition 3.11. Considering training by Algorithm 3, we have the following results.
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Theorem D.1 (Gradient Feature Learning Framework under Expected Risk). Assume Assumption 3.1.
Forany €,6 € (0,1), if m < e and

m=0 ;(%@)44-\}54—;(1%(;))2 , 25)

1 \/FBaQBbBacl ~)< logm 1 >)
T == (V2a22 e ) (Y + -) ). 26
<6< (mp)Z m \/BbBG Bml(mp)l ( )

then with proper hyper-parameter values, we have with probability > 1 — 4, there exists t € [T in
Algorithm 3 with

Prsign(fz (x)) # y] < Lo (fz) < OPTa,B1,8,..5, + 7Ba1Br11/27 + € 27

See the full statement and proof in Theorem D.9. Below, we show some lemmas used in the analysis
of population loss.

D.2.1 Feature Learning

We first show that a large subset of neurons has gradients at the first step as good features.
Definition D.2 (Nice Gradients Set. Equivalent to Equation (9)). We define

G(D,+1),Nice = {Z € [m]: <w£1),D> >(1—-7) HW§1)H27 HWEUHZ > ‘n(1)€/(0)a§0)‘ BG}

Gp,1)wiee = {i € 2]\ [m] s (Wi, D) > (1= 7) [wl")|
where 7y, B is the same in the Definition 3.7.
Lemma D.3 (Feature Emergence. Full Statement of Lemma 3.13). Let AL = ﬁ For any r size

subset {(D1,81),...,(Dr, )} C Sp B, With probability at least 1 — 2re™"P where ¢ > 0 is a
universal constant, we have that for all j € [r], |G (p, s,) Nice| = "3

L= )
2 2

Proof of Lemma D.3. By symmetric initialization and Lemma F.1, we have for all i € [2m)]
O b () )5 o
= — V2 (0)a” G(w!”, b;). (29)

Forall j € [r], as (Dj,s;) € Sp B, by LemmaE3,
(1) if s; = +1, forall ¢ € [m], we have

Pr [Z € G(Dj,Sj),Nice] (30)
_<WZ(1)7D]> ) .
e | ), > ie0a)] o
[+ v |
L ? 2
(i, 0;)
w, ', D b,
=pr |2 s (1), W 2 [0 00a”| B, 2= (32)
M 2 g
L ? 2
_ b,
>Pr |G(w!” b;) € Cp, s IG(w!” by)||2 > Bg, |bi| =s;, al” <G(w§0>7b,-),Dj> > o]
-
>= 33
25 (33)
(2)if s; = —1, for all € [2m] \ [m], similarly we have
Pr [7' € G(Dj,s]-),Nice} > g (34)
By concentration inequality, (Chernoft’s inequality under small deviations), we have
Pr [1G(p,,0).Nicel < 7] < 267, (35)
We complete the proof by union bound. O
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D.2.2 Good Network Exists

Then, the gradients allow for obtaining a set of neurons approximating the “ground-truth” network
with comparable loss.

Lemma D.4 (Existence of Good Networks. Full Statement of Lemma 3.14). Let AN = % For any

B. € (0,By), letc, = 0O (W) and § = 2re~V™P_ Then, with probability at least 1 — §

over the initialization, there exists a;’s such that f@W(l)’b) (x) = E?fl a;o (<w§1),x> - bi)
satisfies
B2, B,
Lp(fawm b)) <7Ba (

\/—BGB + Bacl\/7+ B ) + OPTdvTvBFvsp,w,BG7 (36)

dlall = ( l), Sl — BazBy | 15, = BuBy |
and ||allo = O (r(mp)z ), ||all2 = O Sy al| O Sy &
Proof of Lemma D.4. Recall f*(x) = Z; 1a]a(<w* x) — b}), where f* € Fy, Bp.8,., 5, 18

defined in Definition 3.11 and let s = \b*l By Lemma D.3, with probability at least 1 — 1, d; =
2re=mP for all j € [r], we have \G(W 53 ), Nice| > “3F. Then for all i € G (g 57),Nice S [2m} we

have —¢'(0)nM G (w; © b, )= 5 only depend on W(O) and b;, which is 1ndependent of a . Given
Definition 3.7, we have

b} B B
O NG(w, b |2 [w ' Bm;,—e'(om%m;] : (37
We split [r]into T' = {j € [r] : [b}| < B}, T- ={j € [r] : b} < —Bc}and Ty = {j € [r] :
b}‘ > B.}. Lete, = F}BibB Then we know that forall j e I' ) UT'_, foralli € G *,s7),Nices
we have
b*
P [l e byl 2 -1 <] 39)
a9 N (0,02) b
- Pr [1_@1 < a0 G(w!”, b, )qu < 1+ea} (39)
(O)NN(O 02)
|G(w;”, i) 2[5
= P 1—e, < gO L] <1+e 40
s (0.1) [ =9 ( BeB, = “o
Bg B, BaB.
= Pr [(1 —€,)0 ( O)G ) <9< (1+€)0 ( (o)G )]
g~N(0,1) 1G (W b;)|2[b3] 1G(w; 7, bi) |2 bj]
aBaBe
=0 ( 6<o> 8 . ) “h
1G(w; ™, bs)[2[b]]
eaBgBE)
>0 42)
( leBb (
1
—q () . 3)
\/mp
Thus, with probability {2 ( \/W) over ago)’ we have
—a(o)gl(O)n(l)HG(W(O) b)||2@ -1 <e =0 —B (44)
z bl T S ¢V BaB. )
Similarly, for j € T, for all i € G\(w* s*) Nice, With probability € (F) over a(o), we have
—a2 0y |G(w bi)\\gi —1]| <e, a(.o)’ Y (L E— (45)
7 i 3 = Cta, ) _€I<O)n(1)BGBe
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Forall j € [r], let Aj C G(w;7s;)’ Nice be the set of 4’s such that condition Equation (44) or
Equation (45) are satisfied. By Chernoff bound and union bound, with probability at least 1 —do, do =
re~ VTP forall j € [r] we have |A;| > Q(,/mp).

We have forVj e 'y UT'_, Vi € A,

b*
|~j| WEI),X>—<W;,X> (46)
* (1) (1) (1)
0 0 ‘bl Wi Wi Wi
< | —a” e MG (w” byl =5 —5 et — i = wi|xl @)
b wl we Wl
<o+ v/29)|x]l2- (48)

Similarly, for Vj € I', Vi € A;,

B.
‘~<w§”»x> (w3, %)| < (€ + V29[| (49)

b
IficAj,jely Ul seta; = %leé’ j.»J €l seta; = ] ‘A ‘b, otherwise set a; = 0,
x — 1 _ Ba2 By Ba1 By
we have [|alo = O (r(mp)Q), -0 <5<mp>4 ) |a]lec = O <5<mp>é>'
Finally, we have
Lp(faww b)) (50)
=Lp(fawm p)) = Lo(f*) + Lo(f") (51)
<E(x,y) Hf(é,w(l),b) (x) - f*(X)H +Lp(f") (52)
[ m 2m T
<E(x,y) Zéia (<w§1),x> — b) + Z a;o <<w§1),x> + b) — Zaja(<wj,x> b?)
| |i=1 i=m+1 j=1
+ Lp(f*) (53)
L |Ibj] M ; .
<Eo || 2 2 a7 |5 o (W x) =B — ol(wix) — b)) (54)
b
L JET L i€A;
E . 1 |Ibj] 1) b b* 55
+Exy) || D A TU(<Wi ’X>+ )—U(<pr> 7) (55
| [J€T - i€A, J
* 1 BE (1) 7 * * *
o || D airr 5o ((wx) =) —o((wix) =) || + £o(f) (56)
| |J€T ien; J
L 1 |Ibjl .
<E(x,y) Z aj—— ‘f <W,§1),X> — <Wj,x> 57
JETy ich; AT b
+ J
LY VA )
+ Ex.y) Z T ‘b <wi ,x> —(w},x) (58)
i JEL _ i€
+ Ecy) ZZ | 5 () B (w0 | + L) (59)
o €ricA; 7141
<rlla®|loo(€a + v 27)Ex,p)[1%l2 + [T[l[a" oo Be + Lp(f*) (60)
SerlBal(ea + V 2’7) + ‘F|Ba1Be + OPTd,r,BF,Sp,%BG . (61)
We finish the proof by union bound and § > §; + ds. O
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D.2.3 Learning an Accurate Classifier

We will use the following theorem from existing work to prove that gradient descent learns a good
classifier (Theorem D.9). Theorem D.1 is simply a direct corollary of Theorem D.9.

Theorem D.5 (Theorem 13 in [33]). Fix some n, and let f1, ..., fT be some sequence of convex
Sunctions. Fix some 01, and assume we update 01 = 0, —nV f(0;). Then for every 0* the following
holds:

T T T
1 1 . T e 1 1 2
T2 600 < 30 + 0+ 10l 3 19002+ g 0 IVA00):

To apply the theorem we first present a few lemmas bounding the change in the network during steps.

Lemma D.6 (Bound of E(O), E(l)). Assume the same conditions as in Lemma D.4, and d > log m,

by/Tog m
a(0)||oo =0 (7_2,(0)77(1‘5)3036), and for

2| = O (=4 WE(0)(BrrowVd+15)),

with probability at least 1 — § — % ov

alli € [4m], we have ||W ||2 =0 (aw\/a) Finally,
(1)H2 -0 (b\/ilogmBJDl)

and for all i € [4m], ||w

BgB

Proof of Lemma D.6. By Lemma F.4, we have [|a® | = O (e’(%i %) with probability

at least 1 — 2 by property of maximum i.i.d Gaussians. For any ¢ € [4m], by Lemma F.5 and
d > logm, we ¢ have

2
Pr (12 HWEO)H > d -+ 2+/4dlog(m) + 8log(m)> <0 (14> . (62)
o2 2 m

2 =

Thus, by union bound, with probability at least 1 — for all i € [4m], we have ||w

O(O’w\/g). . o
For all i € [4m], we have
=0 b () -] )
— e ( 0)([[wi” [l e,y lI]l2] + B) (64)
<0 ( 7 (0)(B xlawf+6)). 65)
[willa = =0 D(0) |2l By [v0” [(wi” ) —bi] x| (66)
<0 <5vl§i 7;31> . (67)
O

Lemma D.7 (Bound of Z(V)). Assume the same conditions as in Lemma D.6, and let n = n®) for all
t€{2,3,...,T}, 0 < TnBy <o(1),and 0=\ = \Y forallt € {2,3,...,T}, foralli € [4m],
we have

b -
"] <O (|a§”| +Iwls + 5+ nb> (68)

Iwi? = w2 <O (tnBurla”| + tn? B2 1wV |z + tn* Baib) (69)
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Proof of Lemma D.7. For all i € [4m], by Lemma D.6,

2l = [(1 = )2l ™ —nEy [¢tzenpoy [o (W x) =b)]]| 0
<[ =l B [ ((wl7x) =) an
<[al' | + n(Ba w2+ B) (72)
<[al" ]+ nBaa|wl™ = wi o 4+ 0B w2 + b (73)
=[al" |+ B w Y = Wi + 0, (74)
where we denote Z; = By ||w§1) |2 + b. Then we give a bound of the first layer’s weights change,
lwi” — w2 (75)
= =W =l By [tz e [(wEV %) b x| —w| - 76)
<[wi ™ = w2 + nBala 7). (77)

Combine two bounds, we can get
) <Y+ 2+ 0B o) (78)

I=1

& Z |a(l | <2 (Z |a(l ) (1 — (nBg1)? (Z |a(l > +nZ;. (79)

Let h(1) = [alV], h(2) = 2[al"| + nZ; and h(t + 2) = 2h(t + 1) — (1 — (nBy1)?)h(t) + nZ; for
n € N4, by Lemma F.8, we have

Z; _ _
h(t) =— —5 +c1(1 = nBp1) "™ + ca(1 +7Byr) ™Y (80)
anl
Ly, Zi [aV]+nzZ
__ { _ 81
R ('az Bn T B e
V(. Zi [aY]+nzZ
— \ L . 82
N (laz B T wBa ©
Thus, by |c1| < ¢o, and 0 < TnB,1 < o(1), we have
lal”| <h(t) — h(t - 1) (83)
= —nBycei(1 = nBu) 2 4 nBica(1 4 By )2 (84)
<2nBgica(l+nBy1) (85)
SO(Z’I]BJHCQ). (86)
Similarly, by binomial approximation, we also have
lw” = wi |l <yBah(t - 1) (87)
Z;
=nBy1 (— B2 +c1(1=nBe)) 2 4 p(1 + anl)“—Q)) (88)

<nB;10 ( 2 +e1 (L= (t=2)nBs1) +ca(1+ (T — 2)773:1:1)) (89)

<nB:;10 32 +e1 4o+ (c2 — Cl)tTIBx1> (90)
xl
Y4z
<nB,10 <|a§”| + |+, Bm) 1)
anl
<0 ((nlaf" | +n*Z)tBun ) - ©2)
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We finish the proof by plugging Z;, c into the bound. O

Lemma D.8 (Bound of Loss Gap and Gradient). Assume the same conditions as in Lemma D.7, for
allt € [T, we have

Lo (fa,wo b)) — Lo(fa,wo b))l <Ballallzv/[allo nax, [wi” — w2 (93)

and for all t € [T, for all i € [4m], we have

AL (e ~
Qeolz0)| g (w® — wP s + [wVl2) + . (94)
8a(t)
7
Proof of Lemma D.8. Tt follows from that
ILo(fawo b)) — Lo(faww b))l (95)
< Eylfawo v (%) = flawo p) (X)] (96)
- p (t) (1)
< Eey) {||a||2\/||a||0igl[% o [(w?,x) = bi] = o [ (Wl x) — b] } 97)
< BaaJalla/lallo mase |jwy” = wie. 98)
Also, we have
OLp(fzw)| / (t)
=2 | = B [ w0 Gy [ ((w173) 1) | ©9)
<Bo1|w s +b (100)
<Bu([w = w2 + [wiV]|2) +b. (101)
O

We are now ready to prove the main theorem.

Theorem D.9 (Online Convex Optimization. Full Statement of Theorem D.1). Consider training by
Algorithm 3, and any § € (0, 1). Assume d > log m. Set

0w >0, b>0, W =n AY =0foralte{2,3,...,T},
,',)(1) -0 mln{o(n)?O(ng)}~ , )\(1) — L, Op = ) B(mp)% )
—0'(0)(Ba10wVd + b) n —£'(0)nM) By1v/Bg By
Let 0 < TnBy1 < o(1), m = Q (% + % (log (g))2) With probability at least 1 — § over the

initialization, there exists t € [T'] such that

2B, B
Lp (fz») <OPTa,.B.8, .5, +7Ba ( . 7(1; + By 2’7) (102)

- VIog mByi (mp)i ( B2,B? )
BBy TnB? b)O 1| +0 (| —=2= ).
+—n(yﬁ? 2By T x1+—nz> ( JB.Bo +1|+ T ()

Furthermore, for any € € (0, 1), set

1 3 4
-~ (BiB,B) [ B, 11 A 2
b_@< S ) m=9| 5 (rBaleu/BG +\/S+p(log(§>) . (103)

1
n=6 ‘ 1 : T—@<l>, (104)
VT Ba2 By Bz + mb Viog mBgi(mp)* +1 nBz1 (mp)z
(mp)% VByBg
we have there exists t € [T'] with
Pr[sign(fzw )(x) # y| < Lo (fzw) <OPTay.Br,s, . 5, T rBa1Br1y/27 + € (105)
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Proof of Theorem D.9. By m = ) (i + % (log (%))2> we have 2re~V™mP + =5 < 6. For any

NG
B, € (0,By), when 0, = © (W), by Theorem D.5, Lemma D.4, Lemma D.8, with
probability at least 1 — & over the initialization, we have

T

1
fz Lp (fzw) (106)
t=1
1 T
<7 Z (Lo (flaww b)) — Lo(fawm v+ Lo(fa,wm b)) (107)
\ 5H2 1) ILp(fzm)
+ 2 +4 —_— 108
2 + (2[a™ lav/m + 4nm) max, 2alD (108)
B4, B
<OPT4,,Br,S, ., 5, + 7Bat (FlBGbB + By1y/2 +B) (109)
+ Barllallz/Tally ma v = wi (110)
a b
+ B2 s (Ja® o +) (rﬁjx i =9l o o+ B> i
By Lemma D.4, Lemma D.6, Lemma D.7, when n") = © (72?1(3){(03("1);0%25)) we have
~ 1 ~ BaQBb
=0 2) =0 (- 112
Il =0 (rtm)?) . flall =0 (222% ) (112)
la®loc =0 (=nV¢(0)(BraouVd +1)) (113)
=min{O(n), O(nb)} (114)
bv/log mBg1
P 115
g%jx ||W ||2 ( BoB. (115)

max [|jw;") - WEUHQO(T??Bz1||a(1)||oo+TﬂzB§1,2?§X]||W§1)||2+Tﬂ23x15> (116)

1€[4m]
=0 | Tp*B% | max |wV |2 + b (117)
® i€[4m] ¢ Bml
Set B, = (fﬁ 5; we have o, = © (_4/(0)5((1?1;? BGBb> which satisfy the requirements.
Then,
1 T
T > Lo (fzw) (118)
t=1
2B,; [B
<OPTus5r.5,, 5, +7Bal PR =+ B2y (119)
(mp)7
by/logmBy1 b B2,B?
Bu2ByTn* B2 o | N2 et o _La2bi
+ (\/; 20p L1 Dy 1> BoB. + Bl + nTbQ(mp)%
2B,, [B
<OPT4r5p.5,. 5. +7Ba L 2 4 B2y (120)
¢ (mp)i V Be

. Viog mB, i B2, B2
n(\/?BaszTnBil+mb)o< 0g M B (mp) +1> +0(2>. (121)



Furthermore, for any € € (0, 1), set

1 3 4
- (BiBuwB, N B, 1 1y 2
b_9< e ) m=0| 5 <rBale/BG +\/g+p(log<6)) . (122)

1
0 =6 : 1 , T=6 () (123)
/T Bq2 By Bz1 +m6 ViegmBgi(mp)4 +1 nBy1(mp)7
(mp) & VBiBa
we have
T
1 28,1 By €
= =n) <OPTy., By | — /= + Bz1v/2 — 124
sz:;ﬁp (fz») <OPT4,; Bp.s, 5, +7Bal ((mp)}t \/ Bo + Bay1y/ 7) +3 (124)
B.1B2,B?
+0 <1“21b> (125)
b*(mp)1
<OPTar.Br,S, .5, T Ba1Beiyv/27 + € (126)
We finish the proof as the 0-1 classification error is bounded by the loss function, e.g.,
I[sign(f(x)) # y] < %, where £(0) = 1. O

D.3 More Discussion abut Setting

Range of 0,,. In practice, the value of o,, cannot be arbitrary, because its choice will have an effect
on the Gradient Feature set .S}, , B.,. On the other hand, d > log m is a natural assumption, otherwise,
the two-layer neural networks may fall in the NTK regime.

Parameter Choice. We use A = 1/7 in the first step so that the neural network will totally forget
its initialization, leading to the feature emergence here. This is a common setting for analysis
convenience in previous work, e.g., [32, 33, 105]. We can extend this to other choices (e.g., small
initialization and large step size for the first few steps), as long as after the gradient update, the
gradient dominates the neuron weights. We use A = 0 afterward as the regularization effect is weak
in our analysis. We can extend our analysis to A being a small value.

Early Stopping. Our analysis divides network learning into two stages: the feature learning stage,
and then classifier learning over the good features. The feature learning stage is simplified to one
gradient step for the convenience of analysis, while in practice feature learning can happen in multiple
steps. The current framework focuses on the gradient features in the early gradient steps, while
feature learning can also happen in later steps, in particular for more complicated data. It is an
interesting direction to extend the analysis to a longer training horizon.

Role of s. The s encodes the sign of the bias term, which is important. Recall that we do not
update the bias term for simplicity. Let’s consider a simple toy example. Assume we have f;(z) =
aro(w] x + 1), fo(z) = ago(wy x — 1) and f3(z) = ago(w, x + 2), where o is ReLU activation

function which is a homogeneous function.

1. The sign of the bias term is important. We can see that we always have a;0(w, = + 1) #
aso(wy x — 1) for any a1, wy, az, we. This means that fi(x) and fo(x) are intrinsically
different and have different active patterns. Thus, we need to handle the sign of the bias
term carefully.

2. The scaling of the bias is absorbed. On the other hand, we can see that a;o(w] x + 1) =
aga(w;—x + 2) when a; = 2a3, 2w; = ws. It means that the scale of the bias term is less
important, which can be absorbed into other terms.

Thus, we only need to handle bias with different signs carefully.
Gradient Feature Distribution. We may define a gradient feature distribution rather than a gradient

feature set. However, we find that the technical tools used in this continuous setting are pretty different
from the discrete version.
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Activation Functions. We can change the ReLU activation function to a sublinear activation
function, e.g. leaky ReLU, sigmoid, to get a similar conclusion. First, we need to introduce a
corresponding gradient feature set, and then we can make it by following the same analysis pipeline.
For simplicity, we present ReL.U only.

D.4 Gradient Feature Learning Framework under Empirical Risk with Sample Complexity

In this section, we consider training with empirical risk. Intuitively, the proof is straightforward from
the proof for population loss. We can simply replace the population loss with the empirical loss,
which will introduce an error term in the gradient analysis. We use concentration inequality to control
the error term and show that the error term depends inverse-polynomially on the sample size n.

Definition D.10 (Empirical Simplified Gradient Vector). Recall Z = {(x,y")},c(,, for any
w € R% b € R, an Empirical Simplified Gradient Vector is defined as

Gi(w,b) = % Sy OxOLjw TxO > b, (127)

l€[n]
Definition D.11 (Empirical Gradient Feature). Recall Z = {(x,y)},c(,), let w € R%, b € R

be random variables drawn from some distribution W, B. An Empirical Gradient Feature set with
parameters p,y, Bqg is defined as:

Sp~.Be (W, B) == {(D,s) PIZ‘) {é(w,b) € Cp,y and ||C~¥(W,b)||2 > Bg and s = |ZJ > p}.

When clear from context, write it as Sy, 4 Bg-

Considering training by Algorithm 1, we have the following results.
Theorem 3.12 (Main Result). Assume Assumption 3.1. For any €,6 € (0,1), if m < e and

4
1 Bb 1 1 r 2
=0 |~ (BB 52 | + =+ (0g(5)) ]
m e (r 1 1\/;> +\/3+p<0g 5)
T -0 (1 <\/FBa2B?BI1 erl;) (\/logm N 1 1 >) ,
€ (mp)Z \/BbBG Bwl(mp)Z
- ( m3pB2B4,B 3B, B2 1 1 1 B, T
n_q(meBeBunb | )2 Be By L (1 1) B T
logn €2r2BZ, B ByBg By p Be B3 ) [€(0)]? 0

then with initialization (8) and proper hyper-parameter values, we have with probability > 1 — ¢
over the initialization and training samples, there exists t € [T in Algorithm I with:

Pr[sign(fz (x)) # y] < Lp (fzm)

VB2 logn )

< OPT4,Bp.s +1rBa1Bgi4/2 +O<1
&rBr.Sp56 ' 1\/ 7 Be|0/(0)[n?

See the full statement and proof in Theorem D.17. Below, we show some lemmas used in the analysis

under empirical loss.
2

Lemma D.12 (Empirical Gradient Concentration Bound). When & > 51?2, with probability at

least 1 — O ( 1) over training samples, for all i € [4m), we have

|6Zz(fs) B aﬁp(fa) <0 <ai|\/m) , (128)

8Wi 8w1

nz2
2
OLz(fz) _0Lolfz)| _ ) (IwillzvBizlogm (129)
Oa; 0a; nz

(Hlalolialloo (maic amy [1Will2 B +B) + 1) Viogm

1
2

Lz (fz) - Lo (f=) (130)

<0
n
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Proof of Lemma D.12. First, we define,
20 =0y =)y o ((wix®) =) x| a3n
Eexy) ' (yf=(x))y [0" ((wi, x) — by)] x] . (132)
As|l'(z)] <1,]yl < 1,|0'(2)| < 1, we have z!) is zero-mean random vector with ||z("||, < 2B, as

well as £ [Hz(l) ||;] < B;». Then by Vector Bernstein Inequality, Lemma 18 in [

we have
Pr 0Lz(fz) _ OLp(f=) > \ai|z - Pr > 2 (133)
8w7; 3W1 9
. 134
Thus, let z = n~2 /B, log n, with probability at least 1 — O (1), we have
OLz(f=) _ ILp(f=) o @ ) (135)
ow; ow; ) nz

On the other hand, by Bernstein Inequality, for z > 0 we have

OLz(fz) OLp(fz) |
Pr ( oa;,  Oa > Z”“’z”?) (136)
(5 (rx0 e (x) )
l€[n]
—Eey) [ (yfz(x)y [0 (Wi, x) — bi)ﬂ) > Z||W1'||2> (138)
<2ex (-5"22> (139)
=P B+ 1B,z
Thus, when 1o§n -3 v/ B2 log n, with probability at least 1 — O (%), we have
0Lz(fz)  OLp(f=) 0 (||Wz‘||2v]?m2 10g”> . (140)
Oa; Oa; nz
Finally, we have
Lz (f=) - Lp (f=) (141)
1 n
== Z (¢(yVaT [oWTxD = b)|) ~ Epeypon [¢ (va” [o(WTx=B)])])|.  (142)

By Assumption 3.1, we have £ (yDa’ [o(WTx) — b)]) —E(x )p [( (va [c(WTx —Db)])] is
a zero-mean random variable, with bound 2||al|o ||a| oo (Max;c ) [|Wil|2 B +b)+2. By Hoeffding’s
inequality, for all z > 0, we have

Pr (|£z (f2) ~ Lo (f2)

22n
> z) <2exp | — _ S -
(Iallollalloc (maxie m) [Willa Bz +b) 4 1)
Thus, with probability at least 1 — O ( ) we have

(lallollalloc (maxicam Iwillo Be +B) + 1) viogn

1
n2

Lz (f2) ~ Lo (f2)| <O

(143)

O
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The gradients allow for obtaining a set of neurons approximating the “ground-truth” network with
comparable loss.

Lemma D.13 (Existence of Good Networks under Empirical Risk). Suppose —= >

logn
B2 1 B, _ 1 _
Q (B,I2 +5+ 7]3%'5,(20)‘2). Let A\ = R For any B, € (0, By), let 5, = © (

b
—If’(O)\n“)BcBe)
and § = 2re= V%" Then, with probability at least 1 — § over the initialization and training samples,
there exists &;’s such that f(z w) p)(X) = Zf;”l ;o (<W(1), X> — bi) satisfies

(3

Lp(fawm b)) (144)
2B2 B VBl
<rBa; ( 210 + Bml\/Z,y_'_ 0] <20g’l’b) + B€> + OPTd,T7BFysp.’y,Bg’ (145)

VmpBeBe Bg|¢'(0)|nz
al=0 <BB> ale=0 (”)
b(mp)4 b(mp)2

Proof of Lemma D.13. Denote p = O (%) and 8 = O (7”3‘110“) Note that by symmet-
n?2

ric initialization, we have ¢'(yfzw) (x)) = |¢/(0)| for any x € X, so that, by Lemma D.12,
we have Hé(wgo),bi) - G(w50)7bi)

and |allo = O (r(mp)?),

< [piy With probability at least 1 — p. Thus, by

2
union bound, we can see that S, . B,

have OPT

Consequently, we

C 8 8 .

= TrrrtsgeroBe T e
drBp.§ 5 s = OPTa,,Bp,8,,,.5,- Exactly follow the proof in
PPt Bl Pe T o)

Lemma D.4 by replacing S to S 8 8
Y TePIACNg Op.y.Bg P=PY+ oo Be ~ w o

. Then, we finish the proof by

We will use Theorem D.5 to prove that gradient descent learns a good classifier (Theorem D.17).
Theorem 3.12 is simply a direct corollary of Theorem D.17. To apply the theorem we first present a
few lemmas bounding the change in the network during steps.

Lemma D.14 (Bound of Z(©), Z(1) under Empirical Risk). Assume the same conditions as in
Lemma D.13, and d > log m, with probability at least 1 — 6 — # -0 (m) over the initialization

~ n
and training samples, ||a?||,, = O (w(ob)i %), and for all i € [4m], we have ||W§0)||2 =
0] (aw\/a). Finally, ||[a®| s = O (77(1)|€’(O)|(Bwlaw\/a + b) + (1) Zw/dBea loan “dBflogn), and for all
n2

(1) by/Tog m By by/Tog mBas log n
Wi ||2 =0 Bg B L+ & 2088 ),
GPe [€(0)|BgBen 2

i € [4m)],

Proof of Lemma D.14. The proof exactly follows the proof of Lemma D.6 with Lemma D.12. [

Lemma D.15 (Bound of =(*) under Empirical Risk). Assume the same conditions as in Lemma D. 14,
and let n = 0" forall t € {2,3,...,T}, 0 < TnB, < o(1), and 0 = X = \Y for all
t €{2,3,...,T}. With probability at least 1 — O (TTm) over training samples, for all i € [4m], for
allt € {2,3,...,T}, we have

O <o [ ja® (1) b A 146
2l <0 [ al] + w! ”2+(Bxl+m)+" (146)
n2
2
B,ologn Baologn
[wi” = w2 <O (tn (Bm + m) a®| + (Bm + \/ﬁ) w2
nz2 n

Bwl + 1
nz

+ 2 ( m) E). (147)
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Proof of Lemma D.15. The proof exactly follows the proof of Lemma D.7 with Lemma D.12. Note
that, we have

- )y y/Brgl
) <[l 4 (Bl o+ B) 4 1Y 2V Bezlog (148
n-2
v/ Bgologn
<]l ’+”<Bz1+2g> i ™ = wiVl2 4+, (149)
nz
where we denote Z; = (B 1+ Y ‘ilog"> |w; 1)H2 + b. Similarly, we have
2
_ vV Bgalogn _
u@“wwmzmﬁt”w9m+n(&ﬂ+1;g‘)a$”L (150)

We finish the proof by following the same arguments in the proof of Lemma D.7 and union bound. [

Lemma D.16 (Bound of Loss Gap and Gradient under Empirical Risk). Assume the same conditions
as in Lemma D.15. With probability at least 1 — O (%), forallt € [T), we have

‘sz (fawom) = ‘CD(f(é,W“),b))‘ (151)
(1o 1all e (mavsiciam W7 12 Bo +8) + 1) vViogn
T (152)
nz
+ Baaal2/allo max w)” —wiV2. (153)

With probability at least 1 — O (%),for allt € [T), i € [4m] we have

ALz (fzw) w1 \/ glogn>

RO (154)
a;

<&MMP—%”hﬂwﬁhﬁj+o<

Proof of Lemma D.16. By Lemma D.8 and Lemma D.12, with probability at least 1 — O (%) for all
t € [T, we have

‘Eg(t) (f(é,W(U,b)) - £’D(f(é,w(1),b))‘ (155)
< ‘Zz(t) (f(é,W(t)vb)) — ﬂD(f(g W b) ‘ |£D f(a W® b) ) — f(a W) b))‘ (156)
(Ha”O”aHOO(maXZE [4m] ||W ||2B + b + ]. logn
I (157)
n2
+ Barllallz/ally max o —wi o (158)

By Lemma D.8 and Lemma D.12, with probability at least 1 — O (L), for all t € [T}, i € [4m] we
have

AL 50 (foe ; ll2v/Boa1
zolUz)| o g (wl® = wPll + [wlle) + 5+ 0 [ [ 2y Brelogn) g5,
dal? ' ' ' nz
i
O

We are now ready to prove the main theorem.

Theorem D.17 (Online Convex Optimization under Empirical Risk. Full Statement of Theorem 3.12).
Consider training by Algorithm 1, and any 6 € (0,1). Assume d > logm. Set

0w >0, b>0, nW=n AXY=0foralte{2,3,...,T},
A N0 B N O (R 01 |
—(0)(By10wVd + ) 7 —0'(0)p™V Byav/Ba By
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1 n

2
Let 0 < TnBy; < o), m = Q (ﬁ + % (log (%)) ) and o >
2
Q (51'2 + % + (B% + B%) Ilﬁ% + TTm) With probability at least 1 — § over the initial-
T G xl

ization and training samples, there exists t € [T such that

Lp (f=w) (160)

Q\fBz /Bb glogn
SOP’I“L’"JBFvSPmBG B ( 1 +BI1\/ v BG|€'( )|nz (161)

9 ~ Vlog mBIl(mp)% Bngg
+ (\/7711123!,Tan1 + mb) 0) ( Vv O —Z22v ) (162)

nTH?(mp)*

Furthermore, for any € € (0,1), set

1 3 4
~ BAB.2 B} 1 By 1 1 7\ 2
p—o(2¢22% )\ ol = (rBuBui/ 2] + — + = (log (% ,
< VTrBa1 ) " pet <r 1o Bg> +\/3+p<0g(5>)

n =0 ¢ n ., T=6 (1) :
( ﬁi(;z]j%Bwl N mg) (W moa ot 1) 1By (mp)i
oo (e (oo B L () e
we have there exists t € [T with
Prsign(fzm )(x) # y|] <Lp (fz) (166)

V/Bga1
2ogn> +e (167)

SO S TB“B”I\/% e (BGIE’(O)In%

Proof of Theorem D.17. We follow the proof in Theorem D.9. By m = () (% +1 (log (1))2>

>Q(BQ+ +leé,( )‘2+ 5 ) we have 2re V2" + +O( )<5 For any

and I
og n

B. € (0,By), when 0, = © (W), by Theorem D.5, Lemma D.12, Lemma D.13,
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Lemma D.16, with probability at least 1 — ¢ over the initialization and training samples, we have

T
1
= e 1
7 ;ED (fz) (168)
1 T
ST D Lo (fz0) = Lzw (fzo) |+ = Z£z<t> (fzw) (169)
t=1
1 T ~ 1 ~
ST Z ILp (fzw) — Lzow (fzw) |+ T Z ‘£z<t> (faw® b)) — Lo(fawm b))‘ (170)
t=1 t=1
a1 ) Lz (fz)
+ Lo (fa,wm b)) + T + (2l[a"|l2v/m + 4nm) te[%f?exmm] 8a2(.t) (171)
<Baall2/Tallo ma ™ = wil (172)
(Nallolallo + mila® lloo) (maxiciam W™ ll2B, +5) +2) viogn s
nz

VBazlogn ) + B€> (174)

282 B,
OPT - Ba 171 BI 2 O > (i L
+OPTa;.Br.S, 1.5 + " Bar <WBGB€ * 1\/ v <Bg|éf(0)|n%

a
I8 4 4By (2o + )
(maxz€[4m Hw( )HQ\/ glogn>>

(175)

+ 2nT
T _ O ., b
- ma w® = w o + max s + - +0
i€[4m) i€dm) By Bain?
~ 1
Set B, = (B”)ll %, we have 0, = © ( zx(O)ﬁ(ﬁé))f T ) which satisfy the require-
mp)4 - £
i > 0 () when 0 =

ments. By Lemma D.13, Lemma D.14, Lemma D.15
min{O(n),0(nb) }
O (Gioih e ity ) we have

. 1 - BB - B, B
Jalo =0 (rmp)?) . ol =0 (7204 ) . Jale =0 (224) o
b(mp)1 b(mp)*
- owVdBgo logn
la®loe = (n“)w’(o)l(Bm,Mmb)+n<1>n; £ ) (177)
— min{O(n), O(nb)} (178)
() 8 0 b ;
7l 0 {1l + e ey 4 (179
zl T
n?2
(180)

b
<0 Dz + ——
= (Ierfi‘x el 50
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max
i€[dm

wwmzocﬂ%mruﬁﬂ%mwﬂmyﬁ
] Bg

B. |¢/(0 )|BgBEn2

%

Then, following the proof in Theorem D.9, we have

<OPT4, Br,S, 5, +7Ba1 (

+

<OPT4, Br,S, 4 5, +7Ba1 (

+n (\/;BaszTnle + mg) O <

o (5%

by/log m(mp)4
VByBg

+

+

HMH

n (\/;BaszTntl + mg) O <

f”(t)

2v2B,; [B
V2 1,/ ’7+Bm1\/2v+
BG

Viog mB,1(mp) 1

\ $2 lOg’I’L

|£(0 )Im>>

VB,Bo +>+ (

B2,B?

nTb2(mp) =

1

O(waam+mwﬂummmwmmﬁmm+w+®¢@m)

nz22

10) (mn max;efam) WS |2/ Bz log n)

Vlogn

1
nz22

228, B,
V2 ! ”+Bx1\/2w+o
BG

ViogmB,1(mp) 1

1
n2

(e

Vdiogn
1

nz

oo

byTogm(mp)’
VB Ba

Ton 1) o

Jr
VByBg B

bylogm(mp)t b >>

+ TnQBﬂB> B, + B) + 2>

+ TU2B116> V BJ,2> .
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o)

B2,B?

nTb2(mp) =

)

(181)

(182)

(183)

(184)

(185)

(186)

(187)

(188)

(189)

(190)

(191)

(192)

(193)

(194)

(195)

(196)

197)



Furthermore, for any € € (0, 1), set
1 3 4
~ BAB, 2B 1 By 1 1 7\ 2
b=0 | 262220 )\ = — (rBuBay/ 22 +—+7(1 (7)) ,
< V1rBa1 ) m pet <T al Pl Bg Vo p ) )

€

1

) e,

VT Ba2 By By B logmBg1(mp)* 1 NBg1 (mp) 1
T I VEBs

logn

n__q (M8 Balyllogm)” (mp)®Buslogm B} 1 (1 1\ Bw  Tm
62T2BQ1BG BbBG BIQ

and note that Bg < B, < B; and /B, < B, naturally, we have

1 T
T > Lo (fzw) (198)
t=1

+Bm1\/27+0 (W) (199)
Bg|t/(0)|n>

= B
SOPT‘L’“’BF’SPWBG +TBa1 <(mp)zlt Bﬁ(b;

B, B2,B? VI B,B2,\/B 2]
+E+O< ~1 a21b>+ OlgnO m a2 b(mp)2 ogm (200)
2 bQ(mp)Z nz TBal\/ BG
n \/lolgnO ev/Baz logm(mp) i 201)
nz vV ByBg
v Bgzologn
SOPTd7T'7BF7Sp,fy,BG + TBalel \/2’)/ + O <W (202)

We finish the proof as the 0-1 classification error is bounded by the loss function, e.g.,
I[sign(f(x)) # y] < %, where £(0) = 1.

O

E Applications in Special Cases

We present the case study of linear data in Appendix E.1, mixtures of Gaussians in Appendix E.2 and
Appendix E.3, parity functions in Appendix E.4, Appendix E.5 and Appendix E.6, and multiple-index
models in Appendix E.7.

In special case applications, we consider binary classification with hinge loss, e.g., £(z) = max{l —
2,0}. Let X = R< be the input space, and ) = {4-1} be the label space.

Remark E.1 (Hinge Loss and Logistic Loss). Both hinge loss and logistic loss can be used in special
cases and general cases. For convenience, we use hinge loss in special cases, where we can directly
get the ground-truth NN close form of the optimal solution which has zero loss. For logistic loss,
there is no zero-loss solution. We can still show that the OPT value has an exponentially small upper
bound at the cost of more computation.

E.1 Linear Data

Data Distributions. Suppose two labels are equiprobable, i.e., Ely = —1] = E[y = +1] = 1.
The input data are linearly separable and there is a ground truth direction w*, where |[w*||s = 1,
such that y (w*,x) > 0. We also assume E[y Py~ x] = 0, where P, is the projection operator on
the complementary space of the ground truth, i.e., the components of input data being orthogonal
with the ground truth are independent of the label y. We define the input data signal level as
p:= E[y (w*,x)] > 0 and the margin as 3 := miny , y (W*,x) > 0.

We call this data distribution Dj;,cqr-
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Lemma E.2 (Linear Data: Gradient Feature Set). Let b = d” B0, where T is any number large
enough to satisfy d7/?2=1 > Q ( Y=z2 ) For Diinear setting, we have (w*,—1) € S, , g, where

p:%, ’yz@(ﬁ), BG:p_G(;Zi?ﬁ)' (203)
Proof of Lemma E.2. By data distribution, we have
E ey [yx] = pw™. (204)
Define Sgyre : {7 € [m] : ||W§O)H2 < 2v/do,}. For all i € [m)], we have
Prfi € Ssure] = Priw®|l> < 2Viou] > 1. (205)
For all ¢ € Sgyre, by Markov’s inequality and considering neuron ¢ + m, we have
Pr [<w§§>m,x> by < 0] - _<w(°> > +b; < o} (206)
<Pr[w”21lx]l2 > bi] (207)
<pr Jxfy > L2 (208)
<O ( 1_1> . (209)
d 2
For all i € Sgy.e, by Holder’s inequality, we have
o [ (1 (%) 5]
[ o1 [ 5]) ]

|
s\/JE[leélE {(l — ot [(wi”,x) + bi])z] (212)

V BwQ
< .
<O (dT/Q—i (213)
We have
‘<G(W£3-)mvbi+m)>w>k>‘ ‘<G(W(O) 7bi)7W*>
=1— (0) (214)
IG(WLS, s Bign) 2 [G(w; ", —bi)]2
p-o ()
<1- —d (215)
vo ()
e <pd~7/2<11 = (216)
We finish the proof by b, L —— O

i+m |

Lemma E.3 (Linear Data: Existence of Good Networks). Assume the same conditions as in
Lemma E.2. Define

* —10 w*, x —10 —-w*,x
f (X)_B (w",x)) 3 ((=w",x)). (217)

For Diinear setting, we have f* € fd)T7BF)5meG, where v = 2, Bp = (Bga1,Ba2, Bp) =
(%’g’%&)’ p = % v o= ®<VB“1>, Be = p — @( VB*“I). We also have

pd7/2 Tk
OPT4,r.5r.5, . 5y = 0.
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Proof of Lemma E.3. By Lemma E.2 and Lemma F.3, we have f* € 4, p..s . We also have

p,v,Bg
OPTd,r,BF,SmeG <Lp,.ur([F) (218)
=E (x,y)~Diinear Lx) () 219)
=0. (220)
O

Theorem E.4 (Linear Data: Main Result). For Djipeqr setting, for any § € (0,1) and for any
e € (0,1) when

1111 1111
Ty Ty o T < d T: ] B:v ’ = 1 7B:Ea7a777,7 9 22]
5767/87p)_ea poy(m7 l) n poy(m 5 e /8 p) ( )
trained by Algorithm I with hinge loss, with probability at least 1 — § over the initialization, with
proper hyper-parameters, there exists t € [T such that

Prlsign(fzw (x)) # y] <e. (222)

m = poly (

Proof of Theorem E.4. Let b = d” B,y 0y, where 7 is a number large enough to satisfy d”/ -3 >

i
Q (—“ﬁ”) and O (m) < % By Lemma E.3, we have f* € ]-"d,,.7BF,5meG, where

r=2Br = (BB, By) = (3. . 5 ) p=4.7=9 (VBM ),BG = =0 (=),

pdTﬂi% dT/27i
We also have OPTd’T’yBF7Sy,'y,BG =0.

1 3
Adjust o, such that b= d" Byiop = © (Béf\/%lff)_ Injecting above parameters into Theo-

rem 3.12, we have with probability at least 1 — § over the initialization, with proper hyper-parameters,
there exists ¢ € [T'] such that

B, B, ) O(BxlBﬂi(logn)i

Prfsign(fza (x)) # 4] <O ( N B/’

) te/2<e  (223)
O

E.2 Mixture of Gaussians

We recap the problem setup in Section 4.1 for readers’ convenience.

E.2.1 Problem Setup

Data Distributions. We follow the notations from [99]. The data are from a mixture of r high-
dimensional Gaussians, and each Gaussian is assigned to one of two possible labels in Y = {£1}.
Let S(y) C [r] denote the set of indices of the Gaussians associated with the label y. The data
distribution is then:

9(x,9) = a)axly), axly) = > piN;(x), (224)
JES(Y)

where NV (x) is a multivariate normal distribution with mean y; and covariance ¥;, and p; are chosen
such that ¢(x, y) is correctly normalized.

‘We call this data distribution D,,,;zture-
We will make some assumptions about the Gaussians, for which we first introduce some notations.
Forall j € [r], let y(;y € {+1, —1} be the label for N;(x).
14 _ - _ .
D= —"— [j:=p; \/&, B, := min ||i||2, B2 :=max|i;l2, pp:= minp,.
J ||Uj||2 J J/ © jelr] H ]” H i€lr] ” JH jelr] J

Assumption E.5 (Mixture of Gaussians. Recap of Assumption 4.1). Let 8 < 7 < d be a parameter
that will control our final error guarantee. Assume
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* Equiprobable labels: q(—1) = q(+1) = 1/2.
* Forallj € [r], ¥j = 0jlaxa. Let op := maxj¢[,) 0; and opy := max{op, Bys}.

r<2d, pp =5 Q(é-ﬁ-x/W)SBMSBMzSd.

* The Gaussians are well-separated: for all i # j € [r], we have —1 < (D;, D;) < 0, where
0<0< min{er, %i: v/ legd}.

Below, we define a sufficient condition that randomly initialized weights will fall in nice gradients set
after the first gradient step update.

Definition E.6 (Mixture of Gaussians: Subset of Nice Gradients Set). Recall WEO) is the weight for
the i-th neuron at initialization. For all j € [r], let Sp, sure C [m] be those neurons that satisfy

* <W2(0)7,uj> > CSure,lbi’
o (W 1) < Coureby forall i # j, ' € [r].
(0) ‘2 < @(\/ao'w)'

. A
(2

w

E.2.2 Mixture of Gaussians: Feature Learning

We show the important Lemma E.7 first and defer other Lemmas after it.

Lemma E.7 (Mixture of Gaussians: Gradient Feature Set. Part statement of Lemma 4.3). Let
Csuyre,1 = % Csure2 = L b = Cy7dlogdo,op,, where Cy is a large enough universal

5:
constant. For Dpizture setting, we have (D;,+1) € Sy, 4 g, for all j € [r], where
B, 1
e i = 225
g (\/7ng03+ . d(9C3T03+2/(QB‘2‘1))) e o)
o
Bg = ppBuvVd— 0 (dfgt) . (226)

Proof of Lemma E.7. For all j € [r], by Lemma E.10, for all i € Sp; sures

(6w, bi). ;)
o 1G(wW”, b;) 227)

’<G(w,§0), bi), Dj>‘

<1 . - (228)
0 0
\/’<G(W§ )7bi)7Dj>‘ +maxprpl_g, D=1 ‘<G(W£ )abi)aDjJ">‘
(6w ). ;)|
=t (0) (0) (229
‘<G(Wi 7bi)’Dj>‘ +MaxpTpl_o,| D |lo=1 ‘<G(Wi 7bi)7Djl>‘
1
<1-— (230)
BwO( — >+”B+O(ﬁ)
1+ d 2
i BaVa(1-0()) ~Bua0 ( iy ) ~05+0 (')
7540 (zo7) 231)
- 1
PjBul\/& —op4+0 (W)
1
<goor—15 1 (232)

where the last inequality follows B,,; > € (O’ B4/ Th;gd)

41



Thus, we have G(w'”, b;) € Cp, ~ and ’<G(Wz('0),bi)7Dj>‘ < |Gw”,b))]l2 < Bax. ‘Ej‘ =
+1. Thus, by Lemma E.8, we have

b
PI; [G(w,b) € Cp, ~ and ||G(w,b)||2 > B¢ and ] = +1} (233)
>Pr [Z S SDJ',Sure} (234)
2p- (235)
Thus, (Dj,+1) € Sy, B, - We finish the proof. O

Below are Lemmas used in the proof of Lemma E.7. In Lemma E.8, we calculate p used in .S, 4 .

Lemma E.8 (Mixture of Gaussians: Geometry at Initialization. Lemma B.2 in [7]). Assume the

same conditions as in Lemma E.7, recall for all i € [m), WEO) ~ N (0,02 Iixq), over the random
initialization, we have for all i € [m],j € [r],

P € Sp. Sure| > © 5 ; . 236
[0 € Sp,sure] 2 <\/7ngaB+ 'd(golf”“z/(wil))) =

Proof of Lemma E.8. Recall for all I € [r], iy = p/V/d.

WLOG, let j = r. Foralll € [r — 1]. We define Z; = {l € [r — 1] : (D;,D,) > —6} and
= {l S [T — 1] -1< <Dl,Dr> < 79} WLOG, let Z; = [7‘1], Ly = {T1 + 1, - ,TQ}, where
0 <7r; <ry <r — 1. We define the following events

G = {<Wz('0)7p’l> < CSure,Zbi} ,CAl = {'<W§O),Mz>‘ < Csmneﬁgbi} . (237)

We define space A = span(py, ..., fr, ) and fi, = P41y, where P41 is the projection operator on

(i) o
[lper 113

b= {{(w, i) < Csuweabi} & = {| (W u)| < Couwmeabi}. @39)

the complementary space of A. For [ € Z5, we also define ji; = p; — , and the event

For [ € Z3, we have e = [ — Pl where p =0 So <W7/’Ll> = <W7/:Ll> - p(W,/J/T> < <W,ﬂl>
when (w, i) > 0. As a result, we have

i {<W§O)7Mr> > CSure,lbi} can {<W§O),Mr> > OS’ure,lbi} i (239)

By Assumption 4.1, we have

1 <1-r0<1-1r0< I l2 <1. (240)
2 ||,ur||2
We also have,
Pr (W 1) 2 Coureabi, Gy Gt 241)
=Pr [(w 1) > Csurebir G ] (242)
> Pr [(W, 1) = Coureabis Groees GGty G (243)
2 Pr [(w, 1r) 2 CsureabisCuvov G G o (244)
=Pr :<W§0)7,ur> > Csureabi|Ciy . - -7§r1,ér1+1, . -,C?m} Pr [617---,§r1,ém+1, . -757"2
Pr Mieprg1pt
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For the first condition in Definition E.6, we have,

pr =Pr [<W§O),Mr> > Csure1bi|Crs- - -aénaérﬁrlz e 757‘2:|
=Pr [<W§O),ﬂr + pr — [Lr> > Csurenbi|(r, - - -,érl]
>Pr [<W§O),[LT + pr — ﬂr> > Csure,1bi, <W§O)7Hr - ﬂr> > 0’61, . .,CATI}
=Pr [(W, iy + 1y = i) > Coupebi] (W =) 2 0,61,.,6
Pr[(wl = i) 2 0/, G

1 R R R . A
5 Pr |:<W7(;0)7/J/1" + oy — ,Ur> > CSure,lbi <W§0),Hr - Mr> >0,C15-- -, Cm
1 R A . A

25 Pr |:<W1(;0)7 .Ur> > Csure,1b; <W£0), Hr — ,uv"> >0,¢,0 gﬁ}
1
5 Pr |:<WZ(0)7,ar> > CSure,lbi:|

>0

[ ]l2
<W03+ L d(9CEron2/lIA13)) |7

(245)
(246)
(247)
(248)
(249)
(250)
(251)

(252)

(253)

where the last equality following that /i, is orthogonal with pq, ..., ¢, and the property of the

standard Gaussian vector, and the last inequality follows Lemma F.6.

For the second condition in Definition E.6, by Lemma F.6, we have,

= 17212
p1=Pr|G (Wom . (C3ron+2/(8]7113))

2 |2 : [[F22]|2
=P ( >Pr|é]>1-0
Pz =Prce Cl] = YM = ( Togdop, - d(Cirom=?/Elil?)

prot =Pr (GG GG ] 2 Pr[Gn] 2 Pr[G]

>1-0 [l 1|2 .
Vrlogdop, - d(Cion+?/Elinl13)
On the other hand, if X is a x?(k) random variable. Then we have

Pr(X > k+2Vkx 4 2x) <e™ ™.

Therefore, by assumption B,,; > (O‘ B+1/ Tlodgd>, we have

2
e (w0 2 0+ e T
+2(9C;Top4%/(2B2)) + 2) log d>

<0 !
- a2 . d(90§7'0'3+2/(2351)) :
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(256)
(257)

(258)

(259)

(260)

(261)

262)



Recall By,; = minjey [|f]|2, Bu2 = max; ey [|fij]]2. Thus, by union bound, we have

Pr[i € Sp, sure] (263)

1
>Ierpr = O (d2 ) d(gcsrosﬁ/(?Bﬁl))) -

2("‘) Bul 1= TB,U«Q (265)
Vrlogdop, - dCiTon+*/@BD) Vrlogdop, - d(CiTos+*/(8B}y))

1
B 2
0 <d2 . d(905703+2/(2B51))> (266)
>0 B . 267)
~ \Vrlogdopy - dCiTom/25])
O]

In Lemma E.9, we compute the activation pattern for the neurons in S D;,Sure-

Lemma E.9 (Mixture of Gaussians: Activation Pattern). Assume the same conditions as in Lemma E.7,
forall j € [r],i € Sp, sure, we have

(1) When x ~ N (uj,014xaq), the activation probability satisfies,

1
Pr [<w§°),x> b, > 0} >1-0(—=—). (268)
x~ N (pg,051axa) ’ dr
(2) Forall j’ # j,j' € [r], when x ~ Nj/ (s, X;/), the activation probability satisfies,
1
P O xV b, >0l<0(=). 269
XN_/\fj/(,LLj/I,‘O'j/Idxd) |:<W,L ’X> - :| - dT ( )

Proof of Lemma E.9. In the proof, we need b = Cy/7dlogdo,o B+, where C, is a large enough
universal constant. For the first statement, when x ~ N (1,0 1axa), by Csure,1 > %, we have

p [< (0) >—b»>0}> P [< ) >> 1— Cour b} 270
XNJ\/j(Hj’rﬁjfdxd) WX te _XNN(O,ffjfdxd) Wi = ( Su 671) i| @70

b.
> P O x)>_2¢ 271
2 N e [<wz ,X> > 2} (271)
b.
1 P O x)y <=t 272
XNN(QUI'deXd) |:<Wz 7X> >~ 9 :| ( )
>1— S A 273
>1 —exp 6(do20?) (273)
>1-0 (le) , (274)

where the third inequality follows the Chernoff bound and symmetricity of the Gaussian vector.

For the second statement, we prove similarly by 0 < Cgyre,2 < % O]

Then, Lemma E.10 gives gradients of neurons in .S D;,Sure- It shows that these gradients are highly
aligned with D;.

Lemma E.10 (Mixture of Gaussians: Feature Emergence). Assume the same conditions as in
Lemma E.7, forall j € [r], i € SDJVSWE, we have

<E<x,y> {yff’ (<W§0), X> - bi) x] ,y<j>Dj> (275)
>p;B,aVd (1 -0 (;)) — B,20 (;_) ) (dOlgT) : (276)
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For any unit vector Dj- which is orthogonal with D;, we have

(e o ()~ 02) <0 (1

Proof of Lemma E.10. For all j € [r], i € Sp, Sure, We have

B [ ((o175) )
3 e o (o013 )

- Z ply(l)ExNN(OJlfdxd) [0 (<W§O),X + ,LLl> - bi) (x + ﬂl)} .

le(r]

Thus, by Lemma F.7 and Lemma E.9,

(B [oo" ({”) =b:) x| o 2s)

=Pi BN (0,05 Iuxca) {0' (<W§0)7 x + Mj> - bz‘) (x+ Mj)TDa}

+ D POV ExeN 0.0 L) {0’ <<W§O)v X+ uz> - bi) (x+ m)TDj]

1€[r] l#]

1 1
i (0(2) X meioio(3)

le[r],l#7

—pj

- > mE

lelr],l#7

Eusoon [ () 0) 7D

x~N(0,0,1) { << 50),X + Mz> — bi) XTD]}

omi(1-0(3)) o (i)

—p;

*sz

lelr],i#5

Ewa(Oo I [(1 o’ << Z(O),X+Mj> —bi>

x~N(0,0,1) [ << ,(O)JC + uz> - bi) XTDJ} ‘

o (1-0(3)) -0 1)

—pj

*sz

lelr],l#£5

ot (s-0(4) o

1

-
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BN (0,0, 1) [(1 o’ << 50),X+Mj> —bi)> XTDJ’”
b

x~N(0,001) |: << Z(»O),X+Ml>f

)-ono

)xn]

1

d0.9‘r

1
>+O'B+O<

)]

)

1
dO 97

)

277)

(278)

(279)

(280)

(281)
(282)

(283)

(284)

(285)

(286)

(287)

(288)

(289)

(290)

(291)

(292)

(293)



For any unit vector DjL which is orthogonal with D;, similarly, we have

(e o (5 ~) ] 02)

<p; [Bxen(00, 1) [a’ (<w§°>, X + uj> - bi> xTDﬂ ‘ (295)
+ Y wfEenoan [ (W x4 ) =bi) x+u) D] @96)

lelrli#i
<B,»0 ( ! ) + 5 [Exon00,1 [ (< w! x+uj> bi) xTDjH (297)
+ > P B o) {0 (< © x+ul> bi) xTDﬂ‘ (298)

el i
<B,,0 ((;) +0p10 ( d019T> . (299)
0

E.2.3 Mixture of Gaussians: Final Guarantee

Lemma E.11 (Mixture of Gaussians: Existence of Good Networks. Part statement of Lemma 4.3).
Assume the same conditions as in Lemma E.7. Define

N Y9 o
x)—;m{o(@,@ 2y/rlogdopy )| . (300)

For Dpigture setting, we have [* € Firpps,. s, Wwhere Bp = (Ba1, Ba2,By) =

1 T / _ B _
( Tlogdop+ ' V/7Tlogdopy 2 TlOg dUB+> = © \/WUB+'d(QC§TaB+2/(2B‘2"1)) >’ 7=
ﬁ) BG = pBBlLl\[ -0 (501.3;:—) and le = (B’LLQ + O—B-Q—)\/ga BzQ = (Bp2 + UB+)2d-
We also have OPTy, B, s 3 4+ Wm.

p,v,Bg S dar

Proof of Lemma E.11. We can check By1 = (B2 + 054)Vd, By = (B + op)2d by direct

calculation. By Lemma E.7, we have f* € fdeF,smec.

For any j € [r], by B, > (03“/ ”Ogd) >4dopy %f‘i, we have

X 3 L) {<Dj’x> —2y/rlogdop; > m"m} 301)
x) + |l 1s]l2 — 2/ logdop > \/@034 (302)

> ol 05X+ VB, 2T logdon, > Vrlogdoss | (303
Pr [<Dj’x> > _WUB+] (304)

T x~NG(0,051axa)
1

>1 - — 305
>1-—, (305)

Pr [ D
x~N; (0,05 1axa) < ’

where the last inequality follows Chernoff bound.
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Forany [ # j,l € [r],by 0 < F UB* 4 we have

P D -2 log d >0 306
XNNJ‘(M,rffjldxd) [< %) TOsa0ny = } (306)
< P D 0B d—2 log d. >0 307
7x~Nj(07<IT.de><d) [< l’x> + u2\/> Ti0800Bt = :| ( )
< P D > log d 308
_XNNj(O’(rijdXd) {( 1, X) > /7 log 034 (308)
1

<. 309
< (309)

Thus, we have
Pr [yf*(x) > 1] (310)

(%,Y)~Dmizture

>3 p; ( Pr [<Dj7x> _9y/Tlogdog, > /7 log damD 311)
xNN (/ha”]ldxd)

JE[r]

_ ) P [ Di,x) — 2¢/Tlogdogy < o} 312
Z Pi Z x"‘-/\/j(#jvra'jldxd) < : X> T8 0B+ ( )
JEr] I#5,l€(r]

2
>1 — —. 313
> I (313)

We also have

E (x,)~Dmiwrure LY (x) < 1y f*(x)]] (314)

\/Tlog dop+
< — 2¢/1logd < +/7logd _
Z " (wa (/LJ’JJIdXd) [ 708005, Toe UB-J VTlogdopy
. / B (D1, x) —2y/Tlogdopy+
+ Z p; Z BN} (11,05 Taxa) {0 {<D1,X> 2y/Tlogdopy > O] Jrlogdops
JE€lr] 1#5,1€[r]
1 / Iy (Dy,x) — V/7logdop
édj + Z pj Z EXNNj(O,(TdeXd) |:0 {<D1,X> > TIOgdUB+:| VTlogdop,
J€lr] 1#£5,1€[r]
1
< 4
<o \/Tng Z Pj Z BN (0,1a ) { [<D17X> > \/Tlogd] <D1,X>} (315)
JElr] 1#5,1€[r]
1 4
<__ - 316
—dr + do-97 =1 /rlogd’ ©16)
where the second last inequality follows Lemma F.7 and r < 2d. Thus, we have
OPTd,TvBF7Sp,’Y,BG SE(X1Q)NDmimturc [Z(yf* (X))] (317)
=E (3 )~ Dy LY S (%) <11 = yf*(x))] (318)
<E(x)~Doizrare YL (X) < Uy f* (] + Egey)mDpmire L7 (%) < 1]]
3 4
<=4 319
—dr + dO.QTfl\/,Tng ( )
O

Theorem 4.4 (Mixtures of Gaussians: Main Result). Assume Assumption 4.1. For any €,6 € (0, 1),
when Algorithm 1 uses hinge loss with

11 1
m = poly (5, = d@(T”B+2/Bil),r7 pB> <el, T= poly (m), n = poly (m)
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and proper hyper-parameters, then with probability at least 1 — 0, there exists t € [T'] such that

Pr[sign(fzw (x)) # y] < % Te

Proof of Theorem 4.4. Let b= Cy/7d log do,0 5+, where CY is a large enough universal constant.
By Lemma E.l11, we have f* € FarBrs,, s, Where Bp = (Ba1, Ba2, By) =

( ! VT 72\/7'10gdor3+>, p =

Tlogdop+ ' V/Tlogdopy

0 B N

WUBJr'd(chTaBJrz/(zBﬁl)) s
ﬁ, BG = pBBlu.l\/g — O (503;) and B.”El = (B#Q —+ O'B_,’_)\/&’ B.’EQ — (B'“‘2 + UB+)2d
We also have OPTy ;. 5, s, 4

3 44
7 Ba = dr + d0-97=1/rlogd"

VrBa1
into Theorem 3.12, we have with probability at least 1 — § over the initialization, with proper
hyper-parameters, there exists ¢ € [T'] such that

1 3
Adjust o, such that b = Cyv/7dlogdo,op, = © w). Injecting above parameters

Prlsign(fz (x)) # y] (320)
5 A V2rB Ba1 Byt Baz# (logn) &
4
<3 " 52 0 TDa1 Dyl D2 ngn) +€/2
dr ' d99 =1 /rlogd = dO097-15)/2\/7logdop. v/Bagni
V27
S goar—os T & G20

O

E.3 Mixture of Gaussians - XOR
We consider a special Mixture of Gaussians distribution studied in [99]. Consider the same data
distribution in Appendix E.2.1 and Definition E.6 with the following assumptions.

Assumption E.12 (Mixture of Gaussians in [99]). Assume four Gaussians cluster with XOR-like
pattern, for any T > 0,

. r:4andp1 = pg = P3 :p4:i

* = —po ps = —pa and |||z = lluzlle = sl = llpallz = Vd and (p, us) = 0.
* Forallj € 4], ¥ =opljxgand1 < op < \/%‘

* Y =Y = landye) =ya) = -1

We denote this data distribution as D, zture—zor SEtting.

E.3.1 Mixture of Gaussians - XOR: Feature Learning

Lemma E.13 (Mixture of Gaussians in [99]: Gradient Feature Set). Let Csyren = g Csyre2 =

%, b= 7d loglog do,,op and d is large enough. For D izture—zor Setting, we have

(Dj,+1) € Sy~ B forall j € [4], where

p=06 1 S 7B (322)
VTloglogdog - (logd) =" Vd
Vd 1 .
Pe="r '\ (ogays)) - Toa g)00187 | - 323
G 4 ( 0 ((log d)so )) o0 ((log d)0_0187> (323)
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Proof of Lemma E.13. For all j € [r], by Lemma E.16, for all i € Sp, sure.

- ‘<G(W£0)’bi)aDj>‘

(324)
IG(W.”, by)|2
’<G(W1(0)7bl)7DJ>‘
<1 (325)
(0) 2 (0) nVE
(G b0, D) maxpr g o g -1 | (GO Do), DF |
‘<G(W§O)abi)aDj>
= (0) (0) (326)
‘<G(Wi 7bi)7Dj>‘ +MaXpT pi_g,|Dt=1 ‘<G(W¢ 1b75)7Djl>‘
1
<1-— - (327)
14 750 (g aors- )
(-0 (b ) ) -0 (rators-)
750 (Ggaror)
=7 ! - (328)
Vi (1-0(55i5%)) = 50 (wzaoe)
oB
< —= = 7. 329)
d v (
Thus, we have G(wgo),bi) € Cp,,, and ’<G(W§O)7bi)7Dj>‘ < HG(WZ(O)7bi)||2 < Bg1, ‘Ej‘ =
+1. Thus, by Lemma E.14, we have
b
Prb [G(w,b) € Cp, and ||G(w,b)||2 > Bg and ] = —&-1} (330)
w,
ZPI [Z € SDj,Sure} (331)
>p. (332)
Thus, (Dj,+1) € Sy +,B,;- We finish the proof. O

Lemma E.14 (Mixture of Gaussians in [99]: Geometry at Initialization). Assume the same conditions

as in Lemma E.13. Recall for all i € [m], WEO) ~ N (0,02 I1xq), over the random initialization, we
have for all i € [m], j € [4],

(333)

1
18702

V7 loglogdop - (logd) =

Proof of Lemma E.14. WLOG, let j = 1. By Assumption E.12, for the first condition in Defini-
tion E.6, we have,

Pr [Z € SDj,Sure] 29

1

Pr[(w” i) = Csurebi] =0 — | (334)
V7loglogdop - (logd) =
where the the last inequality follows Lemma F.6.
For the second condition in Definition E.6, by Lemma F.6, we have,
1 1
P [< (0 >‘<ome bl} S I 335
r|[(w;,p2)| < Csyreabi| > SN (335)
On the other hand, if X is a x?(k) random variable. Then we have
Pr(X > k+2Vkx 4 2x) <e™ ™. (336)
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Therefore, we have
1 2 18702 18702
Pr(— HWEO)H > d 42 T98 L 9) dloglogd +2 [ 9B 4 9 ) loglogd | (337)
) 2 25 2%

<0 L . (338)

o2
(log d)? - (log d) 7+~

Thus, by union bound, we have

(339)

1
18702

V7loglogdop - (logd) =

Pr [’L S SDj,Sure] >0

O

Lemma E.15 (Mixture of Gaussians in [99]: Activation Pattern). Assume the same conditions as in
Lemma E.13, for all j € [4],i € Sp, Sure, we have

(1) When x ~ N (uj, oplaxa), the activation probability satisfies,

Po [<w§0),x> —b; > 0} >1- (340)

x~Nj(pj,08Taxa

(logd)®
(2) Forall j’ # j,j' € [4], when x ~ Nj/(ujr, 0 plaxa), the activation probability satisfies,

et By [(573) =020 0 (o5 ). a4

Proof of Lemma E.15. In the proof, we need b=+/7d log log do,,0 . For the first statement, when
x ~ Nj(1tj, 05Iaxa), by Csure,1 > £, we have

{<w£0),x> —b; > 0} > Pr [<W§O),X> >(1- CSure,l)bi] (342)

x~ N (j,051dxa) x~ N (0,08 Taxa)

b;
> P (Wi x) = =2 (343)
x~N(0,051axd) 5
(0) b;
=1- Pr <wi 7x> < —— (344)
XNN(O,O'BIdxd) 5
b.2
>1— R 345
=T < 50do2 0% > (34)
1
1=, 346
- (log d)so (346)
where the third inequality follows the Chernoff bound and symmetricity of the Gaussian vector.
For the second statement, we prove similarly by 0 < Csyre2 < %. O]

Then, Lemma E.16 gives gradients of neurons in S D, Sure- 1t shows that these gradients are highly
aligned with D;.

Lemma E.16 (Mixture of Gaussians in [99]: Feature Emergence). Assume the same conditions as in
Lemma E.13, for all j € [4], i € Sp, Sure, we have

0

<E(x,y> [W' (<W§ ),X> - bi) X} 7y(j)Dj> (347)

1 1 1
> Vd[1-0 [ —— — 0O —mM ). 348
=V ( <<log e )) i ((log d>°-018f> (34)

For any unit vector Dj-‘ which is orthogonal with D;, we have
(0) n 1

‘<E(x’y) |:y0'/ (<W1 5X> — bz) X:| ’DJ >‘ SO’BO <(1()gd)00187> . (349)
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Proof of Lemma E.16. For all j € [4],7 € Sp; sure, We have

Ex) {ya' <<w1(0)’x> - bi) x]
_ Z EEXNM(x) [yg’ <<W§O)’ x> — b¢> X:|

lef4]

= Z YO ExnN (0,00 1axa) {0' (<W£O),X + uz> - bi) (x+ ,uz)}.

Thus, by Lemma F.7 and Lemma E.15,

(B 1 (9.5 =) 1)

1
:ZEXNN(O,UBIdXd) [JI (<W§O)7X+Mj> ) X+Mj :|
1
+ Z Zy(l)y(j)Ewa(O,olldxd) [ (< ) x+m> b ) (X—’_HI)TDj]
le[4],1#]

1+ 1 1, - 1
>—uID; (1-0(——=)) - ~\u D;|0 [ =
=1’ j( ((logdm» g il (dz)

Ie[4],1]

[
s [ (w5 1) -0) 0|
1)

5 e (o x+m> )b
© (o)) 3

Exn(0,0:1) |O (< w; X+Hl> )XTDj:|

(

42 -
*i < (logd >)

- 5 Hpesoon|

1
a7 (o w> SR

1 f( (IOgd )) i (longleST)'

For any unit vector Dl which is orthogonal with D;, similarly, we have

(B o ((2.5) )] )

1
IEij\f(o opl) { (<W§O),X+u]‘> _bz) XTDJJ_H

74
+ Z wa(O,Uzl) [OJ (<W§O)’X + :U'l> - bi) (X + :ul)TDgJ'_} ‘
l;ﬁj
1
SZ EXNN(O o’BI) |:OJ <<W£0)3X + /U]> - bL) XTDJJ'_:| ‘
+ Z XNN(O,JII) |:OJ (<Wz(0)a X+ ;U'l> - bz) XTD]J'_:| ’
l#]

1
< —_ ]
<050 < (log d)0-0187 )
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(350)

(351)

(352)

(353)
(354)

(355)

(356)

(357)

(358)

Bxn(0,05T) 1 o(< E()),X+uj>_bi)_1)XTDj”

(359)

Ex N (0,051) 1 U(< EO),X+Mj>7bi))XTDjH

(360)

(361)

(362)
(363)

(364)

(365)

(366)

(367)



E.3.2 Mixture of Gaussians - XOR: Final Guarantee

Lemma E.17 (Mixture of Gaussians in [99]: Existence of Good Networks). Assume the same

) Define

conditions as in Lemma E.13 and let 7 = 1 and when 0 < 7 < O (m

24:\/%03{ (¢Ds,%) = 2y/Flogdars ) | (368)

Jj=1
For Dpyivture—zor Setting, we have f* € ‘Fd;""BF,Sp,’y,BG’ where Bp = (Bga1,Ba2, By) =
1 2 = _ 1 _ o 1
(\/‘HogdUB’ ﬂogdaB’QleogdaB)’ p=9 (UB.(logdy%)’ 7= r=4%Bc=g3Vdand
By = (1+ 03)\/&, Byo = (14 0p)?d. We also have OPTy By,s, .. Bg < d37 + m.

Proof of Lemma E.17. We finish the proof by following the proof of Lemma E.11 O

Theorem E.18 (Mixture of Gaussians in [99]: Main Result). For D, izture—zor Setting with Assump-
tion E.12, when d is large enough, for any § € (0, 1) and for any € € (0, 1) when

2
m =0 (aB(logd)"zB ((bg <;>) + L th) + \}5> <e, (369)

T =poly(op,1/e,1/6,logd), (370)
~ m3(1 +o%) 2 Tm

—0 Bl 4oy (logd)® + 2, 371

n (62maX{0'B'(10gd)UB’1} op - (logd) S (371)

trained by Algorithm 1 with hinge loss, with probability at least 1 — § over the initialization and
training samples, with proper hyper-parameters, there exists t € [T such that

. 3 1 logn)i
Prlsign(fz (x)) # y] <O ((1 + O'é) <1 + W)) +e (372)
1 na
Proof of Theorem E.18. Let b = Vdloglogdo,op. By Lemma E.17, let 7 = 1 and
when 7 = O % , We have f* S fdw,BF’Sp‘%BG, where BF = (BCL17Ba27Bb) =
1 2 V= prpwam _ 1 _ 1
(\/i—logdoa’ \/‘FlogdUB’2 TlOng'B),p =0 (aB'(logd)f’QB)’ 7= \f’ r=4,Bg = \/Eand
Br1 = (14 0p)Vd, Bya = (1+ 0p)*d. Wealso have OPT . 5,5, | 5. < 2 + P AT L

1 3
Adjust o, such that b = /dloglogdo,op = © Béﬁ%]ff). Injecting above parameters into

Theorem 3.12, we have with probability at least 1 — § over the initialization, with proper hyper-
parameters, there exists ¢ € [T'] such that

Prlsign(fzm (x)) # y] <O ((1 + U%) <dll + (10g1n)4>> +e (373)

1 n
O

E.4 Parity Functions

We recap the problem setup in Section 4.2 for readers’ convenience.

E.4.1 Problem Setup

Data Distributions. Suppose M € R*? is an unknown dictionary with D columns that can be
regarded as patterns. For simplicity, assume d = D and M is orthonormal. Let ¢ € R be a hidden
representation vector. Let A C [D] be a subset of size 7k corresponding to the class relevant patterns
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and r is an odd number. Then the input is generated by M¢, and some function on ¢4 generates
the label. WLOG, let A = {1,...,rk}, At = {rk +1,...,d}. Also, we split A such that for all
jelr,A; ={( —1)k+1,...,jk}. Then the input x and the class label y are given by:

x =M, y = g"(¢a) =sign [ Y _XOR(¢4,) |, (374)

j=1

where g* is the ground-truth labeling function mapping from R"* to ) = {#£1}, ¢ 4 is the sub-vector
of ¢ with indices in A, and XOR(¢4,) = [];c 4, @1 is the parity function.

We still need to specify the distribution of ¢, which determines the structure of the input distribution:

Xi=(1=2rpa)Xu + Y palXjq + X 2). (375)
JElr]

For all corresponding ¢ 4. in X, we have VI € A+, independently:

+1, w.p.po
o =1 —1, w.p.po,
0, w.p. 1 —2p,

where p, controls the signal noise ratio: if p, is large, then there are many nonzero entries in A+
which are noise interfering with the learning of the ground-truth labeling function on A.

For corresponding ¢ 4, any j € [r], we have
s InXj, ¢4, =[+1,+1,..., +1]T and ® 4\ 4, only have zero elements.
cInXj_, ¢4, =[-1,-1,..., —1]7 and ¢ 4\ 4; only have zero elements.
* In Xy, we have ¢4 draw from {+1, —1}"* uniformly.

We call this data distribution Dpqyr-ity.

Assumption E.19 (Parity Functions. Recap of Assumption 4.5). Let 8 < 7 < d be a parameter that
will control our final error guarantee. Assume k is an odd number and:
rk
d—rk

1
k> Q(rlogd), d=>rk+ Q(rrlogd), pO:O( ), pAZE' (376)
Remark E.20. The assumptions require k, d, and p 4 to be sufficiently large so as to provide enough
large signals for learning. When p, = ©( di’i i) means that the signal noise ratio is constant: the
expected norm of ¢ o and that of ¢ o1 are comparable.

To apply our framework, again we only need to compute the parameters in the Gradient Feature set
and the corresponding optimal approximation loss. To this end, we first define the gradient features:
For all j € [r], let

. ZlEAj M,
12 1ea, Mill2

Remark E.21. Our data distribution is symmetric, which means for any ¢ € R%:

* —y=g"(—¢a) and —x = M(—9),
* P(¢) =P(—9),
. E(x,y) [yx] =0.

D; (377)

Below, we define a sufficient condition that randomly initialized weights will fall in nice gradients set
after the first gradient step update.

Definition E.22 (Parity Functions: Subset of Nice Gradients Set). Recall WEO) is the weight for the
i-th neuron at initialization. For all j € [r], let Sp, sure C [m] be those neurons that satisfy

o (0) . Csure,11.
<Wz‘ 7D]>2 Vi b;,
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(W, Dy )| < St forait 4 5,5 € D
’PAWEO)H2 < @(Maw)’
P 0T o)

2

where Py, P41 are the projection operator on the space M 4 and M 4. .

E.4.2 Parity Functions: Feature Learning

We show the important Lemma E.23 first and defer other Lemmas after it.

Lemma E.23 (Parity Functions: Gradient Feature Set. Part statement of Lemma 4.7). Let Csyre,1 =

%, Csure2 = % b= Oy /Trk log do,, where Cy, is a large enough universal constant. For Dpqrity
setting, we have (Dj,+1),(D;,—1) € Sy, . B, forall j € [r], where

1 1 k
p=0 5 V= T BGZ\/EPA—O \C . (378)
Vrrlogd - d(gcb”/g) d d

Proof of Lemma E.23. Note that for all | € [d], we have M| x = ¢;. For all j € [r], by Lemma E.26,

foralli € Sp; sure, wheny = d,%z,
(6w b:), ;)| = (1= DI Gw o)l (379)
‘M
=|<G<w§0>,bi>7zf};l> — (1 =lGw”, b (380)
2
>VEpa — (‘f) ! ) kp + >0 <le> (381)
le[d]
Vk 1 1

>Vkpa — O (w) = 2) (x/%pA +0 <d75>) (382)

pr VE 1
> — 0 o d7—> (383)
(384)

Thus,wehaveG(wg b;) € Cp, Wandpr O( ) < |G(w (0)>bi)H2 < \/EPA‘FO(d
ﬁ = +1. Thus, by Lemma E.24, we have

1
1)

b
Pr [G(w,b) € Cp,  and ||G(w,b)||2 > Bg and ] = —&-1} (385)
> Pr [l € SDj,Sure} (386)
>p. (387)
Thus, (Dj,+1) € S, B, Since E(x ,,)[yx] = 0, by Lemma F.2 and considering i € [2m] \ [m],
we have (D;, —1) € S, 4 .. We finish the proof. O

Below are Lemmas used in the proof of Lemma E.23. In Lemma E.24, we calculate p used in
Sp.~.Ba-
Lemma E.24 (Parity Functions: Geometry at Initialization. Lemma B.2 in [7]). Assume the same

conditions as in Lemma E.23, recall for all i € [m], w§0) ~ N(0,02 I4%4), over the random
initialization, we have for all i € [m],j € [r],

1
Pr|i € Sp, sure| > © . 388
(1€ Sp,sure) <W d(903”‘/8)> 359
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Proof of Lemma E.24. For every i € [m], j,j’ € [r], j # j', by Lemma F.6,

(0) CSure,l 1
p1=Pr [ w,’,D;) > bi] =06 5 (389)
1 < J> N /rrlogd - d(QCb‘rr/S)

. (0) , CSure,2 | _ 1
P2 =Pr U<WZ D1 >’ -V bl} =9 (x/rrlogd.d(cfﬂ”/s)> . (390)

On the other hand, if X is a X2 (k) random variable, by Lemma F.5, we have

V

Pr(X > k+2Vkx 4 2x) < e . (391)
Therefore, by assumption rk > Q(7rlogd),d — rk > Q(7rlogd) , we have
1 2
Pr (2 HPAWZ(O) H2 >rk+ 2\/(9037r/8 + 2)rklogd + 2 (9C;7r/8 + 2) log d) (392)
Uw
1
ol ——— ), 393
- (d2 . d(gchT‘/S)> (393)
1 2
Pr (02 HPAWZ@ H2 > (d —rk) +2,/(9C2rr/8 +2)(d — rk)logd + 2 (9CF7r/8 + 2) log d)
1
<O ——— . 394
- <d2 . d(QCfrr/S)) ( )
Thus, by union bound, and Dy, ..., D, being orthogonal with each other, we have
1
- o r—1 -
Pr[i € Sp, sure] =p1(1 —p2) O <d2 o /8)> (395)

0 CH— — (396)
Jrrlogd - d(°CiTr/8) Vrrlogd - d(CiTr/8)

1
-0 (d2 .d(gcgrr/8)> (397)
=0 ! . : (398)
(W 0T ) )
O

In Lemma E.25, we compute the activation pattern for the neurons in S D, ,Sure-

Lemma E.25 (Parity Functions: Activation Pattern). Assume the same conditions as in Lemma E.23,
forall j € [r],i € Sp; sure, we have

(1) When x ~ X, we have

2
(0) >t < v
Py <wl ,Ml¢>l> > ¢ _exp< @(Hw%u)) (399)

le AL

(2) When x ~ Xy, we have

Pr

XNXU

Z <W§O), Ml¢z>

leA

2

(3) When x ~ Xy, the activation probability satisfies,

(0) Y x
P %%wi M) = b; = 0 <0(d7>. (4o1)
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(4) When x ~ X 1, the activation probability satisfies,

EZQV,M@§—mgo;ﬂ—o(1). (402)

XNX7 * el dr

(5) Forall j' # j,j' € [r], s € {+,—}, when x ~ X}/ 5, or x ~ Xj _, the activation probability
satisfies,

Z <W§O)7MZ¢1> —b; 20| <O (le) : (403)

le[d]

(0)

Proof of Lemma E.25. For the first statement, when x ~ X, note that <wi Ml> ¢ is a mean-zero

sub-Gaussian random variable with sub-Gaussion norm © (‘ <w§0), Ml>’ \/pT,)

P13 (w2 Mg =t = Pr || D (Wi M) | > ¢ (404)
leAL leAl
t2
<exp | — 5 (405)
ZZEAL © <<W1(0)7Ml> po)
t2
< — 406
exP( @((d—rk)a%um) (100
t2
< -
<exp ( @(rkai)) , 407)

where the inequality follows general Hoeffding’s inequality.

For the second statement, when x ~ X7, by Hoeffding’s inequality,

Pr [Z(wE(’),Mm} >t = P [Z(wi‘”,Ml}@ Zt] (408)
U Lliea U Lea
t2
<2exp | — 5 (409)
2ZleA< Ml>
t2
< —_—]. 41
<o (“55) o

In the proof of the third to the last statement, we need b= Cyv/1rklogdo,,, where Cj is a large
enough universal constant.

For the third statement, when x ~ X7, by union bound and previous statements,

Pr w, ,M;¢;)—b; >0 (411)
XNXU lezd]< l l>
| (0) b; (0) b;
< Pr ZEZA<W M) > |+ P l; (w Migr) > . 412)
1
<O<m>' (413)
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For the forth statement, when x ~ X 1, by Cgyre,1 > % and previous statements,

pr |y <w§0>,1v11¢l> —b; >0 (414)

XX 4

= e I (W% M)+ 3T (Wi M) + 30 (Wi Migr) 2 by| @19)

x~Xj 4
[ 1€4; I€A\A; leAt
> Pr Z (W, Mi91) = (1 = Csure1)bs (416)
X~ X4
LleA+
> pr | Y <w<0> Ml¢l> > b (417)
x4 v o 2
[leA+
S1-0 (2 418)
-_ dT .
For the last statement, we prove similarly by 0 < Cgyre2 < % O]

Then, Lemma E.26 gives gradients of neurons in Sp; sure. It shows that these gradients are highly
aligned with D;.

Lemma E.26 (Parity Functions: Feature Emergence). Assume the same conditions as in Lemma E.23,
forall j € [r], i € Sp, Sure, we have the following holds:

(1) For alll € A}, we have

Pa=0 (dl) < e [0’ (w1 x) =) é1] <pa+0 (;) S @)
(2) Foralll € Ajs, any j' # j,j' € [r], we have
e oo (w0) -0 o] <0 ().
(3) Foralll € AL, we have
S o (w?) -m2) ]| <0 ().
Proof of Lemma E.26. For all | € [d], we have
Exy) {ya/ (<w§°), x> _ bi) @} (422)
3 (B 7 (o)) B[ ((w8n) )]
1e[r]
+ (1 - 2rpa)Exny [ya’ (<w§0>, x> - bi) ¢l}. (424)
For the first statement, for all [ € A;, by Lemma E.25 (3) and (4), we have
Ex,y) {yd' (<W§0)7 X> - bi) ¢z} (425)
e [ ()] () b))
+ (1 — 2rpa)Exmiy [ya ({(wi,x) - bi) qsl} 427)
o)) (2
>pa— 0 (dl) , (429)
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and we also have

S o (55) -5) o
e () ne )

+ (1 - 2rpa)Exmiy |yo' (< ©, >*bi) ¢z] (432)
<pa+0 <;T> . (433)

Similarly, for the second statement, for all I € A/, any j' # j,j’ € [r], by Lemma E.25 (3) and (5),
we have

B [v0” ((w”x) ~ i) 1] (434)
<l (e o7 (() = 0)] B, [0 () - mi) ) 40 ()
<0 (d17> . 435)

For the third statement, for all € A%, by Lemma E.25 (3), (4), (5), we have
‘]E<x,y> [vo' ((w\.x) = bi) & ‘ (436)

e o/ (W) < b2) ] < B o7 (w0) - b2) ][ 0 (%)

o o (w00) ) o] [ (0915) )] w0 ()
o[t (1 () 5) 8] (1 ((w"5) -m)) o]

1

+pa [Ex~x, , [¢1) = Exex, _ [#1]] +O <dT> (437)

o[ [ (05 =) ] [ () 0 ]

1
0] 438
co(2) s
<0 1 (439)
— dT b

where the second inequality follows 2rp4 < 1 and the third inequality follows the triangle inequality.
O

E.4.3 Parity Functions: Final Guarantee

Lemma E.27 (Parity Functions: Existence of Good Networks. Part statement of Lemma 4.7). Assume
the same conditions as in Lemma E.23. Define

r k
x)=> > (-1)*"Wk (440)
j=114i=0
2t —k—1 2t — k 2t —k+1
o | (Dj,x) — ————— | — 20| (Dj,x) — ——— | +0o | {(Dj,x) — —F— || .
e R (R R R (R R ]
For Dpariry setting, we have f* € fd,Sr(kH),Bp,Sm,BG’ where Brp = (Bqa1,Ba2,Bp) =

2Vk, 2/rk(k + 1 k+1) —@( 1 ) 1 Bg = Vkpa — (L)
( ( ) vk b V71rlog d~d(gcl?”'/8) T d a=z pA
and By, = Vd, Byo = d. We also have OPTd,3r(k+1),BF,Sp,«,,BG =0.
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Proof of Lemma E.27. We can check B, = \/37 B,2 = d by direct calculation. By Lemma E.23,

we have f* € Fd3r(k+1),Br,Sp. 5, - We note that

- ((Dj,x> - 2"\}‘%”) e ((Dj,x> - 22\;;) to ((Dﬁx) _ 2“\/’“;1) (441

is a bump function for (D;,x) at Z=£. We can check that y f*(x) > 1. Thus, we have

vk
OPT 430 (kt1),Br,5p 86 <LDpariey () (442)
=E ()~ Dyarivy Lix,) () (443)

=0. (444)

O

Theorem 4.8 (Parity Functions: Main Result). Assume Assumption 4.5. For any €,0 € (0,1), when
Algorithm 1 uses hinge loss with

11 1
m = p01y (7 77d®(7—r)a k7 -
0 € PA

and proper hyper-parameters, then with probability at least 1 — 0, there exists t € [T'] such that

k
Prlsign(fz (x)) # y] < ;f—i\g/z e

) <e’, T =poly(m), n=poly(m)

Proof of Theorem 4.8. Let b = Cy/rrk log do,, where C} is a large enough universal con-
stant. By Lemma E.27, we have f* € ]-'d,gr(kJrl),BFysmeG, where Bp = (Bg1, Ba2, By) =

k+1 _ 1 _ 1 _ VE

and Bml = \/8, B@Q S d We alSO have OPTd,?)T‘(k-i—l),Bp,S = 0

p,v.Bg

1 3
Adjust o, such that b = Cy/rrklogdo, = © (%). Injecting above parameters into

Theorem 3.12, we have with probability at least 1 — § over the initialization, with proper hyper-
parameters, there exists ¢ € [T'] such that

2\/57“\/%

Prsign(fzw (x)) # ¥l SW + 0 ( +e.

rBalelegil(log n)i tea< 3rvVk
Bons d(T—3)/2
O

E.5 Uniform Parity Functions

We consider the sparse parity problem over the uniform data distribution studied in [15]. We use
the properties of the problem to prove the key lemma (i.e., the existence of good networks) in our
framework and then derive the final guarantee from our theorem of the simple setting (Theorem 3.4).
We provide Theorem E.31 as (1) use it as a warm-up and (2) follow the original analysis in [15] to
give a comparison. We will provide Theorem E.40 as an alternative version that trains both layers.

Consider the same data distribution in Appendix E.4.1 and Definition E.22 with the following
assumptions.

Assumption E.28 (Uniform Parity Functions). We follow the data distribution in Appendix E.4.1.
Letr =1,py =0,p, = % M = ;.4 and d > 2k?, and k is an even number.

We denote this data distribution as Dpqrity—uniform Setting.

To apply our framework, again we only need to compute the parameters in the Gradient Feature set
and the corresponding optimal approximation loss. To this end, we first define the gradient features:

let
D — ZlGA Ml
12 1A Mull2

We follow the initialization and training dynamic in [15].

(445)
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Initialization and Loss. We use hinge loss and we have unbiased initialization, for all ¢ € [m],
a'® ~ Unif({£1}), w'? ~ Unif({£1}%),b; = Unif({—1+ 1/k,..., 1 — 1/k}).  (446)

Training Process. We use the following one-step training algorithm for this specific data distribu-
tion.

Algorithm 4 Network Training via Gradient Descent [15]. Special case of Algorithm 2
Initialize (a(®), W(®) b) as Nin Equation (8) and Equation (446); Sample Z ~ D} .. i torm
WO = WO — (Vi Lz(fao) + A\DWO)
a®) =a® — yW(V.Lz(fao) + ADa®)
for t=2toT do _

a® =alt=l) — sV, Lz (fou)
end for

Use the notation in Section 5.3 of [92], for every S € [n], s.t. |S| = k, we define

_ () d—1
&= Maj(S) = (-1)'F % -2‘(‘“’(H)- @47
(1@71) 2

Lemma E.29 (Uniform Parity Functions: Existence of Good Networks. Rephrase of Lemma 5 in

: _ 1€c—1] 1 — _ 1 (1 — 1
[15]). Foreverye,d € (0,1/2), denoting T Tor o3 TS let n e A g

m > k- 28log(k/d), n > 2 log(4dm/8) and d > Q (k*log(kd/e)), w.p. at least 1 — 2 over the
initialization and the training samples, there exists & € R™ with ||a||oo < 8k and ||a|z < 8kVE
such that f (5 w) 1) satisfies

EDpa,rity—unifo'r'ln (f(é,W(l),b)) <e (448)

Additionally, it holds that ||o(W® " x — b)||sc < d + 1.

Remark E.30. In []5], they update the bias term in the first gradient step. However, if we check the
proof carefully, we can see that the fixed bias still goes through all their analysis.

E.5.1 Uniform Parity Functions: Final Guarantee

Considering training by Algorithm 4, we have the following results.

Theorem E.31 (Uniform Parity Functions: Main Result). Fix ¢ € (0,1/2) and let m >
Q (k- 2% log(k/e)), n > O (k7/6d(ki1) log(kd/€) log(dm/e) + k3ﬂ;d2), d > Q (k*log(kd/e)).

Let 'V = b, AV = &5, and n = 0™ = © (), forall t € {2,3,....T}. If

T >0 (%), then training by Algorithm 4 with hinge loss, w.h.p. over the initialization

and the training samples, there exists t € [T'] such that

Prsign(fz®)(X) # Y] < LD, 0riryunisorm f@a® W by < € (449)

Proof of Theorem E.31. By Lemma E.29, w.h.p., we have for properly chosen hyper-parameters,

(450)

Wl ™

OPTwm b8, < LDparivy—uniform (f(a,wm,b)) <
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We compute the L-smooth constant of Lz ( fawn ,b)) to a.

VaLz (faywr ) = Valz (faywom)| @s1)
1
= Z [(5/ (Y f o w0y (X)) = € (Yf o w1y (%)) o(WD T — b)] (452)
xeZ 2
1
<[220 [Haniwo ) (30) = fraw oy ()| (W T — b)) (453)
xEZ 2
1 2
<> [Ilal ~all, Ho(W“)Tx—b)M. (454)
XcZ
By the Lemma E.29, we have HO’(W(l)TX —b)||ec < d+ 1. Thus, we have,
1 2
ot gl :
0 (n ; o x=b)| (455)
< O(d*m). (456)

This means that we can let n = © (75— ) and we will get our convergence result. Note that we have
a = 0and |||, = O (lm/E) So, if we choose T' > () (g), there exists ¢ € [T such that

~ ~ a_a
Lz (f(a<t>7w<1),b)) —Lz (f(g,wunb)) <0 (u) < €/3.

\/nau%(uw<l>H%Biﬂ\bn%) <
7 <

We also have

5. Then our theorem gets proved by Theorem 3.4. O

E.6 Uniform Parity Functions: Alternative Analysis

It is also possible to unify [15] into our general Gradient Feature Learning Framework by mildly
modifying the framework in Theorem 3.12. In order to do that, we first need to use a different metric
in the definition of gradient features.

E.6.1 Modified General Feature Learning Framework for Uniform Parity Functions

Definition E.32 (Gradient Feature with Infinity Norm). For a unit vector D € R% with
[Dl2 = 1, and a v € (0,1), a direction neighborhood (cone) C35 ., is defined as: C3 . =

{v |

tion W, B. A Gradient Feature set with parameters p, Voo, Ba, Bg1 is defined as:

b
50500 V. B) = {(D.5) | D1 [6(w.0) € €5, B = 16w D)2 > B s = ] = 0,
When clear from context, write it as Sz??wm.,Bc,Bcl'
Definition E.33 (Optimal Approximation via Gradient Features with Infinity Norm). The Optimal
Approximation network and loss using gradient feature induced networks Fgq . B, s are

Yoo, Ba,Bag1
defined as:

‘L — DH < 'yoo} .Letw € R% b € R be random variables drawn from some distribu-

[wl]

= argmin Lp(f), 457
fefd,r,BF,S;?,Yoo,BG,Bcl

b g = min Lp(f). (458)
o, Bg,Ba1 fe]-'d,r,BF,g;v%o Bg. By

OPTayr,Br 55,

We consider the data distribution in Appendix E.4.1 with Assumption E.28, i.e., Dparity—uniform
in Appendix E.5. Note that with this dataset, we have ||x|| < Bioo = 1. We use the following
unbiased initialization:

fori € {1,....,m}: a®” ~N(0,02),w? ~ {£1}4 b, =b< 1,
= —a

fori e {m—+1,...,2m}: ago) E(i)m,wgo) = *Wgo_)m,bi = —bi_m,
forie {2m+1,....4m}: a” =—al” W@ =w b, =b; s, (459
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Let V; denote the gradient of the i-th neuron Vy,, L ( f=(0) ). Denote the subset of neurons with nice
gradients approximating feature (D, s) as:

b; Vi
P . =< e [ | B <
(D7S),N’LC€ {’L € [Qm] s |bz|’ Hvz” DHOO — ’YOOa

Lemma E.34 (Existence of Good Networks. Modified Version of Lemma 3.14 Under Uniform
Parity Setting). Let \() = 77(711) For any B. € (0,By), let 0, = © (W) and § =

2re” VP d%. Then, with probability at least 1 — § over the initialization, there exists a;’s such
that fa w py(X) = Zf’:"l a;o <<w£1), x> — bi) satisfies

2| Bar > |Vill, > [a”| Be }.

By1Bc1 By
v/mpBgB.

st 0 a1,
b(mp)*

ED(f(é,w(l)7b)) < rBga1 ( + v 2log(d)dyeo + Be> + OPTd,r,BF,S;O

oo B Ba1’
and ||allo = O (r(mp)*), ilw=0 <Ble>
b(mp)2

Proof of Lemma E.34. Recall f*(x) = Z;:l a;fo(<w;,x> - b¥), where f* €
FiarBr.SE, _ pe s, 1§ defined in Definition E.33 and let 57 = “l;—i‘. By Lemma D.3, with

probability at least 1 — §1, 1 = 2re P, for all j € [r], we have \G‘(f’v*‘ ) | > “P. Then

,55),Nice
foralli € GFL. o) niee © [2m], we have —E/(O)n(l)G(WEO), bi)%; only depend on wgo) and b,
RN
(0)

which is independent of a, *. Given Definition E.32, we have

b B, B
4(0)77“)||G<w§°>,bi>||27f € [wom(”BM;, e’(o>n<1>Bm;] : (460)

We split [r] into I' = {j € [r] : [bj| < B}, ' ={j € [r] : b < —Bc}and Ty = {j € [r] :

b* > B.}. Let e, = % Then we know that for all j € T'y UT—, forall i € G- .- yicer
we have
b*
P a0 e b2 -1 <] @61)
al” v N (0,02) b
(0) yr (1) (0) |b§|
= Pr 1—¢, < —a, l'(0)n'V]|G(w;’,bi)|a— < 1+4e€, (462)
al® ~N(0,02) b
0 *
_ b iie <40 |G D) 463)
g~N(0,1) ‘- BeB. -
BB, BaB.
= Pr l(l —€,)0 ( (O)G ) <9< (1+¢6)0 ( (o)G )1
g~N(0,1) [G(w; ", bi)2|bj] |G (w; 7, bi)ll2[b}]
aBacBe
-0 ( 6(0) G ) (464)
1G(w; ™, b;)||2[bj]
eaBgBE)
>Q (=G 465
- < Ba1By (409
1
—0(—). (466)
()

Thus, with probability 2 (ﬁ) over a§0), we have

b*| b
2O MG w® byl 2 — 1] < o _of__b
‘%€®M|leﬁMbg 1wfm a”| O<JWMW&£J' (467)
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Similarly, for j € I, forall i € G?° with probability ( #) over al(o)

(w},s3),Nice /mp » we have

B.
~al 0 (OO b= 1] <,

(0) =0 # 468
"] (—ef<o>n<1>BGBe>' (“108)

Forall j € [r], let A; C G((’jv* %), Nice be the set of ’s such that condition Equation (467) or
3730

Equation (468) are satisfied. By Chernoff bound and union bound, with probability at least 1 —
02, 02 = re~ VP forall j € [r] we have |A;| > Q(,/mp). We have forVj e I'y UT_,Vi € A,

[bj | \
‘aj (wi®) )~ (w}.x) (469)
by w wt) wt .
< <a§°>€’<0>n“>||G<w£0>,bi>|2f e — T x )+ (— e —wix
b wi Ml w2 [[w; |2
<eal[x[]2 + /2log(d)doo- (470)
With probability 1 — d% by Hoeffding’s inequality. Similarly, for Vj € I', Vi € A;,
De (wi® L x)| < 2log(d)d 471
= (witx) = (W) < calll> + v/ 2 og(d) e @71

Ifi € Ajj € Ty U, seta; = aj o, if i € Ay, j € I set & = aj Lo, otherwise set & = 0,
J J
we have [|alo = O (r(mp)%), lalls = O (ﬁ) |a]lsc = O (ﬁ)
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Finally, we have

Lp(fa,wm b)) (472)
=Lp(fa,wm b)) — Lo(f*) + Lp(f*) (473)
Eixy) [[faww by (%) = FFX)]] + Lo (f*) (474)

[ m 2m
< || (o) 1)+ 55w (o) 4) - it
i=1 i=m+1

+Lp(f*) (475)

1 b 7 * *
By || D, D2 A ‘ba ((wi,x) =) = o((w}, %) = b)) (476)
L JeEr L i€A;
+ By || S0 ar L ‘ b3, (<w€” x> + E) o((w?,x) — b?) 477
X,y . ; |A ‘ b [ 7 J

L JET _ i€

+ By DD & A ‘ ((wiV,x) = b) = o((wj.x) = B))||| +Lo(f*) @78)
]EF 1€EA;
LY VAN \
<E(x,y) Z Z ITA,| T <Wi aX> (W}, %) (479)
Jjelry lEA
+ E(x,y) Z *i ‘lbﬂ <w(1) x> — <W"f x> (480)
Y . ; |A ‘ b [ 77
L JET _ i€
« 1 B, (1) "
By [|D0 2 a5 |5 (wiox) + B = (wj,x)||| + £o(F) (481)
— . b
L jeET i€

<rlla*(joc (€aExy) IXll2 + v/21og(d)dVeo) + [T[[|a" [|oo Be + Lp(f7) (482)
<rBai(€aBa1 + v/2108(d)dyoc) + [T Bat Be + OPTa s, (483)
We finish the proof by union bound and § > &1 + d2 + d—z. O

Lemma E.35 (Empirical Gradient Concentration Bound for Single Coordinate). For i € [m], when

n > (log(d))®, with probability at least 1 — O (exp (—n%)) over training samples, we have
0Lz(fz) OLo(fz)

8wi7j 8wi7j

ns

<0 <|a|5:“’°> , Vjeld]. (484)

Proof of Lemma E.35. First, we define,
20 =0 )y o ((wix®) = by) x| (485)
]

= By [ (wfz(x)y [0 (Wi, x) = bi)] x; (486)
As 0(2) < 1,]y| < 1,]0"(2)| < 1, we have 2{'] i oo
2
as well as E { zl(lj)’ } < 4B2_ . Then by Bernstein Inequality, for 0 < z < 2B, we have
2
0Lz(fz) OLp(fz) 0
" (’ owi; 0wy = [ailz | = Pr Z Zij| 2% (487)
52
< -n - . 488
o) e
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Thus, for some i € [m], when n > (log(d))®, with probability at least 1 — O (exp © (—n%>>, from

a union bound over j € [d], we have, for Vj € [d],

ILz(f=) OLp(f= /|B
elfz) Dol g (1B, 59)

8wi7j 3Wi7j ns3
O
Lemma E.36 (Existence of Good Networks under Empirical Risk. Modi-
fied version of Lemma D.13 Under Uniform Parity Setting). Suppose n >

3
By 1 Bioo Bioo _ 1

Q(<¢BTQ+1°gp+Bcwo>| + mton) +(10g(d))6>' Let X = 5t For any
B. € (0,By), let 0, = O (W) and § = 2re V7 + ==. Then, with proba-

bility at least 1 — § over the initialization and training samples, there exists a;’s such that

fawm ) (x) =0 a0 (<wfl), x> - bi) satisfies

Lp(fa,ww b)) (490)
ZBrlBGle Broo
<rB _— 2log(d)d Ol ———~ B. OPTy oo ,
ST Da1 < \/Tn—pBGBe + Og( ) <'700 + <BG|€I(O)7’L§>) + ) + a1, BF.S57, Be.Bar

and |allo = O (r(mp)?),

= _ Ba2 By,
all: =0 <é<mp>i>’

Proof of Lemma E.36. Denote p = O (exp S} (—n%>> and 5 = O (
initialization, we have ¢'(y f=«) (x)) = |¢'(0)] for any x € X, so that by Lemma E.35, we have

é”oo -0 (~Balei )
b(mp)2

) Note that by symmetric
3

é(wgo),bi)j - G(WEO), bi)j‘ < W(LOM with probability at least 1 — p. Thus, by union bound,
we can see that S v Ba Bon - SP—Pv’YoﬁBG@(o)\ Bo— vz'<o>| Bcl+w<o)| . Consequently, we have

OPT, . 5, g < OPTy, Bp,s=
P—pP, Yoot ,Bgi1+

Exactly follow the

P, Yoo Bg Bg

B B
Bl 6T W(o)\ W(O)\

proof in Lemma D.4 by replacing S;°. 5 g, t0 §oe . Then,
P:YoosBG,BG1 p— pPY°°+Bc\€’(0)\ ,Ba— ‘[/(0)‘ BGIJF‘[/(O)‘

we finish the proof by p < &, W(O)I < (1-1/v2)Bg, ol 0)| < (V2 -1)Bg. O

Theorem E.37 (Online Convex Optimization under Empirical Risk. Modified version of Theo-
rem D.17 Under Uniform Parity Setting ). Consider training by Algorithm 1, and any 6 € (0,1).
Assume d > logm,§ < O(;). Set

0w >0, b>0, n® =y, /\(t)=0f0rall?f€{2,3,...,T}7

1 _ min{O(n), O(nb)} 1 _
{ @<4%xzmmf+a>A

- :@< b(mp) )
n<1>’ “ —0(0)7) By VBB,

Ve
3
Q ((\/[1%2 —&-logq;—g” +(1+ %G + Bél)‘gfgjl) ) With probability at least 1 — § over the

Let 0 < TnBn < o), m = Q (i + % (log (%))2) and n >
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initialization and training samples, there exists t € [T] such that

Lp (fzm) b
2v2\/BaBai [ By ( ( Buoo ))
SOPTar.Br.5, .5, + 7B | ———1—\/ 5. + V2log(d)d | yoo + O | —————
= d,r,Br,Sp,~, e} 1 ( (mp)Z BG g( ) 7 BG|€/(O)|7’L§
. VIogmByi (mp)* ( B}, B} )
+ 1 (VFBa2ByTnB2, + mb) O +1)+0 (| —=2=> 492
0 (VBB T + ) ( VBiBa i)
1 rBa1 By, bylogm (mp% b
1o 1By 493
ns << b m( VByBa Bwl Y
.((wmww Bﬂb>3 +b> +2> 49
ByBg
1o (mn (‘Wm Bﬂb) ) (495)
ns ByBg

Furthermore, for any € € (0,1), set

1 3 4
- BAB.o B/ 1 [ By 11 7\ 2
b=0 | =0 =Q| — [ rBaivV/Bu1Bei1y/ — — 4+ = (log (= ,
© < VrBa1 >  m pet (T ! 1re Bg> + Ve * D (og <5))

1
n =0 ‘ , T'=0 (B()1> )
/TBa2By By 7 \/log7nBT1(mp)4 nNbgz1(mp)=
( ot mb) ( VBEs 1)
3
mBy B2,/ By(m 2 logm B, Tm 1 1 | Biso 3
n =0 w2V By(mp)? log +( tlog =« + (14 5+ ——) ) ,
ETBa1 vV BG \/B‘LQ 5 BG BGl M (O)|
we have there exists t € [T with
Prlsign(fzw)(x) # 9] < Lo (fzw) (496)
B(EOO
<OPTd "BE.SE,  peBes + rBa1v/2 log(d)d ('700 +0 (WW)) + €. 497)
Proof of Theorem E.37. Proof of the theorem and parameter choices remain the same as Theo-
rem D.17 except for setting B, = Y5 1;901 \/ B B” and apply Lemma E.36. O
mp 4

E.6.2 Feature Learning of Uniform Parity Functions

‘We denote
gij = Ex) {ya' {<w§0),x> — bi] x]} (498)

n—1
k-1 (kzl> y(n—1
Ge=(-1)7 2L 27D (T 7). (499)
n—1
(:=)
Lemma E.38 (Uniform Parity Functions: Gradient Feature Learning. Corollary of Lemma 3 in [15]).
Assume that n > 2(k + 1)2. Then, the following holds:
Ifj € A, then

2

gij=6- J[ w9 (500)

leA\{j}
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Ifi ¢ A, then
=& J[ ). (501)
leAU{j}

Lemma E.39 (Uniform Parity Functions: Existence of Good Networks (Alternative)). Assume the
same condition as in Lemma E.38. Define

po 2eaMi (502)
12 1ea M2
and

k

=> (-)Vk (503)
i=0
2i—k—1 2i — k 2i —k+1

|:0‘ ((D,x> N ) 20 ((D,x) 7 ) +o ((D,X> 7 )] :
For Dparity—uniform Setting, we have f* €  Fg3(kt1),Bp,5% where Bp =

P,YoosBag Bg1
(Bat, Baz, By) = (2vk,2y/(k(k + 1), 52}, p = 0 (551), 700 = 0 (%), Ba = ©(Ben) =
O(d~*) and By, = V/d, By, = d. We also have OPTy B(k+1),Br,S2  p po, — 0.

Proof of Lemma E.39. Fix index i, with probability p; = ©(27%), we will have

© _ (0)
w, i = sign(a; ")
have:

- sign(&k—1), for Vj. For WEO) that satisfy these conditions, we will

Slgn(aEO))gi,j =|&-1|, Vj€A (504)
sign(al”)gi; = |&1], Vi ¢ A. (505)

Then by Lemma 4 in [15], we have

(0) (0) b 1 1 1
Slgﬂ( )(g)( > ) —D < max e ﬁ , - - (506)
G (w;”, )| " ky/t+ - (d—k)\/+ + 7
vk
< — 507
N (507)
and

Isign(a{”)G(w(”,b)l|2 = VK& 1> + (d = k)& 2 = ©(dOD). (508)
From here, we can see that if we set 7o, = d‘fk, Bg = Bg1 = \/k|§k_1|2 + (d—k)|€k+1]?,
p = p1, we will have (D, +1),(D,—1) € S5 o Ba.Be, DY our symmetric initialization. As a result,
we have f* € Fa3(k+1),Br,55, e, Fmally, it is easy to verify that f*(x) = XOR(x4), thus
OPT43(k+41),Bp,5 =0. O

P;voosBa,Bai1

Theorem E.40 (Uniform Parity Functions: Main Result (Alternative)). For Dpqrity—uniform Setting,
forany § € (0,1) satisfying § < O(gz) and for any € € (0,1) when

1\ 1
m = poly <log (5) 2,290, d) T=0 (d@(k)) n=0 (d@(k)> (509)

trained by Algorithm I with hinge loss, with probability at least 1 — § over the initialization, with
proper hyper-parameters, there exists t € [T'] such that

2
Prlsign(fz () # ] <D 4 (510)

Proof of Theorem E.40. Plug the values of parameters into Theorem E.37 and directly get the result.
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E.7 Multiple Index Model with Low Degree Polynomial
E.7.1 Problem Setup

The multiple-index data problem has been used for studying network learning [18, 32]. We consider
proving guarantees for the setting in [32], following our framework. We use the properties of the
problem to prove the key lemma (i.e., the existence of good networks) in our framework and then
derive the final guarantee from our theorem of the simple setting (Theorem 3.4).

Data Distributions. We draw input from the distribution Dy = N(0, I3xq), and we assume
the target function is g*(x) : R? — R, where g* is a degree 7 polynomial normalized so that
Ex~p [g7(%)?] = 1.

Assumption E.41. There exists linearly independent vectors uy,...,u, such that g*(x) =
g((x,u1), .., (X, u.)). H := Exup, [V2g*(x)] has rank v, where H is a Hessian matrix.

Definition E.42. Denote the normalized condition number of H by

_ Iii I 511)
Initialization and Loss. For Vi € [m], we use the following initialization:
N{ 1,1}, w ~N<O Idxd) and b; = 0. (512)
For this regression problem, we use mean square loss:
L, (f2) = Exapy [(f2(x) — 9" (x))°] (513)

Training Process. We use the following one-step training algorithm for this specific data distribu-
tion.

Algorithm 5 Network Training via Gradient Descent [32]. Special case of Algorithm 2
Initialize (a(®), W(®) b) as in Equation (8) and Equation (512); Sample Z ~ D%
p= %ZXGZ g*(X), ﬂ = %ZXGZ g*(X)X
y=9"(x)—p—B-x
WO = WO — D)V Lz(fzo) + A\DWO)

Re-initialize b; ~ N(0,1)
for t =2to7T do ~

a(t) = a(tfl) - ﬁ(t)vaﬁz(fa(tfl))
end for

Lemma E.43 (Multiple Index Model with Low Degree Polynomial: Existence of Good Networks.
Rephrase of Lemma 25 in [32]). Assume n > d*r&?(Cylog(nmd))™t!, d > Cyrr®/?, and m >

r7T 2T(Cl log(nmd))S™*! for sufficiently large constants Cy, Cy, and let n*) = | / m and

AL = W' Then with probability 1 — there exists a € R™ such that (5 w) 1) satisfies

W’
Lo, (faww p) <O <71L N TR (C) loignmd))67+1)> 10
and
lall3 <0 (TTKZT(CZ lf(nmd))6T> . (515)

E.7.2 Multiple Index Model: Final Guarantee

Considering training by Algorithm 5, we have the following results.
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Theorem E.44 (Multiple Index Model with Low Degree Polynomial: Main Result). Assume n >
Q (d®rk?(Cylog(nmd))™ 1 +m), d > Cyrr3/?, and m > Q (2r7x*"(Cilog(nmd))5™*1) for

sufficiently large constants Cy,Cy. Let nV) = W and \V) = ﬁ, andn = n =

O(m=Y), forallt € {2,3,...,T}. Foranye € (0,1), if T > Q (m—z), then with properly set

€

parameters and Algorithm 5, with high probability that there exists t € [T such that

Lp, f(a<t>,wu>,b) <e (516)

Proof of Theorem E.44. By Lemma E.43, we have for properly chosen hyper-parameters,

1 r"k%7(C)log(nmd))57+1
OPTw b.5,, < Lox (flaww b)) <O (n + (G gni ) )> (517)
€
<-. 518
=3 (518)
We compute the L-smooth constant of Lz (f(a7w(1> 7b)) to a.
Valz (frar. W p)) — Valz (frar. W b)) H2 (519)
1 * *
=15 {2 (fiar W b) (X) = 9" = fapw by (%) + 97) o (WD Tx — b)} (520)
xXEZ 2
1
<= [2 (aTU(W(l)TX —b)—al o (WD Tx — b)) g(WDTx — b)] (521)
xXEZ 2
1 T ?
<3 12lan - all, HU(W x — b)H2 . (522)
XEZ
By the proof of Lemma 25 in [32], we have for Vi € [4m], with probability at least 1 — Wlmd)’
|{w;,x)| < 1, with some large polynomial poly(m, d). As a result, we have
1 2 1
= HWU)TXH <m+ ——r— < O(m). (523)
n 2 poly(m, d)
XEZ
Thus, we have,
1 2
L=0 (n d(WDTx — b)H2> (524)
XEZ
1 2
<o > [wTx | (525)
n XEZ 2
1 OT? 2
<O =S |IWOT| + i3 (526)
n = 2
<O(m). (527)

This means that we can let n = © (m_l) and we will get our convergence result. We can bound
Ja®|l; and |la]l2 by [la® 2 = O (vim) and [la]l; = O (“EHCLEmDTY — O(c). S0, if

m

we choose T' > ( ), there exists ¢ € [T'] such that Lz (f(a<t>,w<1>,b)) — Lz (f(,;,W(l)’b)) <

m
en

0 (Hay-tlE) < o5

n

We also have \/HéH%(HW“)H%Bi-irl\bllé) < 5. Then our theorem gets proved by Theorem 3.4. O
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Discussion. We would like to unify [32], whcih are very closely related to our framework: their
analysis for multiple index data follows the same principle and analysis approach as our general frame-
work, although it does not completely fit into our Theorem 3.12 due to some technical differences.
We can cover it with our Theorem 3.4.

Our work and [32] share the same principle and analysis approach. [32] shows that the first layer
learns good features by one gradient step update, which can approximate the true labels by a low-
degree polynomial function. Then, a classifier (the second layer) is trained on top of the learned first
layer which leads to the final guarantees. This is consistent with our framework: we first show that
the first layer learns good features by one gradient step update, which can approximate the true labels,
and then show a good classifier can be learned on the first layer.

Our work and [32] have technical differences. First, in the second stage, [32] fix the first layer and
only update the top layer which is a convex optimization. Our framework allows updates in the
first layer and uses online convex learning techniques for the analysis. Second, they consider the
square loss (this is used to calculate Hermite coefficients explicitly for gradients, which are useful in
the low-degree polynomial function approximation). While in our online convex learning analysis,
we need boundedness of the derivative of the loss to show that the first layer weights’ changes are
bounded in the second stage. Given the above two technicalities, we analyze their training algorithm
(Algorithm 2) which fixes the first layer weights and fits into our Theorem 3.4.

F Auxiliary Lemmas

In this section, we present some Lemmas used frequently.

Lemma F.1 (Lemmas on Gradients).

oL x =) oL X, = oL x =
Vw Ly (f2) = <aj’v)l(f L ‘ajv)i(f L (gvj’:if )} . 629
Eeanl2) _ oy 00w lo! (i) — bl (529)
_[0Lp(f=) 0Lp(f=) OLp(f=)
Vwlp(fz) = o e e ] (530)
OLp(f=
PELUE) — e 1€ (020 o (i) — b)), (531
OLp(f=
LU iy A0y o (i) — bl 53
Proof. These can be verified by direct calculation. O

Lemma F.2 (Property of Symmetric Initialization). For any x € R?, we have fzw (x) = 0. For

El) = _Wz(—l‘,-)Zm‘ When input data is symmetric, i.e, E(x ,[yx] = 0, for all

(1) _ (0
7 - i+m*

all i € [2m], we have w

1 € [m], we have w

Proof of Lemma F.2. By symmetric initialization, we have fz() (x) = 0. For all ¢ € [2m], we have

w = =1 By [0 [(w)”x) ~bi] x| 539
=00 (0)a Yy, [y0” [ (9o %) =Bt x| &3
——wll, (535)
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When E (. [yx] = 0, for all i € [m], we have

wi = =02 ©0)a By [yo’ [(w”,x) ~ bi] x| (536)
=D ()2, ey [yo” [(—w%) + by X] (537)
=02 (0)a, By [y [(=wD %) + bigm] x = yx] (538)
OO, ey [ (205} ] -

:wg}gm. (540)
0

Lemma F.3 (Property of Direction Neighborhood). If w € Cp ,, we have pw € Cp ~ for any p # 0.
We also have O ¢ Cp . Also, if (D, s) € Sy ~, B, we have (=D, s) € Sy, Bg-
Proof. These can be verified by direct calculation. O

Lemma F.4 (Maximum Gaussian Tail Bound). M,, is the maximum of n i.i.d. standard normal
Gaussian. Then

Pr (Mn > \/2logn + \/2;@) < e ?. (541)

Proof. These can be verified by direct calculation. O
Lemma F.5 (Chi-squared Tail Bound). If X is a x?(k) random variable. Then, ¥z € R, we have

Pr(X > k+2Vkz +22) < e™%, (542)

Proof. These can be verified by direct calculation. O

Lemma F.6 (Gaussian Tail Bound). If g is standard Gaussian and z > 0, we have

1 Z 2 1 1 2
— " e /2< P g>z2] < —-e /% 543
Vor 2+ 1° g~N(rOU[ g oz 64
Proof. These can be verified by direct calculation. O

Lemma F.7 (Gaussian Tail Expectation Bound). If g is standard Gaussian and z € R, we have

2 P 0-9, 544
Ey~nvonllly>Agll <2 Pr lg> 2] (544)

Proof of Lemma F.7. For any p € (0,1), we have

V2erf~1 (2p—1) _%l’
—dz| <2 545)
/_oo V2T p (

where v/2erf ! (2p — 1) is the quantile function of the standard Gaussian. We finish the proof by
replacing p to be Prynr0,1)[g > 2]. O

Lemma F.8. Ifa function g satisfy h(n + 2) = 2h(n + 1) — (1 — p*)h(n) + B for n € N, where
p,B >0, then h(n) = f% +c1(1—p)" 4+ co(1+ p)™, where ¢y, co only depends on h(1) and h(2).
Proof. These can be verified by direct calculation. O

Lemma F.9 (Rademacher Complexity Bounds. Rephrase of Lemma 48 in [32]). For fixed W, b, let
F ={fawp) :lal < Baz}. Then,

2 2 p2 2
R(F) < \/Bw(nwnFBw +[bl3) (546)

n
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