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AN INTRODUCTION TO VON NEUMANN ALGEBRAS

ADRIAN IOANA

ABSTRACT. These notes provide a brief introduction to von Neumann algebras.

Von Neumann algebras were introduced by von Neumann who developed their theory in a series
of joint works with Murray in the 1930s-1940s. A von Neumann algebra is a self-adjoint algebra of
bounded operators on a Hilbert space which is closed in the weak operator topology. As shown by
von Neumann, unital von Neumann algebras admit an entirely algebraic interpretation: they are
precisely the commutants of self-adjoint sets of operators. Von Neumann algebras were originally
considered in order to formalise quantum mechanics and understand group representations. Unitary
representations 7 : I' — U(H) naturally give rise to von Neumann algebras: the span of 7(I") is
a self-adjoint operator algebra and so its weak operator closure is a von Neumann algebra. When
I" is a countable group and 7 is its left regular representation, this construction retrieves Murray
and von Neumann’s group von Neumann algebra L(I"). More generally, one can associate a von
Neumann algebra to any non-singular measurable action I' ~ (X, ). These constructions, going
back to the 1940s, provide connections between von Neumann algebras, group theory and ergodic
theory which continue to stimulate research in the area. Over the years, the theory of von Neumann
algebras has broadened and diversified in remarkable fashion. It is now organized into three main
areas (subfactor theory, free probability, deformation/rigidity theory) and has deep connections to
many fields of mathematics and physics, including ergodic theory, geometric group theory, logic
(model theory, descriptive set theory), random matrices, tensor categories, quantum field theory
and quantum information theory.

1. BAsics OF VON NEUMANN ALGEBRAS

This section is devoted to basic notions concerning von Neumann algebras. We introduce the weak
and strong operator topologies, define the notion of von Neumann algebras, prove von Neumann’s
double commutant theorem and present the realization of L°°-algebras as von Neumann algebras.

Throughout these notes, H will denote a complex Hilbert space with inner product (-,-) and norm

Il€Il = /(&,&). We denote by B(H) the algebra of all bounded linear operators T': H — H. The
operator norm of T € B(H) is given by

1T} = sup [ T¢]|
el <1

and its adjoint is the unique T € B(H) such that (T'¢,n) = ({,T*n),VE,n € H.
Exercise 1.1. Let T, S € B(H). Prove that | TS| < |T|| |S|I, IT*|| = ||IT|| and | T*T|| = |T||*.
Definition 1.2. An operator 7' € B(H) is called:

o self-adjoint (or, hermitian) if T* =T.
e a projection if T =T* = T?.
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a unitary if T*T =TT* = 1.

an ssometry if T*T = 1.

normal if T*T =TT

positive (in symbols, T' > 0) if (T, &) > 0,V€ € H.

Remark 1.3. The set of unitary operators 7' € B(H) is a group which is denoted by U (H).

Remark 1.4. An operator T' € B(H) is positive if and only if "= S*S, for some S € B(H).
Given T1,T> € B(H), we write 77 < T to mean that T5 — T} > 0.

Definition 1.5. We endow B(H) with the following three topologies:

e the norm topology: T; — T if ||T; — T'|| — O.
e the strong operator topology (SOT): T; — T if ||T;6 — T¢|| — 0, V€ € H.
e the weak operator topology (WOT): T; — T if (T;¢,m) — (T¢,n)| — 0,VE,n € H.

The norm topology is stronger than the SOT, which in turn is stronger than the WO'T.

Exercise 1.6. Let (T;);er C B(H) be a net such that 7; — T (WOT), for some T € B(H).
For parts (3), (4) and (5) below assume that H is infinite dimensional.

(1) Assume that (7;);cr and T are projections. Prove that T; — T (SOT).

(2) Assume that (7;);cr and T are unitaries. Prove that 7; — T (SOT).

(3) Give an example of a net of projections (7});c; converging in the WOT but not the SOT.
(4) Give an example of a net of unitaries (7;);c; converging in the WOT but not the SOT.
(5) Prove that the closed unit ball {T" € B(H) | ||T'|| < 1} is WOT but not SOT compact.

While the SOT is strictly stronger than the WOT, we have the following;:

Proposition 1.7. If C C B(H) is a convex set, then oo = oVor,

Proof. Let y € GWOT, &1, ,& € H and € > 0. Then D = {(z&,--- ,x§,) | x € C} is a convex
subset of H" = @' H. By the Hahn-Banach theorem, the weak and norm closures of D coincide
(see, e.g., [KR97, Theorem 1.3.4]). Since (y&1,--- ,y&y) is in the weak closure of D, it is also in its

norm closure. Therefore, we can find = € C such that (31, ||z& — y&i||>)Y/? < e. This implies

—S0T . . . —=S0T —WOT
that y € *°T . Since the inclusion C"° ccC OT also holds, we are done. |

Definition 1.8. Let H be a complex Hilbert space.

e A subalgebra A C B(H) is called a *-algebra if T* € A, VT € A.
e A x-subalgebra A C B(H) is called a (concrete) C*-algebra if it closed in the norm topology.
e A x-subalgebra A C B(H) is called a von Neumann algebra if it is WOT-closed.

Definition 1.9. A map 7 : A — B between two C*-algebras A and B is called a x-homomorphism if

it is linear, multiplicative and *-preserving (i.e., m(a*) = w(a)*,Ya € A). A bijective x-homomorphism
is called a *-isomorphism. A x-homomorphism 7 : A — B(H), for some complex Hilbert space H,

is called a representation of A.

Exercise 1.10. Let S C B(H) be a set which is x-closed (i.e., T* € S, VI € S). Prove that the
commutant of S, defined as 8’ = {T € B(H) | T'S = ST,VS € S}, is a von Neumann algebra.
Conversely, the next fundamental result shows that every von Neumann algebra arises this way:

Theorem 1.11 (von Neumann’s double commutant theorem, [vN30]). If M C B(H) is a unital
x-subalgebra, then the following three conditions are equivalent:
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(1) M is WOT-closed.
(2) M is SOT-closed.
(3) M =M":= (M)

Here, we say that a subalgebra M C B(H) is unital if it contains the identity operator.

This beautiful result asserts that, for unital x-algebras, the analytic condition of being closed in
the WOT is equivalent to the algebraic condition of being equal to their double commutant.

Proof. 1t is clear that (3) = (1) by Exercise 1.10 and that (1) < (2) by Proposition 1.7.

To prove that (2) = (3), it suffices to show that if z € M”, ¢ > 0, and &1, ...,&, € H, then there
exists y € M such that ||z& — y&|| <e, for alli=1,...,n.

We claim that if p is the orthogonal projection onto an M-invariant closed subspace K C H, then
p € M'. To see this, let 2 € M. Then (1 — p)zpé € (1 — p)(K) = {0}, for all £ € H. Hence
(1 —p)zp = 0 and so xp = prp. By taking adjoints, we get that pz* = pz*p and hence pxr = pxp,
for all x € M. This shows that p commutes with x, as claimed.

Next, assume first that n = 1 and let p be the orthogonal projection onto M¢; = {z& |z € M}.
Since M§, is M-invariant, our claim gives p € M’. Thus, xp = px and x&; = xpé& = pxéy € ME.
Therefore, there is y € M such that ||[x& — y&1]| < e.

In general, we use a “matrix trick”. Let H" = @] | H and identify B(H") = M, (B(H)). Let
m: M — B(H™) be the “diagonal” x-homomorphism given by 7(z)(§1 ® -+ - ®&,) = & B -+ - D x&y.
If x € M”, then Exercise 1.12 below gives that w(z) € n(M)". Let &€ = (&, - ,&,) € H™. By
applying the case n = 1 we conclude that there is y € M such that ||7(z)¢ — w(y)&|| < e. Since

Iw(2)s — m(y)€ll* = iy lo€s — yéill?, we are done. u
Exercise 1.12. Prove that 7(M") C M,,(M’)" and =(M)" C M, (M").

Definition 1.13. A probability space (X, ) is called standard if X is a Polish space and p is a
Borel probability measure on X.

Proposition 1.14. Let (X, ;1) be a standard probability space. Define 7 : L>(X, u) — B(L*(X, 1))
by letting m¢(€) = f&, for all f € L®(X) and £ € L*(X). Then n(L>®(X)) = n(L>(X)).
Therefore, w(L>®°(X)) C B(L*(X)) is a mazimal abelian von Neumann subalgebra.

Proof. Let T € m(L*°(X))" and put g = T'(1). Then fg = n¢T(1) = Tm¢(1) = T(f) and hence

(L.1) 1fgllz =Tz < ITI 1Az, VF € L7(X).

Lete > 0and f = lyzex . |g(a)|>|T|+<}- Lhen it is clear that || fgll2 > ([|[T||+¢)| fll2. In combination
with inequality (1.1), we get that (||T'|| + ¢)||fll2 < ||T|[||f|l2, and so f = 0, almost everywhere.
Thus, we conclude that g € L*>(X). Since T(f) = fg = my(f), for all f € L>®(X), and L*(X) is
| - [|2-dense in L%(X), it follows that T' = 7, € L>°(X). This proves that m(L>(X))" = n(L>(X)).

If A C B(L?(X)) is an abelian algebra which contains 7(L> (X)), then A commutes with 7(L>(X)).
The previous paragraph implies that A C 7(L* (X)) which proves that A = 7(L*°(X)). [ |

Exercise 1.15. Let I be a set. Define 7 : £>°(I) — B(¢%(I)) by letting 7(¢) = f¢, for all f € £>°(1)
and ¢ € ¢%(I). Prove that w(¢>°(I)) = w(¢>°(I)). Therefore, w(¢>°(I)) C B(¢%(I)) is a maximal
abelian von Neumann subalgebra.
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2. THE SPECTRAL THEOREM

The spectral theorem for normal matrices a € M, (C) implies that a = > zp,, where p, is the

z€o(a)
orthogonal projection onto the eigenspace corresponding an eigenvalue z € o(a). Given A C o(a),
put E(A) = > . pz. Thus, informally, we have that a = © fa(a) z dE(z)”. The spectral theorem
proves such a statement for normal operators a on possibly infinite dimensional Hilbert spaces,

where E is a so-called spectral measure defined on the spectrum of a.

We start this section by recalling several fundamental facts concerning C*-algebras. We then discuss
the expression of representations of abelian C*-algebras in terms of spectral measures, and use this
to derive the spectral theorem for normal operators and classify abelian von Neumann algebras.

2.1. C*-algebras. For proofs of the facts presented below, we refer the reader to the introduction
to C*-algebras in this volume [Sz22] or [C099, Chapter 1].

Definition 2.1. An C*-algebra is a Banach algebra (A, || - ||) together with an adjoint operation
x: A — A such that Va,b € A and A\ € C we have

(a+b)* =a* +b*, (Ma)* = X\a*, (a*)* =a, (ab)* =b*a* and ||a*a| = |a|>.

Such C*-algebras are called abstract because, in contrast to concrete C*-algebras, they are not
a priori represented on a Hilbert space. However, as we will see in Theorem 2.8, any abstract
C*-algebra is isomorphic to a concrete one.

If A is a unital C*-algebra and a € A, then the spectrum of a is a nonempty compact subset of C
defined by o(a) = {\A € C| A1 — a is not invertible}.

Theorem 2.2. Let A and B be unital C*-algebras. Then any unital *-homomorphism m: A — B
is contractive: ||w(a)|| < ||a||,Ya € A. If 7 is injective, then it is isometric: ||7(a)| = ||al|,Va € A.
In particular, any *-isomorphism 7 : A — B is automatically isometric.

Definition 2.3. Let A a unital C*-algebra. A linear functional ¢ : A — C is called positive if
p(a*a) > 0,Va € A. A positive linear functional ¢ : A — C is called a state if ¢(1) = 1 and faithful
if p(a*a) =0=0a=0.

Exercise 2.4. Let A be a unital C*-algebra and ¢ : A — C be a positive linear functional.

(1) (the Cauchy-Schwarz inequality) Prove that |o(y*z)|> < p(z*2)e(y*y), Vo, y € A.
(2) Prove that ¢ is bounded and ||| = ¢(1).

Exercise 2.5. Let X be a compact Hausdorff space. Prove that C(X) = {f : X — C continuous function}
is an abstract C*-algebra, with the norm || f||sc = sup |f(z)| and adjoint f*(z) = f(z).
reX

The following result shows that every abstract unital abelian C*-algebra A arises this way. We
denote by A the set of nonzero homomorphisms ¢ : A — C. Then A C {¢ € A* | |l¢| = 1} and
Ais a compact Hausdorff space with respect to the weak*-topology inherited from A*. Here, A*
denotes the dual Banach space of A, which consists of all bounded linear functionals ¢ : A — C.

Theorem 2.6 (Gelfand-Naimark). Let A be a unital abelian C*-algebra. Then the Gelfand trans-

-~

form A : A — C(A) given by a(p) = p(a), Va e A, p € A, is a x-isomorphism.

Theorem 2.6 implies the following:
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Theorem 2.7 (continuous functional calculus). Let A be a unital C*-algebra and a € A be a normal
element. Then there exists an isometric unital *-homomorphism

C(o(a))> f— f(a) e A

which maps the identity function on o(a) to a.

By Exercise 1.1, any concrete C*-algebra is an abstract C*-algebra. The converse is also true:

Theorem 2.8 (Gelfand-Naimark-Segal). Every abstract C*-algebra is x-isomorphic to a concrete
C*-algebra.

2.2. Representations of abelian C*-algebras. Let A C B(H) be a concrete abelian C*-algebra
(e.g., the C*-algebra generated by a normal operator). By Theorem 2.6, A is *-isomorphic to
C’(A\) This result, however, does not explain how A “acts” on H. The next theorem gives a
description of all representations of C'(X), where X is a compact Hausdorff space. We denote
by B the o-algebra of Borel subsets of X, by B(X) the C*-algebra of bounded Borel functions
f: X — C, and by M(X) the space of complex-valued regular measures on X endowed with the
norm ||u| = sup{ [y f du | f € C(X),||fll« < 1}. In this and the next subsection, we follow the
presentation from [C099, Sections 2.9 and 2.10].

Theorem 2.9. Let w: C(X) — B(H) be a x-homomorphism. Then there exists a spectral measure
E : B — B(H) such that

w(0)= [ ra. vieow).
X
Definition 2.10. A spectral measure for (X, B) is a map F : B — B(H) that satisfies the following;:
(1) E(A) is a projection, VA € B.
(2) E(0) =0 and E(X) = 1.
(3) E(Al N AQ) = E(Al)E(AQ), VA1, Ay € B.
(4) The map B> A E¢,(A) := (E(A)E, 1) belongs to M(X), V&,n € H.
Lemma 2.11. Let E : B — B(H) be a spectral measure. If §,n € H, then ||E¢,| < ||| [|n]]-

Proof. Let Ay,--- , A, € B be pairwise disjoint sets. Let o; € T such that [E¢,(A;)| = a; B¢ (A).
Then > 7" |Eep(Ai)] = Oor s E(A)E,m) < || X1 i B(A:)E]| |[m]]. Since we also have that

1Y i BQA)EIP =D (B(A)E,€) = (B(UL1A0)¢,8) < |I€]°,
=1

i=1
we conclude that Y 7, |Ee,(A:)] <[] |n]], as desired. [

Lemma 2.12. Let E : B — B(H) be a spectral measure. Then for every f € B(X), there exists
an operator w(f) € B(H) such that [|7(f)|| < ||flloc and (x(f)&,n) = [y f dEey, for all &,ne H.
Moreover, the map m: B(X) — B(H) is a x-homomorphism.

Proof. Let f € B(X). Since the map H x H 3 (§,n) — [y [ dE¢, is sesquilinear and satisfies
| [x [ dEeyl < fllcllBenll < Ifllocllélllnll, the existence of w(f) is a consequence of Riesz’s
representation theorem.

Secondly, (m(1a)¢,n) = [y 1adEey = Eep(A) = (E(A)E,n) and so w(1a) = E(A). We get that
T(1a,nA,) = T(1a,)7(1a,), for every Ay, Ag € B. Thus, 7(f1f2) = 7(f1)7(f2), for simple functions
fi, fo € B(X). Since ||7(f)]| < ||f]lco, for all f € B(X), approximating bounded Borel functions
by simple functions gives that 7 is multiplicative. It follows that 7 is a *-homomorphism. [ |

Before proving the spectral theorem, we need one additional result.
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Lemma 2.13. Let 7w : C(X) — B(H) be a x-homomorphism. Then there ezists a *-homomorphism
7 B(X) — B(H) such that Tc(x)y = 7. Moreover, if f € B(X) and (f;) C B(X) is a net such
that [y fi du — [y f dp, for every p € M(X), then 7(f;) — 7(f) in the WOT.

Proof. Let {,m € H. Note that C(X) > f — (n(f)§,n) € C is a linear functional such that
K (H)E, | < lm(HOITEN Il < N1 fllso €] |Im]]- Riesz’s representation theorem implies that there
exists fig,, € M(X) such that [y f due, = (7(f)&,n), for all f € C(X), and ||pey| < [I€]| [|7]]-
Note that fig, = pin,¢, so the map (§,1) — pg is sesquilinear.

Next, let f € B(X). Repeating the argument from the proof of Lemma 2.12 shows that there exists
an operator 7(f) € B(H) such that [|7(f)|| < || flle and (7(f)&,n) = [y f dpey, for all &,n € H.
It is clear that 7(f) = w(f), if f € C(X). It is also easy to see that 7 is linear and x-preserving, so
it remains to argue that 7 is multiplicative.

Let f € B(X) and g € C(X). Then we can find a net (f;) C C(X) such that || fi|lcc < || f]loo, for
all i, and [y fi du — [ f dp, for every p e M(X) (see [Co99, Lemma 9.7]). Since pg, € M(X),

it follows that (w(fi)&,n) = [y fi duey — [ f duey = (@(f)€ ), for all £,n € H. Thus,
w(fi) = 7(f) in the WOT. Similarly, 7(f;g) — 7(fg) in the WOT. Since 7 (f;g) = 7(f;)mw(g), for

all 7, we deduce that 7(fg) = 7(f)7(g), for all f € B(X) and g € C(X).

Finally, let f,¢g € B(X). By approximating g with continuous functions as above and using the
last identity, it follows similarly that 7(fg) = 7(f)7(g). Thus, 7 is multiplicative.

For the moreover assertion, let f, f; € B(X) as in the hypothesis. Then for every &, € H we have
that (7(fi)&n) = [y fi dpey = [ f dpey = (7(f)E n). Therefore, 7(f;) — 7(f) in the WOT. B

We are now ready to sketch the proof of the spectral theorem, leaving some details to the reader.

Proof of Theorem 2.9. By Lemma 2.13, 7 extends to a *-homomorphism 7 : B(X) — B(H). Define
E : B — B(H) by letting EF(A) = 7(1a). Then one checks that E is a spectral measure. By
Lemma 2.12 p : B(X) — B(H) given by p(f) = [y f dE is a *-homomorphism. Then we have
p(1a) = [y 1a dE = E(A) = 7(1a), for every A € B. Consequently, p(f) = 7(f), for every simple
function f € B(X). Since simple functions are || - ||co-dense in B(X) and p, 7 are contractive, we
get that p = 7. In particular, 7(f) = [ f dE, for every f € C(X). This finishes the proof. [ |

2.3. The spectral theorem.

Theorem 2.14. Let a € B(H) be a normal operator and B the o-algebra of Borel subsets of o(a).

(1) (the spectral theorem) There is a spectral measure E : B — IB%( ) such that a= fa( )2 dE.
(2) (Borel functional calculus) The map B(o(a)) 3 f — f(a) = @ ) dE € B(H) is

a x-homomorphism. Moreover, if f € B(o(a)) and (fz) B(a( )) is a net such that
Jotay fi A1t = [y oy £ dp, for every i € M(o(a)), then fi(a) — f(a) in the WOT.

Proof. By Theorem 2.7, there exists a *-homomorphism 7 : C(o(a)) — B(H) such that 7(z) = a.
The conclusion now follows directly from Theorem 2.9. U

Corollary 2.15. Let M C B(H) be a von Neumann algebra.

(1) If a € M is normal, then f(a) € M, for every f € B(o(a)).
(2) M is equal to the norm closure of the linear span of its projections.

Proof. (1) Let f € B(o(a)). Let f; € C(o(a)) be a net such that || fillcc < ||f|loo, for all ¢, and
fa(a) fidu — fg(a) [ du, for every u € M(o(a)). By Theorem 2.14, we have that fi(a) — f(a) in
the WOT. Since f;(a) € C*(a) C M, we conclude that f(a) € M.
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(2) If @ € M, then we can write a = b+ ic ,where b,c € M are self-adjoint. So it suffices to show
that any self-adjoint a € M belongs to the norm closure of the linear span of projections of M.
To this end, let € > 0 and write a = fg(a) z dE. Then we can find a, ..., @, € R and Borel sets
Ay, ..., Ap Co(a) such that ||z =31 a;la, |l < €. It follows that [[a— Y"1 ; a;1a,(a)| < e. Since
the projections 1a,(a) belong to M by part (1), we are done. [ |

Exercise 2.16. Let M C B(H) be a von Neumann algebra and a € M with a > 0. Prove that
there exist projections {p, }52,; C M such that a = [ja]| > 72 27" pp.

2.4. Abelian von Neumann algebras. By Theorem 1.14, L*>°(X) is a von Neumann algebra,
for any standard probability space (X, u). Conversely, we have:

Theorem 2.17. Let H be a separable Hilbert space and M C B(H) be an abelian von Neumann
algebra. Then M is x-isomorphic to L>°(X), where (X, 1) is a standard probability space.

For a von Neumann algebra M, we denote by (M); = {x € M | ||z|| < 1} its closed unit ball and
by My = {x € M | x > 0} the set of its positive elements.

Proof. For simplicity, we only prove this theorem under the additional assumption that there is a
vector (called M-cyclic) £ € H such that M& = H.

Since H is separable, (B(H);, WOT) is a compact metrizable space (see Exercise 1.6(5)) and hence
sois ((M)1, WOT). Let {an} C (M) be a WOT-dense sequence. Let A be the C*-algebra generated
by {an}. Then A is SOT-dense in M and X = Ais compact and metrizable. Specifically, we have
that d(p, ¢') = >.0% 1 5= |¢(an) — ¢'(an)], for ¢, ¢’ € X, defines a compatible metric on X.

Let m: C(X) — A C B(H) be the inverse of the Gelfand transform (see Theorem 2.6). By applying
Theorem 2.9 we get a spectral measure E on X such that 7(f) = [y f dE, for every f € C(X).
Then pu(A) = (E(A)E,€) defines a measure p € M(X) such that [, f du = (7(f)¢,§), for every
f € C(X). Thus, for every f € C(X) we get that

I (S)ENP = ((H)E 7 (F)E) = (x(f)*n(£)E,€) = (w(|f[*)€,€) = /X f1? dp,

so [|[7(f)Ell = [ fllz2x)- As m(C(X)) = A is SOT-dense in M, {w(f)¢{|f € C(X)} is dense in
ME = H. Since C(X) is dense in L?(X), we can define a unitary operator U : L?(X) — H by

U(f) =n(f)§ VfeO(X).

Let p: L°(X) — B(L?(X)) be the x-homomorphism given by ps(n) = fn. Then for all f,g € C(X)
we have Ups(g) = U(fg) = 7(f9)é = n(f)m(9)§ = n(f)U(g). As C(X) is dense in L*(X) we get
that Upy = w(f)U and thus «(f) = UpsU*, for all f € C(X). Hence, m(C(X)) = Up(C(X))U*.
Since p(C(X)) is WOT-dense in L>°(X), we conclude that M = UL>*(X)U". [ |

We recall the isomorphism theorem for standard probability spaces (see [Ke95, Theorem 17.41]).
An isomorphism between two standard probability spaces (X, p) and (Y, v) is a Borel isomorphism
§:X — Y (ie., a bijection such that § and =1 are Borel maps) such that 0,u = v, where 0,y is
the Borel probability measure on Y given by 0,u(Z) = u(6=1(Z)), for every Borel set Z C Y.

Theorem 2.18. Let (X, ) be a standard probability space. Assume that p is non-atomic, i.e.,
uw({x}) =0, for every x € X. Then (X, pn) is isomorphic to ([0,1],X), where X is the Lebesgue
measure on [0, 1].

Definition 2.19. Let M be a von Neumann algebra. A projection p € M is called minimal if
every projection ¢ € M such that 0 < ¢ < p satisfies ¢ € {0,p}. A von Neumann algebra M is
called diffuse if it has no nonzero minimal projections.
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Corollary 2.20. Let H be a separable Hilbert space and M C B(H) be a diffuse abelian von
Neumann algebra. Then M is x-isomorphic to L*°([0, 1], A).

Proof. By Theorem 2.17, M is *-isomorphic to L>°(X), where (X, u1) is a standard probability space.
Since M is diffuse, p is non-atomic. Otherwise, if u({x}) >0, for z € X, then 1y, € L>°(X) would
be a non-zero minimal projection. Theorem 2.18 thus implies the conclusion. |

Exercise 2.21. Let M be a von Neumann algebra and p € M be a projection. Prove that p is
minimal if and only if pMp = Cp.

Exercise 2.22. Let M be a diffuse von Neumann algebra. Prove that any maximal abelian von
Neumann subalgebra A C M is diffuse. Hence, deduce that M contains a copy of L>([0, 1], \).

Exercise 2.23. Let M be a finite dimensional abelian von Neumann algebra. Prove that M is
«-isomorphic to £*°({1,--- ,n}), for some n € N.

3. DECOMPOSITION INTO TYPES FOR VON NEUMANN ALGEBRAS

This section is devoted to the type decomposition for von Neumann algebras. By Corollary 2.15,
any von Neumann algebra M C B(H) is generated by projections. To better understand the
structure of M, it will be important to “compare” its projections. If H is finite dimensional, then
the projections of M can be ordered using the dimension of their range space. A main goal of this
section is to define a way to compare projections, in the absence of a suitable notion of dimension.

3.1. The polar decomposition. We start this section by discussing the polar decomposition for
bounded operators a € B(H). This is an analogue of the decomposition of a complex number as
the product of a number of absolute value 1 and its absolute value. The absolute value of a is given

by |a| = (a*a)%. Thus, we would like to write a = v|a|, where v satisfies |v| = 1, i.e., is an isometry.
It turns out that this is true, if we allow v to be a partial isometry, in the following sense:

Definition 3.1. An operator v € B(H) is called a partial isometryif |[v(€)| = ||€]|, V€ € (kerv)*. In
this case, (ker v)* and the range ran(v) = vH are called the initial and final space of v, respectively.

The orthogonal complement of a closed subspace K C H is K+ ={¢ € H | (¢,n) =0,Vn € K}.
Exercise 3.2. Prove that v € B(H) is a partial isometry if and only if v*v is a projection.

Theorem 3.3 (polar decomposition). If a € B(H), then there exists a unique partial isometry

v € B(H) with initial space (ker a)* and final space ran(a) such that a = v|a|, where |a| = (a*a)%.

Proof. If € € H, then |[a&||®> = (a&,af) = (a*a&, &) = (|a]?¢,€) = || |alé||®>. Then the formula
v(lal€) = a& defines a unitary operator v : ran(|a]) — ran(a). We extend v to H by letting
v(n) = 0, for all n € (ran(|a|)*. Then v is a partial isometry such that v|a| = a. By definition the
final space of v is ran(a), while the initial space of v is ran(|a|) = (ker |a|)* = (kera)* (where the
second equality follows from the first line of the proof). The uniqueness of v is obvious.

Exercise 3.4. Let M C B(H) be a von Neumann algebra and a € M. Let v be the partial isometry
provided by Theorem 3.3. Define [(a) to be the projection onto ran(a) (the left support of a) and
r(a) to be the projection onto (ker a)* (the right support of a).

(1) Prove that v commutes with every unitary element u € M’ and deduce that v € M.
(2) Prove that I(a) = vv* and r(a) = v*v, and use (1) to deduce that I(a),r(a) € M.
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3.2. Projections. For a von Neumann algebra M, we denote by P(M) the set of its projections
and by U(M) the group of its unitaries.

Definition 3.5. Let {p;}icr € B(H) be a family of projections. We denote by

o \/,c; pi the smallest projection p € B(H) such that p > p;, Vi € I.
o Aic;pi the largest projection p € B(H) such that p < p;, Vi € 1.

Proposition 3.6. If p; € P(M), Vi € I, then \/,c;pi, \icypi € M.
Proof. A projection p € B(H) belongs to M if and only if p commutes with every x € M’ and if
and only if pH is invariant under every x € M’ (see Theorem 1.11 and its proof). |

We next use Proposition 3.6 to establish that every von Neumann algebra has a unit.

Corollary 3.7. Let M be a von Neumann algebra and define p = \/qu(M) q. Thenp € P(M) is
a multiplicative unit of M, i.e., a = pa = ap, Ya € M.

Proof. By Proposition 3.6 we have that p € M. If a € M, then [(a),r(a) € P(M) by Exercise 3.1
and thus [(a),r(a) < p. Since a = l(a)a = ar(a), we get that a = pa = ap. [

Definition 3.8. Let M C B(H) be a unital von Neumann algebra.
e Z(M)= MnNM'is called the center of M.

e M is called a factorif Z(M) = C1.
o the central support of p € P(M) is the smallest projection z(p) € Z(M) with p < z(p).

Lemma 3.9. z(p) is the orthogonal projection onto MpH .

Proof. Let z be the orthogonal projection onto MpH. Since pH C MpH, we have that p < z. Since
MpH is both M and M’ invariant, we get that z € M' N (M) = Z(M). Finally, since p = z(p)p
we have MpH = Mz(p)pH = z(p)MpH C z(p)H and hence z < z(p). Altogether, z = z(p). [

Exercise 3.10. Prove that z(p) = V¢ (ar) upu™.

Proposition 3.11. Let M C B(H) be a von Neumann algebra. Let p € P(M) and p' € P(M’).
We denote pMp = {pxp |z € M} and Mp' = {xp' | x € M} and view them as algebras of operators
on the Hilbert spaces pH and p'H, respectively. Then we have the following:

(1) Mp' C B(p'H) is a von Neumann algebra and (Mp') = p'M'p’.

(2) pMp C B(pH) is a von Neumann algebra and (pMp) = M'p.
(3) Z(Mp') = Z(M)p" and Z(pMp) = Z(M)p.

For a proof of this result, see, e.g., [C099, Proposition 43.8].

3.3. Equivalence of projections.

Definition 3.12. Let M be a von Neumann algebra. Two projections p, ¢ € M are called equivalent
(in symbols, p ~ q) if there exists a partial isometry v € M such that p = v*v and ¢ = vv*. We say
that p is dominated by q (and write p < q) if p ~ ¢/, for some projection ¢’ € M with ¢’ < q.

Exercise 3.13. Prove the following:
(1) If p ~ g, then z(p) = 2(q).
(2) If p ~ ¢ via a partial isometry v, then the map pMp > x — vzv* € ¢Mq is a *-isomorphism.
(3) If {pi}ier, {qi}ier are families of mutually orthogonal projections such that p; ~ ¢;, Vi € I,
then >, ;pi ~ > ;e @i- Here, for orthogonal projections {p;}icr, we let > .. pi = V;cp pi-
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(4) If p~ q and z € Z(M) is a projection, then zp ~ zq.
Lemma 3.14. If M is a von Neumann algebra and p,q € P(M), then the following are equivalent:
(1) pMq # {0}.

(2) there exist nonzero projections p1,q1 € M such that py < p,q1 < q and p1 ~ q1.

(3) z(p)z(q) # 0.

Proof. (1) = (2) Let © € M such that y = pxrq # 0. Let py = l(y) and ¢ = r(y). Then
0#p1 <p,0#q <¢ p1,q1 €M and p1 ~ ¢ by Exercise 3.4.

(2)
(1)
(3) ) If pMq = {0}, then p(zq€) = 0, for all x € M. Since z(q) is the orthogonal projection

onto MqH, we get that pz(¢) = 0 and thus p < 1 — z(q). Since the projection 1 — z(q) belongs to
the center of M, we get that z(q) < 1 — z(p), hence z(p)z(q) = 0. [

= (1) If v € M is such that p; = vv* and ¢ = v*v, then 0 # v = pvg € pMg.
= (3) If 2(p)z(¢q) = 0, then prq = pz(p)rz(q)q = prz(p)2(q)g = 0, for all x € M.
= (1

Exercise 3.15. Let M be a von Neumann algebra and p € P(M). Prove that there exist partial
isometries {v;}ies such that v;vy <pand ), ;viv; = 2(p).

Theorem 3.16 (the comparison theorem). Let M be a von Neumann algebra and p,q € P(M).
Then there exists a projection z € Z(M) such that pz < qz and q(1 — z) < p(1 — 2).

Proof. By Zorn’s lemma, there exist maximal families of mutually orthogonal projections {p; }icr, {qi }icr
such that p; < p,¢; < g and p; ~ ¢, for alli € I. Put p1 = > ,.;pi, and ¢1 = > ,c;qi- Then
p1~ q1. Also, let pp =p—p1 and g2 =g — q1.

Since p2, g2 do not have equivalent nonzero subprojections, Lemma 3.14 implies that z(p2)z(g2) = 0.
Thus, if we let z = z(q2), then poz = 0 and ¢2(1 — z) = 0. The conclusion now follows since

Pr=Y pizHpaz =Y Pz~ Y @<= Y GF+ Q7 =gz

icl iel iel iel
and similarly ¢(1 — z) < p(1 — 2). [ |
Corollary 3.17. If M is a factor and p,q € P(M), then p < q or q < p.

Exercise 3.18. Let M be a finite dimensional von Neumann algebra.

(1) Assume that M is a factor. Prove that M has a minimal nonzero projection p. Deduce that
there exist pairwise equivalent projections p1,- -+ ,p, € M such that py = pand > " ; p; =1,
for some n > 1. Use this to conclude that M is x-isomorphic to M, (C).
(2) Prove that M is s-isomorphic to @szl M, (C), for some K,ny,--- ,ng > 1.
3.4. Classification into types.
Definition 3.19. Let M be a von Neumann algebra. A projection p € M is called:

(1) abelian if pMp is abelian.
(2) finite if whenever ¢ € M is a projection such that ¢ < p and ¢ ~ p, then ¢ = p.

Remark 3.20. Every abelian projection is finite. A subprojection of an abelian (resp. finite)
projection is abelian (resp. finite).

Definition 3.21. A unital von Neumann algebra M C B(H) is called
e finite if 1 € M is finite.
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e of type I if any nonzero central projection contains a nonzero abelian subprojection.

e of type II if it has no abelian projections and any nonzero central projection contains a
nonzero finite subprojection.

of type III if it contains no nonzero finite projection.

of type Ig, if it is of type I and finite.

of type I if it is of type I and not finite.

of type II if it is of type II and finite.

of type Il if it is of type I and not finite.

Remark 3.22. M is finite if and only if any isometry v € M is a unitary, i.e., v¥v =1 = vv* = 1.

Theorem 3.23 (decomposition into types). Let M C B(H) be a unital von Neumann algebra.
Then there exist projections z1, ..., z5 € Z(M) with Z?Zl zi =1 and Mz, Mzy, M2z3, Mz4, Mz5 are
von Neumann algebras of type If,, Io, 111,11, 111, respectively.

Let p,q,r € Z(M) be the maximal projections such that Mp is of type I, Mq is of type II, and r
is a finite projection. Then 2z = pr,ze = p(1—7),23 = qr,z4 = q(1 —r) and z5 = 1 — (p + q) satisfy
the conclusion of Theorem 3.23, see, e.g., [C099, Theorem 48.16].

Remark 3.24. Any factor M is of one of the types Ign, Ioo, 111,115, or I11.

3.5. von Neumann algebras of type I.

Definition 3.25. Let M C B(H) and N C B(K) be von Neumann algebras. For z € M,y € N
we define x @ y € B(H ® K) by letting (z @ y)(§ ®n) = 2§ @ yn, for all £ € H,n € K. The tensor
product von Neumann algebra M@N C B(H ® K) is defined as the WOT-closure of the linear span
of {r®y|xreM,yec N}

Exercise 3.26. Let K be a Hilbert space and (X, 1) be a standard probability space. Prove that
B(K)®L>*(X) is a type It von Neumann algebra if K is finite dimensional and a type I von
Neumann algebra if K is infinite dimensional.

Any type I von Neumann algebra is isomorphic to [];c; (E(Ki)®L°°(Xi)>, where (K;);es are
Hilbert spaces and {(Xj, ;) }ier are standard probability spaces, see [C099, Section 50] for a proof
of this fact. Here, we only prove this fact in the factorial case.

Theorem 3.27. Any factor M of type I is x-isomorphic to B(K), for some Hilbert space K.

Proof. Let p € M be a nonzero abelian projection. Then pMp is both abelian and a factor.
Therefore, pMp = Cp. Let {p;}icr be a maximal family of pairwise orthogonal projections in M
that are equivalent to p. Put ¢ =1 —3",;p;. We claim that ¢ = 0. Indeed, if ¢ # 0, then by
Corollary 3.17 we have that either (1) p < q or (2) ¢ < p. Now, (1) contradicts the maximality
of {pi}ier, while (2) implies that there exists a nonzero projection ¢’ < p such that ¢’ ~ ¢. Since
pMp = Cp, it follows that ¢’ = p, contradicting again the maximality of {p;}ics-

We will show that M =2 B(¢2(I)). Denote by {d;}icr the canonical orthonormal basis of £2(I). For
i,j € I, welet e; ; € B({2(I)) be the “elementary” operator given by e; ;6 = &;x6;, for all k € I.

For i € I, let v; € M be a partial isometry such that v}v; = p and v;v] = p;. Put v;; = p. We define
U:H — (*(I) @ pH by letting U(§) = 3_,c; 6 @ viE. Since Yo [vré|* = X,c; [Ipigl* = |1€))?, for
all £ € H, it follows that U is a unitary.

We claim that UMU* = B(¢?(I))®@Cp, so M = B(¢*(I)). We note that Uv;U* = e;;, ® p, Vi € I.
This implies that UAU* = B®Cp, where A C M and B C B(¢?(I)) are the *-algebras generated by
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{vitier and {e;, }icr, respectively. Let x € M and for I C I finite, put pp = ) ;cppi- As pr — 1,
we get that ppzpr — x, in the SOT. Since prpxpr = Zi,jeF VU TVV] = Zi,jEF vi(vizv;)vj and
vizv; € pMp = Cp, we get that praxpr € A. This shows that A is SOT-dense in M. Similarly, we
get that B is SOT-dense in B(¢?(I)). The claim and the theorem are now proven. [ |

3.6. von Neumann algebras of types II and III. While finding examples of von Neumann
algebras of type I is immediate, it is not obvious that type II or III algebras should exist. We next
present Murray and von Neumann’s group measure space construction [MvN36]. This connects
von Neumann algebras with ergodic theory, and leads to examples of factors of types II and III.
Moreover, group measure space factors are the subject of intense current research (see, e.g., [lo18]).

Let I" be a countable group and (X, ) a o-finite standard measure space. We say that an action
I' ~ (X, p) is nonsingular if for every g € I' and measurable set Y C X, the set g} is measurable
and u(Y) = 0 = u(gY) = 0. We denote by g.u the measure on X given by g.u(Y) = p(g~1Y).
Since gy < u, we have a Radon-Nykodym derivative dg—:f‘ € LY(X, )+ such that

dgep _ . s
/Xf & du—/deg*u—/Xf gdpu, Vf e L¥(X),.

This equation implies that the formula o4(f)(z) = (dg—z“(a:))%f(gflx), for x € X, f € L*(X),
defines a unitary operator o, on L*(X). Let A : I' — U(¢*(T")) be the left regular representation
given by A(¢)(05) = dgn. Denote H = L?*(X)®¢*I" and define a unitary representation u : I' — U(H)
be letting uy = 04 ® M(g). We also define a s-homomorphism 7 : L*(X) — B(H) by letting

T(f)(E®dy) = fE® &y, and view L>(X) C B(H), via m. Then
ugfu; = Ug(f)7 vf € LOO(X)vg el

Definition 3.28. The group measure space von Neumann algebra L*°(X) x T' C B(H) is defined
as the WOT-closure of the linear span of {fuy | f € L*(X),g € T'}.

Definition 3.29. A nonsingular action I' ~ (X, ) is called:

e ergodic if every I'-invariant measurable set Y C X satisfies pu(Y) € {0,1}.
o (essentially) free if u({x € X | gr =x}) =0, for every g € I"\ {e}.

Theorem 3.30. Let I' ~ (X, ) be a free ergodic nonsingular action of a countable group T'. Then
L>*(X) xT is a factor of

(1) type Iif p has atoms.

(2) type II; if p is non-atomic and there is a finite I'-invariant measure v such that v ~ p.
(3) type Il if i is non-atomic and there is an infinite I'-invariant measure v such that v ~ p.
(4) type III if there is no (finite or infinite) I'-invariant measure v such that v ~ p.

For a proof of this theorem, see [Ta79, Theorem 7.12, Chapter V]. We will prove item (2) of this
result as part of Proposition 5.15.

Example 3.31. Let I' be a countable discrete group and p be its counting measure. Then the left
translation I' ~ (I", u) is clearly free ergodic and measure preserving. The group measure space
factor £°°(T") x I is of type I, and is in fact *-isomorphic to B(¢*(T)).

Example 3.32. Let G be a non-discrete second countable locally compact group, mg be a left
Haar measure of G and I' < G a countable dense subgroup. For instance, we can take the inclusion
I' < G tobeZ={exp(2mina) | n € Z} <T ={z € C||z| =1}, for some o € R\ Q, or Q < R.
Then the left translation action I' ~ (G, m¢) is free, ergodic and measure preserving. The group
measure space factor L (G) x T is of type II; if G is compact and of type Il if G is non-compact.
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Example 3.33. In the setting of Example 3.32, let 6 be a topological automorphism of G. Assume
that G is non-compact and connected, §(I') = I' and 6.m¢g # mg. View O as an automorphism
of I' and define the semidirect product group =T Xg Z. The action I ~ (G,mg) given by
(g,n)-x = g0"(x), for g € T',n € Z,x € G, is free, ergodic and nonsingular. Then there is no
[-invariant measure v on G with v ~ m¢. Otherwise, ergodicity of I' ~ (G, m¢) would imply that
v = Amg, for a A > 0, contradicting that ,mg # mqg. Thus, L>°(G) x [ is a factor of type III.
For a concrete example, one can take I' = Q, G = R and 0(x) = rz, for any r € Q \ {0, £1}.

4. TRACIAL VON NEUMANN ALGEBRAS

In the rest of these notes, we will focus on the study of von Neumann subalgebras of II; factors.
These are exactly the von Neumann algebras which admit a trace. The existence of a trace is an
extremely useful property in particular because it allows to define an equivalence-invariant notion
of dimension for projections. For a comprehensive reference on tracial von Neumann algebras, we
refer the reader to the book in preparation [AP22].

4.1. Tracial von Neumann algebras. Let M, N be von Neumann algebras. A map & : M — N
is called positive if ®(My) C Ni. A positive map ® : M — N is called normal if ®(x;) — ®(x),
for any increasing net (z;) C My such that x; — = (SOT). A positive linear functional ¢ : M — C
is called tracial if p(zy) = p(yz),Vo,y € M, and faithful if p(z) =0= 2 =0,Vz € M,.

Remark 4.1. A positive linear functional ¢ : M — C is normal if and only if it is completely
additive: ©(Y ;crpi) = D icr (pi), for any family (p;)icr € M of mutually orthogonal projections.
For a proof of this result, see [AP22, Theorem 2.5.5].

Definition 4.2. A von Neumann algebra M is called tracial if it admits a trace, i.e., a faithful
normal tracial state 7 : M — C. (In short, we call the pair (M, 7) a tracial von Neumann algebra.)
The following exercise provides a standard source of faithful states.

Exercise 4.3. Let M C B(H) be a von Neumann algebra and £ € H such that M’§ = H (£ is called
an M’-cyclic vector). Prove that the positive linear functional ¢ : M — C given by ¢(x) = (&, &)
is faithful.

Examples 4.4. (of tracial von Neumann algebras)

1 Zz 1 Qi

i 22:1 fX Jiq dp.
Remark 4.5. Any tracial von Neumann algebra M is finite. If v € M satisfies v*v = 1, then vv* is

a projection, so 1 —vv* is a projection. As 7(1 —vv*) = 7(v*v —vv*) = 0 and 7 is faithful, vvo* = 1.

(2) M,,(C) is a tracial von Neumann algebra with the normalized trace T([al,

(1) L>(X) is a tracial von Neumann algebra with the trace given by 7(f) = [ f du
) =
(3) More generally, ML, (L>(X)) is a tracial von Neumann algebra, where 7([f; ;]) =

Theorem 4.6 (existence of the trace). Any finite von Neumann algebra M on a separable Hilbert
space H is tracial. Any Il factor is a tracial von Neumann algebra.

Remark 4.7. Any finite von Neumann algebra M C B(H) admits a normal center-valued trace
U: M — Z(M) (see [KR97, Chapter 8], for a constructive proof, and [C099, Section 55], for a
proof based on the Ryll-Nardzewski fixed point theorem). In particular, any II; factor M is tracial.
If H is separable, then Z (M ) is isomorphic to L>°(X), for a standard probability space (X, u), by
Theorem 2.17. Then 7(T) = [, ¥ + ¥(T) dp defines a trace on M.

Exercise 4.8. Let M be a II; factor with a faithful normal tracial state 7. Prove that two
projections p,q € M are equivalent if and only if 7(p) = 7(q).
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Exercise 4.9. Let (M, 1) be a diffuse tracial von Neumann algebra. Prove that for every t € [0, 1],
there exists a projection p € M such that 7(p) = t.

Exercise 4.10. (uniqueness of the trace) Let M be a II; factor with a faithful normal tracial state
7. Prove that any tracial state 7/ : M — C must be equal to 7.

4.2. The standard representation. A von Neumann algebra can sit in many ways inside B(H).
In this section, we show that any tracial von Neumann algebra (M, 7) has a canonical Hilbert space
representation. This is a particular case of the GNS construction (see [Sz22] or [C099, Chapter 1]).

Endow M with the scalar product (z,y) = 7(y*z). Define L?(M) as the closure of M with respect
to the norm ||z||2 = \/7(2z*z). Let M > & — 7 € L?(M) be the canonical embedding. Then

lzyll3 = m(y*a*zy) < |2*zl|r(y*y) = l2l?|lyl3, Yo, y € M.

Thus, letting 7(x)(y) = xy, for all 2,y € M, defines a *-homomorphism 7 : M — B(L?(M)) called
the standard representation of M. Then 7 is isometric and thus 7(M) is a C*-algebra. Moreover,
7(M) is a von Neumann algebra (see [AP22, Theorem 2.6.1]). Hereafter, we view M C B(L?(M))
by identifying M with 7(M).

We next show that the commutant of M in the standard representation is anti-isomorphic to M.
Define J : L2(M) — L*(M) by letting J(Z) = z*. Then J is a conjugate linear unitary involution:
J(az + By) =aJ(@) + BJ(®), (J(7),J([®)) = (7,7), Vo, € C, 7,y € M, and J> = 1I.

Theorem 4.11. M' = JMJ.

Proof. Denote H = L?(M). Notice that {z1 | 2 € M} is dense in H and J(z1) = 2*1, for all
x € M. Using these properties for every x,y,z € M we get that

Jady(21) = JeJ(y21) = Jo(2*y*1) = J(z2*y*1) = yza*1 = yJ(x2*1) = yJaJ(21).

Thus JM.J C M’ and hence {z/1 | 2/ € M’} D {JaJ1 |z € M} = {z* |z € M} = {Z | z € M}.
This implies that {z'1 | ' € M’} is dense in H. Further, if ' € M’, then for all y € M we have

(Jol,yl) = (Jyl,al) = (o*y"1,1) = (y"e"1 1) = (@*T,90).

This shows that Jz1 = :U*T, for all z € M’. Altogether, have shown that the two properties satisfied
by M are also satisfied by M’. Thus, we deduce that JM'J C M" = M and hence JMJ = M’'. B

Exercise 4.12. Let (M, 7) be a tracial von Neumann algebra. Let ¢ € L?(M) and C > 0 such
that ||z€||2 < C||z||2,Vx € M. Prove that £ =y, for some y € M.

4.3. Hilbert modules. Next, we address the following question: on what Hilbert spaces H other
than L?(M) can a tracial von Neumann algebra M be represented? The answer, showing that H
is isomorphic to a direct sum of specific Hilbert subspaces of L?(M), is important as it allows us to
define a notion of dimension for H as an M-module. This is crucial in applications such as defining
L?-Betti numbers for groups and manifolds.

Definition 4.13. Let M be a von Neumann algebra. A left Hilbert M -module is a Hilbert space H
together with a unital normal *-homomorphism 7 : M — B(H). (Note that defining x¢ := 7(x)(§)
makes H a left M-module.)

Example 4.14. If p € M is a projection, then L?(M)p := JpJ(L*(M)) is a left Hilbert M-module.

Exercise 4.15. Let z € M and denote by p € M the right support projection of x. Prove that the
left Hilbert M-module Mz C L?(M) is isomorphic to L?(M)p.
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Theorem 4.16. If H is a left Hilbert M-module, there exists a family of projections {p;}icr in M
such that H = @;crL?(M)p;. More precisely, there exists a unitary operator U : H — @;crL*(M)p;
such that U(x€) = zU(§), Vo € M,§ € H. The dimension of H is defined by letting

dimp/(H) := Z 7(pi)-
el
The proof of Theorem 4.16 uses the next lemma and the exercise following it.

Lemma 4.17 (Radon-Nikodym). Let ¢ : M — C be a linear functional with 0 < p(z) < 7(z),
Vax € My. Then there isy € M such that 0 < y < 1 and ¢(z) = 7(zy), for all x € M.

Proof. The Cauchy-Schwarz inequality (see Exercise 2.4(1)) gives that

oy 2) P < pla*2)e(y"y) < m(*x)7(y"y) = |l2]3llyl3, Ve, y € M.
In particular, |p(z)| < ||z|l2 = ||Z]|2, for all z € M. By Riesz’s representation theorem we find
¢ € L2(M) such that p(z) = (z,€), for all z € M. Next, for y € M, we get that

[yl = sup  [(Z,y&)| = sup  [y*z,§)[= sup  [p(y z)| < [yll2-
weM,|z]2<1 weM,|z]2<1 weM,|z]2<1

By Exercise 4.12 we can find y € M such that £ = y*. Thus, ¢(z) = 7(zy), for all z € M. It is left
as an exercise to show that 0 <y < 1. [ |

Exercise 4.18. Let M be a von Neumann algebra and ¢, : M — C be normal positive linear
functionals such that ¢(1) < ¥(1). Prove that there exists a nonzero projection ¢ € M such that
o(x) <P(x),Vx € (¢Mq)+. (Let (r;) C M be a maximal family of mutually orthogonal projections
such that ¢(r;) > 9 (r;), for every i. Then the projection ¢ =1 — >, r; has the desired property.)

Proof of Theorem 4.16. The proof relies on the following claim:
Claim. Let ¢ € H\ {0}. Then we can find nonzero projections q,p € M such that M¢¢ = L?(M)p.

Proof of the claim. Define ¢ : M — C by letting p(x) = (2€,&), for x € M. Let ¢ > 0 such that
(1) < er(1). Since ¢ and cr are normal positive linear functionals on M, by Exercise 4.18 we can
find a projection ¢ € M such that ¢(z) < er(x), for all z € (¢Mq)+.

By applying Lemma 4.17, we can find y € ¢Mgq such that 0 < y < ¢ and ¢(x) = 7(zy), for all

xr € qMq. Let z € (¢Mq), such that 22 =y. If x € M, then since gz*xq € ¢Mgq, we get that
l2(g6) 1> = p(gz*2q) = T(qa*zqy) = 7(z"wy) = 7(2*x2?) = [|2Z]3,

and thus [|z(¢€)[| = ||zZ]]2. Thus, 6 : Mg — Mz C L*(M) given by 6(z(q€)) = xZ extends to a

unitary operator. It follows that Mq& = MZ. The claim now follows from Exercise 4.15.

Finally, let {H;};er be a maximal family of mutually orthogonal left Hilbert M-sub-modules of H
such that for every i € I, there exists a projection p; € M with H; = L?(M)p;. Then the above
claim implies that H = @®;c7H;, which finishes the proof. |

4.4. Hilbert bimodules. In the early 1980s, Connes discovered that Hilbert bimodules give an
appropriate representation theory for tracial von Neumann algebras (see [Co82,Po86] and [AP22,
Chapter 13]).

Definition 4.19. Let (M, 7) be a tracial von Neumann algebra. A Hilbert M -bimodule is a Hilbert
space H equipped with commuting normal *-homomorphisms 7 : M — B(H), p : M°? — B(H),
where M°P is the opposite von Neumann algebra of M. We write z{y = 7(x)p(y°P)E.

Examples 4.20. (of Hilbert bimodules)
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(1) The trivial bimodule L?*(M) with xfy = zJy*JE.
(2) The coarse bimodule L*(M)®L*(M) with z(§®n)y = £ ny.

(3) L?(M) with z€y = a(x)JB(y)*JE , where (M,7) is a tracial von Neumann algebra and
o, : M — M are *-homomorphisms such that Toa =708 =1.

4.5. Jones’ basic construction. Let (M, 7) be a tracial von Neumann algebra in its standard
representation and B C M be a von Neumann subalgebra. Theorem 4.11 implies that

BcM=JM'Jc JB'JcCB(L*(M)).
The von Neumann algebra JB'J is called the basic construction associated to B C M. As shown
in Proposition 4.24, this is generated by M and the orthogonal projection from L?(M) onto L?(B).

The basic construction was used by Jones (via an iteration argument) to prove his famous index
theorem for subfactors [Jo83]. It is now a key tool in the study of II; factors.

Definition 4.21. Let M be a von Neumann algebra and B C M be a von Neumann subalgebra.
A positive linear map E : M — B is called a conditional expectation if it satisfies the following:

(1) E(b) =b, Vb € B.
(2) E(blxbg) = blE(.ilf)bg, Vbl,bz S B,.le e M.

Proposition 4.22. Let (M,T) be a tracial von Neumann algebra and B C M be a von Neumann
subalgebra. Then there exists a unique conditional expectation E : M — B such that To E = 7.

Proof. Let ep : L?(M) — L?(B) be the orthogonal projection, where L?(B) denotes the ||-||o-closure
of {b|be B}. If 2 € M and b € B, then beg(#) = eg(bx) and hence

Ibes(@)]2 = les(bx)ll2 < [[bz]l2 = [[bz]l2 < [l [b]l2 = [|2[| [|b]]2-
Thus, there is T' € B(L2(B)) such that T'(b) = bep(&). Since T € B’, we get that T' € JBJ, and
thus eg(z) € B. One checks that Eg : M — B given by Ep(x) = ep(Z) satisfies the conclusion. W

Definition 4.23. Let (M, 7) be a tracial von Neumann algebra and B C M be a von Neumann
subalgebra. The basic construction (M, ep) is the von Neumann subalgebra of B(L?(M)) generated
by M and the orthogonal projection eg from L?(M) onto L?(B).

Proposition 4.24. We have the following:
(1) Jep =epJ, bep = epb and egrep = Ep(x)ep, Vb € B,x € M.
(2) (M,ep) = (JBJ) =JB'J.
(3) ep € (M,ep) has central support 1.

(4) The linear span of MegM is an SOT-dense *-subalgebra of (M, ep).
(5) There ezists a semifinite faithful normal trace Tr : (M,ep) — C such that

Tr(zepy) = 7(xy), Y,y € M.
(6) If p € (M,eg) is a projection, then pL*(M) is a right Hilbert B-module and
dim(pL?(M)p) = Tr(p).

Proof. (1) The proof of this assertion is left as an exercise.
(2) Since (M, eg) = M'n{eg} = JMJIN{ep} = J(M n{eg})J = JBJ, the double commutant
theorem implies that (M,eg) = (JBJ)'.

(3) Since (M, ep)epL?(M) D (M, eg)epl = (M,eg)l D M1, by Lemma 3.9 we deduce that
ep € (M, ep) has central support 1.
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(4) Let M be the SOT-closure of the linear span of MepM. Then M is a von Neumann algebra
and a two sided ideal of (M, ep). In particular, uepu™ € M, for every u € U((M,ep)). Thus, by
(3) and Exercise 3.10 we get that 1 =\/, cy/((ar,e,)) veBu” € M. This implies that M = (M, ep).

(5) Since the central support of ep in (M, ep) is 1, there are partial isometries (v;) C (M, ep) such
that viv; <ep and ), v;v7 =1 (see Exercise 3.15).

We define a normal weight Tr : (M, eg)+ — [0, +00] by letting
Tr(T) = Y (Tl vl).

(2
Let T € (M, ep) with Tr(T*T) = 0. Then Tv;1 = 0 and thus Tvig = Tv; Jb*J1 = Jb*JTv;1 = 0, for
every b € B. Hence, Tv;L*(B) = {0} for every i. Since v}v; < ep, we have Tw;vf L*(M) C Tv;L*(B)
and thus Tv;v} = 0 for every i. Since ), v;v] = 1, we get that T' = 0, so Tr is faithful.

To show that Tr is a trace, note that since (M,eg)ep = Mep, we can find w; € M such that
v; = vieg = wiep. Let z,y € M. By appying the identity >, wiepw} = >, vvf = 1to 7 € L*(M),
we derive that 3, wiEp(wz) = x. Also, if a,b,c € M, then (aepbepl,cepl) = 7(Ep(c*a)b). By
combining these identities we get that

(41) Tr(zepy) = Y (zepywiepl,wiepl) = > 7(Ep(wiz)yw;) = > 7(wEp(w;z)y) = 7(zy).
Thus, if T = zegy and T = 2’epy/, for some z,y,2’,yy € M, then

Te(TT') = 7(xEg(y2")y') = 7(Ep(y'z) Ep(ya’)) = 7(2'Ep(y'z)y) = Te(T'T).
This proves that Tr is a trace.

(6) Equation (4.1) shows that Tr does not depend on the choice on {v;};cr. Thus, we may assume
that there is a subset J C I such that p =), ;vivf = >, ;wiepwy. Thus, Tr(p) = >, 7(wwy).
Since viv; = Ep(w}w;)ep is a projection, Eg(w;w;) is a projection. We leave it as an exercise to
check that w;epw; (L*(M)) is isomorphic to Ep(wfw;)L?(B), as a right Hilbert B-module. Thus,
pL*(M) = @, ; Ep(w}w;)L*(B), as right Hilbert B-modules, hence

dim(pL*(M)g) = Y 7(Ep(wiw;)) = Y 7(wiw;) =Y m(wiw}) = Tr(p),
i€l i€J i€J
which finishes the proof. [ ]

Remark 4.25. Let M be a von Neumann algebra endowed with a normal, faithful, semi-finite

trace Tr. For 1 < p < oo, define ||z| = Tr(]a:\p)%, for every x € M. The Banach space LP(M) is
defined as the closure of the set {x € M | ||z||, < oo} with respect to || - ||,. If M = (M, ep), then
LP(M) is equal to the closure of the span of MegpM with respect to || - ||,.

4.6. Popa’s intertwining-by-bimodules technique. Given subalgebras A, B of a von Neumann
algebra M, it is a natural question whether vAu* C B, for some u € U(M). To address this
question, Popa developed a technique, called intertwining-by-bimodules. This technique has been
instrumental in the progress made in the classification of 11y factors via Popa’s deformation/rigidity
theory (see the surveys [Po06,Val0,I018]) and is now a fundamental tool in the study of II; factors.

Theorem 4.26 (Popa, [Po03]). Let A, B be von Neumann subalgebras of a tracial von Neumann
algebra (M, ). Then the following conditions are equivalent:

(1) There is no net (u;) C U(A) such that | Ep(zu;y)|2 — 0,Vx,y € M.
(2) There is a nonzero projection e € A’ N (M, ep) such that Tr(e) < +00.



18 ADRIAN IOANA

(8) There are nonzero projections p € A,q € B, a nonzero partial isometry v € M and a
x-homomorphism 0 : pAp — qBq such that v*v < p,vv* < q and 0(x)v = v,V € pAp.
(4) There exists an A-B-subbimodule H of L?>(M) such that dim(Hp) < +oo.

If conditions (1)-(4) hold, we write A <p; B and say that a corner of A embeds into B inside M.

Next, we mention two cases when A <j; B implies the existence of u € U (M) such that uAu* C B.

Definition 4.27. Let (M, 7) be a tracial von Neumann algebra. We say that a von Neumann
subalgebra A C M is a Cartan subalgebra if it is maximal abelian and the normalising group
Ny (A) ={ueU(M) | uAu* = A} satisfies Ny (A)" = M.

Theorem 4.28 (Popa, [Po01]). Let A, B be Cartan subalgebras of a I, factor M. Then A <) B
if and only if there exists u € U(M) such that uAu* = B.

Remark 4.29. Let (M, 7) be a tracial von Neumann algebra and A, B C M be von Neumann
subalgebras. Assume that A’N M = C1 and the inclusion B C M is mizing: ||[Ep(xbyy)ll2 — 0, for
every z,y € M with Eg(xz) = 0 and any sequence b, C (B); such that b, — 0 in the WOT. Then
A <) B if and only if there exists u € U (M) such that uAu* C B [Po03].

5. EXAMPLES OF TRACIAL VON NEUMANN ALGEBRAS

5.1. The hyperfinite I1; factor. Forn > 1, let A,, = Mon(C) and 7, : A,, — C be the normalized
trace. Consider the diagonal embedding A,, C A,+1 given by

|_>x0
t 0 =z

Define A = U,>1A4, and notice that A is a x-algebra which is equipped with a norm || - || which
satisfies ||z*z| = ||=||?, for all z € A. Moreover, 7 : A — C defined by 7(x) = 7,(2), if # € A,, is a
faithful tracial linear functional which satisfies |7(z)| < ||z||, for all z € A.

We denote by H the closure of A with respect to the norm ||z||s = \/7(z*x), and consider the GNS
s-homomorphism 7 : A — B(H) given by m(x)(y) = zy, for all z,y € A.

— WO o~
Theorem 5.1. R := W(A)W Tisa I} factor and the map ¢ : R — C given by ¢(x) = (x1,1) is a
normal faithful tracial state such that g om = T.

1) = (z1,y*1), for all
T(zy), for all z,y € A)

)

Proof. Showing that ¢ is tracial on R is equivalent to proving that (y
x,y € R. Since this holds for all z,y € 7(A) ((r(y)1,7(z)*1) = (g, z*)
and 7(A) is SOT-dense in R, we deduce that ¢ is tracial on R.

Given z € A, we have |lyz||3 = 7(z*y*y2) = T(yzz*y*) < ||22*||7(yy*) = ||2||||y||3, for all y € A.
This implies the existence of p(z) € B(H) such that p(z)(9) = yz, for all y € A. Since p(z) € w(A),
we get that p(z) € R. Thus, R'1 D {p(z)l | z € A} = {2 ] 2 € A} and since {Z | z € A} is
|| - ||]2-dense in H, Exercise 4.3 gives that ¢ is faithful.

Since ¢ is a normal state, the second assertion of the theorem is proven.

Finally, let us show that R is a factor. To this end, let z € Z(R) and put g = z — p(z) - 1.
For n > 1, let R, = 7(A,) C R and E, : R — R, be the unique ¢-preserving conditional
expectation. Then E,(x) € Z(R,). Since R, = Man(C) is factor and E, is ¢-preserving, we get
that E,(z) = ¢(En(z)) -1 = ¢(z) - 1 or equivalently F,(xg) = 0. Thus, for every n > 1 and y € R,
we have that ¢(zoy) = p(En(zoy)) = @(En(z0)y) = 0. Hence, ¢(xoy) = 0, for all y € w(A4). Since
m(A) is SOT-dense in R, we conclude that this equality holds for every y € R. In particular, we
have that ¢(zoz() = 0. Since ¢ is faithful we conclude that xp = 0 and thus z = ¢(z)1 € C1. N
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Definition 5.2. A von Neumann algebra M is called hyperfinite if it admits an increasing sequence
(My)n>1 of finite dimensional x-subalgebras such that U,>1M,, is SOT-dense in M.

The II; factor R from Theorem 5.1 is hyperfinite by definition. Murray and von Neumann [MvN43]
proved that any hyperfinite II; factor is isomorphic to R, which justifies the following:

Definition 5.3. The II; factor R is called the hyperfinite II; factor.

As it turns out, R is the smallest II; factor:

Exercise 5.4. Let M be a II; factor and 7 : M — C be a faithful normal tracial state.

(1) By Exercise 4.9, there exists a projection p € M such that 7(p) = % Use this fact to prove
that there exists an injective unital *-homomorphism p : My(C) — M.
(2) Prove that there exists an injective unital *-homomorphism 7 : R — M.

5.2. Group von Neumann algebras. Let I' be a countable group. The left and right regular
representations A, p : I' — U(¢%(T")) are given by A(g)(81,) = dgn and p(g)(6n) = py-1. The group von
Neumann algebra L(T') C B(¢2(T")) is the WOT-closure of the linear span of {\(g) | g € T'} [MvN43].
We denote by R(T") C B(¢2(T")) the WOT-closure of the linear span of {p(g) | g € '}.

Convention. Following the tradition in the subject, we denote u, := A(g), for g € T'.

Proposition 5.5. 7 : L(I') — C given by 7(z) = (x6c,de) is a faithful normal tracial state.
Moreover, L(I') = R(T").

Proof. Since 7(1) = 1 and 7(x*z) = ||zd.]|> > 0, for all x+ € M, we get that 7 is a normal state.
Since T(ugup) = T(ugh) = Ogh.e = Ong.e = T(Uung) = T(upuy), we get that 7 is a trace. If 7(z*z) = 0,
then the first line of the proof implies that zd. = 0. If g € T, then since p(¢~!) € L(T)’, we get
that 26, = z(p(g71)d.) = p(g71)(x6.) = 0. This implies that = 0, hence 7 is faithful.

We identify L?(L(T)) with ¢TI via the unitary u, — d,. Under this identification, the involution

J becomes J(dy) = 6,-1. Now, if g,h € ', then JuyJ(6p) = Jugdyp-—1 = Joy-1 = dpg-1 = p(g)(dn)-
This shows that JuyJ = p(g), for all g € T', hence L(T') = JL(T')J = R(T"). [ |

Notation 5.6. For z € L(I'), we write 20c = > cp g0y € /T. Observe that in the above

identification L*(L(I")) = ¢2(I"), we have that 7 = xd.. The complex coefficients {z,},er are called
the Fourier coefficients of x and can be calculated as vy, = (wde,dy) = 7(vuy). We will write
T =) er Tglg, where the convergence holds in the || - [|2 (but not necessarily the WOT!).

Exercise 5.7. Let z,y € L(I') and let x = 3 ¥gug,y = > o Yty be their Fourier expansions.
Prove that 2% = > 1 Ty—tug and 2y = 3 (D per Thyn—14)Ug-

Remark 5.8. Let I' be a countable abelian group. The group of all homomorphisms 7 : T’ —Tis
a compact abelian 1 group, called the dual of T and denoted T'. Let 1 be the Haar measure of I. For
g €T, let § € LA(T) be given by §(n7) = 1(g). Then the map U : 2(T') — L%(T') given by U(dg) =g
extends to a unitary such that UL(T)U* = L*(T). In particular, L(T') is -isomorphic to Loo(f).
If T is infinite, then p has no atoms and so L(I") is #-isomorphic to L*([0, 1], A) by Corollary 2.20.

The next result clarifies when L(T") is a I1; factor.

Proposition 5.9. Let T' be a countable group. Then L(T') is a factor if and only if T' has infinite
conjugacy classes (or, is icc): the conjugacy class {hgh™' | h € T'} is infinite, for every g € T\ {e}.
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Proof. (=) Assume that C' = {hgh™' | h € I'} is finite, for some g # e. Then z = Y_, . u;, belongs
to the center of L(I") and = ¢ C1.

(«) Assume that I' is icc and let x be an element in the center of L(I'). Let x = > - wquy be
the Fourier expansion of x and h € T'. Let y = ) ger Yglg for the Fourier expansion of y = upzu;.
Then y, = 7(yuy) = T(upzujuy) = T(xu]";gh,l) = Tpgp-1. Since x commutes with uy, we get that
y = x, and hence zpg,-1 = x4, for all g,h € I'. Since _ - |zg|? = ||z||3 < oo, and T is icc, we
conclude that z, =0, for all g € "\ {e}. Thus, z € C1. [

Exercise 5.10. Prove that the following countable groups are icc:

(1) the group S of bijections 7 : N — N such that {n € N | 7(n) # n} is finite.

(2) the free product group I' = I'; xT'9, where I'1, 'y are any groups with |[I'1| > 1 and || > 2.
In particular, the free group F, on n > 2 generators is icc.

(3) SL,(Z) :={A e M,,(Z) | det(A) = 1}, for every odd n > 3.

5.3. Group measure space von Neumann algebras. In this section, we study group measure
space von Neumann algebras arising from pmp actions. Let I' be a countable group and (X, u) a
standard probability space. An action I' ~ (X, p) is called probability measure preserving (pmp) if
for every g € I' and measurable set Y C X, the set gY is measurable and u(gY) = p(Y).

Recall that the group measure space von Neumann algebra L>°(X) x I' is defined as the closure,
in the WOT, of the linear span of {fu, | f € L®(X),g € '} C B(H). Here, H = L*(X) ® £’T, we
define a unitary representation u : I' — U(H) and view L*>°(X) C B(H) by

ug(€ @ 0y) = 0g(€) @ bgn and  f(E@,) = fE@ b, V[ € LP(X),& € L*(X),g,h €T,
where a,4(¢)(z) = (g7 x). Also, we recall that ug fuy = og(f), for every f € L>*(X),g €T.

Proposition 5.11. 7 : L*°(X) x ' = C given by 7(x) = (x(1 ® d¢),1 @ d¢) is a faithful normal
tracial state.

Proof. For all f € L*°(X) and g € I we have that
(Fug) = (Fug(1© ) 106) = (7 965,196 = e [ f

If f1, fo € L*°(X) and g1, g2 € T, then fiug, foug, = fiog, (f2)ug g, and foug, fiug, = faog, (f1)Ugeg: -
Since 7(og4(f)) = 7(f), for all f € L>°(X) and g € I', we get that 7(fiug, foug,) = T(faug, fiug,).
This implies that 7 is a trace. We leave the rest of the proof as an exercise. |

Proposition 5.12. Let I' ~ (X, p) be a pmp action. Denote M = L®°(X) x T and A = L*°(X).
Every a € M has a unique Fourier expansion of the form a = der agug, where ag = EA(au;;) €A,
for every g € I, and the series converges in || - ||2. Moreover, we have the following:

o at =3 rogi(ag)ug.
o flall3 = Xger lagl3-
e ab= deF(ZheI‘ ahgh(bhflg))ug'

Proof. The formula U(fuy) = f ® 0, defines a unitary operator U : L*(M) — L?*(X) ® ¢*T". Thus,
every a € M can be written as a = ) . agug, where a4 € L?(X) satisfy > ger lagll3 = |lal3.
Moreover, we have that a. = es(a) and thus a. = Ex(a). Since auj, = > cragpug, we get that
ap, = E4(auy), for every h € I'. We leave the rest of the proof as an exercise. [

Lemma 5.13. A pmp action I' ~ (X, ) is ergodic if and only if any function f € L*(X) which
satisfies that o4(f) = f, for every g € T, is essentially constant.
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Proof. (<) If Y is a [-invariant set, then f = 1y € L?(X) is a [-invariant function. Thus, there
is ¢ € C such that f = c. As f2 = f, we get that c € {0,1}, hence pu(Y) = fX fdu=ced{0,1}.

(=) Let f € L*(X) be a o(T)-invariant function. If f is not constant, then it admits at least
two distinct essential values z,w € C. Let 6 = |z —w|/2. Then Y = {z € X]| |f(x) — 2| < ¢}
and Z = {x € X| |f(x) — w| < §} are disjoint, [-invariant, measurable sets. Since u(Y) > 0 and
w(Z) > 0, we get a contradiction with the ergodicity of the action. |

Exercise 5.14. Let I" be an infinite group and (Y, v) be a non-trivial standard probability space.
Define (X, ) = (Y',v®r). Consider the Bernoulli action T ~ (X, ) given by gz = (z,-1p,)ner,
for every g € I and & = (xp)ner € X. Prove that this action is pmp, essentially free and ergodic.
Moreover, prove that this action is mizing: gli_{rolo wgY NZ)=pwY)u(Z2), VY, Z C X measurable.

Proposition 5.15. Let I' ~ (X, u) be a pmp action. Denote M = L>®(X) xT' and A = L*>°(X).

(1) The action T ~ (X, ) is free if and only if A C M is maximal abelian, i.e., AN M = A.
(2) Assume that the action T' ~ (X, u) is free. Then M is a factor if and only if the action
'~ (X, ) is ergodic.

Proof. (1) Assume that A NM = A. Let g € '\ {e} and put Y = {z € X | gz = x}. Since
lyog(f) =1y f, forall f € A, we get that a = 1yu, € A’NM. Hencea € Aand thusa = Ex(a) =0,
showing that p(Y) = 0. This implies that the action is free.

Conversely, assume that the action is free. Let a € A N M and a = ) ger
decomposition. If b € A, then 3 pbagug = ba = ab =3 ago4(b)ug, thus bag = o4(b)agy, for
all g € I'. Let g € I'\ {e} and put Y; = {z € X | a4(x) # 0}. The last equality gives that
b(g~1x) = b(z), for almost every z € Y,. Since (X, ) is a standard probability space, we can find
a sequence of measurable sets (X,,) C X which separate points in X. By applying the last identity
tob = 1y,, for all n > 1, we deduce that g~'z = z, for almost every = € Y,. Since the action is
free, we get that p(Y,) = 0, hence ay = 0. As this holds for all g € "\ {e}, we conclude that a € A.

(2) Since the action is free, (1) implies that Z(M) = ANM' = {a € A | 04(a) = a,Yg € T'}. By
Lemma 5.13, the conclusion follows. |

agug be its Fourier

Exercise 5.16. Let I be an icc group and I' ~ (X, ) be a pmp action. Prove that L>(X) x I' is
a Iy factor if and only if the action I' ~ (X, p) is ergodic.

5.4. Cartan subalgebras and orbit equivalence. By Proposition 5.15, L*°(X) C L>*(X) x T’
is a Cartan subalgebra, for every free pmp action I' ~ (X, ). It is a fundamental observation
of Singer [Si55] (see also Feldman and Moore’s work [FM75]) that the isomorphism class of the
inclusion L™ (X) C L>®(X)xTI captures exactly the orbit equivalence class of the action T' ~ (X, p).

Proposition 5.17 (Singer, [Si55]). If I' ~ (X, u) and A ~ (Y,v) are free pmp actions, then the
following conditions are equivalent:

(1) There exists a x-isomorphism 7 : L>°(X) x T — L*®(Y) x A such that 7(L>°(X)) = L>®(Y).
(2) The actions are orbit equivalent, i.e., there exists an isomorphism 0 : (X,u) — (Y,v)
(called an orbit equivalence between the actions) such that 6(Tx) = AO(x), for a.e. x € X.

Both implications of Proposition 5.17 are important. Thus, (1) = (2) reduces the classification of
group measure space factors to the classification of actions up to orbit equivalence, provided that
the Cartan subalgebras can be shown to be unique. Conversely, the implication (2) = (1) provides
a von Neumann algebraic approach to the study of orbit equivalence of actions.

Proof. Denote A = L>®(X),B = L>*(Y),M =L*(X)xT and N = L®(Y) x A.
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(1) = (2) Since 74 : A — B is a *-isomorphism, we can find an isomorphism 6 : (X, ) — (Y,v)
such that 7(a) = ao 07!, for all @ € A (see [AP22, Theorem 3.3.4]). We will prove that 6 is the
desired orbit equivalence. To this end, fix g € I' and denote v = m(u,y). Then v normalises B and
thus we can find an isomorphism « : (Y, v) — (Y, v) such that vbv* = bo «, for all b € B.

Claim. a(y) € Ay, for almost every y € Y.

Consider the Fourier expansion v = ), - vpup, where vy € B for all h € A. Since vb = (bo a)v,
we deduce that vy (boh™!) = vp(boa), forallh € Aand b € B. If welet V), = {y € Y | vp(y) # 0},
then the same argument as in the proof of Proposition 5.15 shows that a(y) = h~'y, for almost
every y € Y, and all h € A. Now, if we let Z =Y \ (UpeaYs), then 1zv, = 0, for all h € A and
thus 1zv = >, ca(1zvp)up = 0. Hence v(Z)Y2 = ||14]]2 = |[1zv||2 = 0, which implies that the set
UneaYhn is co-null in Y. This clearly implies the claim.

Ifa € A, thenaog o™ = w(ugau}) = vr(a)v* = w(a)oa = acf toa. Thus, g~ of™! =0 1on
hence # o g~ = a0 §. Together with the claim, this implies that 8(¢~'z) = a(8(x)) € Af(x), for
almost every x € X. Since g € I' is arbitrary, we conclude that §(I'z) C Af(z), for almost every
x € X. Since the reverse inclusion can be proved similarly, it follows that # is an orbit equivalence.

(2) = (1) Let 0 : (X,u) — (Y,v) be an orbit equivalence. Define a *-isomorphism 7 : A — B by
letting 7(a) = a o 1. Our goal is to show that 7 extends to a *-isomorphism 7 : M — N.

To this end, fix g € . Then (fog ' o0 ) (y) € A -y, for almost every y € Y. For h € A,
put Yy, ={y €Y | (Bogtod ) (y) = hly}. Then {Y,s}nen is a measurable partition of Y.
Since h™ 'Y, , ={y € Y | (B ogo6~')(y) = hy}, we also have that {h™1Y, ;,}pen is a measurable
partition of Y. Using the last two facts, one checks that the formula 7(uy) = ;.5 1y, , un defines
a unitary in N such that 7(ug)m(a)m(uy)* = m(ao g™1), for all a € A. This entails that 7 extends
to a s-homomorphism from the linear span of {auy | a € A,g € T'} to N. Moreover, 7 is trace
preserving. We leave it as an exercise to show that 7w extends to a *-isomorphism 7 : M — N. N

5.5. Tensor product von Neumann algebras. We next establish that the class of tracial von
Neumann algebras is closed under tensor products.

Proposition 5.18. Let (My,71) and (Ma,12) be tracial von Neumann algebras. Then My®QMs is
a tracial von Neumann algebra. Moreover, if My and My are II; factors, then so is MiQ@Ms.

The proof of the moreover assertion of Proposition 5.18 relies on the following exercise:

Exercise 5.19. Let (M, 7) be a tracial von Neumann algebra. For x € M, let K, C L?>(M) be the
|| - ||2-closure of the convex hull of the set {uzxu* | uw € U(M)}. Then we have

(1) Assume that M is a II; factor and let € M. Prove that 7(x)1 is the unique element of
minimal || - ||z of K. Deduce in particular that 7(z)1 € K,.

(2) Assume that the linear span of the set of z € M such that 7(z)1 € K, is || - ||2-dense in M.
Prove that M is II; factor.

Proof of Proposition 5.18. Using that M1@Msy C B(L?(M;) ® L*(My)), define 7 : Mi®@Ms — C by
r(z) = (z(1®1),1®1). Then 7(z1 @ x2) = 71 (21)72(x2) for all &, € My, x5 € My, and 7 is a trace.
Since M{@M} C (M ®M,)" and 1T® 1 is M{®Mj-cyclic, Exercise 4.3 implies that 7 is faithful.

For the moreover assertion, assume that M; and My are II; factors. If x1 € My and z9 € Mo,
then by Exercise 5.19(1) we get that 7 (z1)1 € K,, and 7(z2)1 € K,,. This easily implies that
T(m1®x2)(i®i) = 71(x1)1®72(x2)i € Ky, ga,- Since the linear span of {x1®x9 | 1 € My, x2 € My}
is SOT-dense and so || - [|o-dense in M;®@Ms, Exercise 5.19(2) gives that M;®Ms is a II; factor. B
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Exercise 5.20. Let (X1, u1) and (X3, u2) be standard probability spaces and consider the product
probability space (X7 X Xo, 1 ® p2). Prove that L™ (X1)®@L>®(X2) = L>®(X; x X3).

Exercise 5.21. Let I'; and I'y be countable groups. Prove that L(I'})®L(I'y) = L(I'; x I'y).

5.6. Free product von Neumann algebras. We next recall the definition of the of two tracial
von Neumann algebras (M, 1) and (M2, 72).

Denote H; = L2(M;) & C1, for i € {1,2}, and define the Hilbert space

H=Clo (@ ¢ H ®Hi2®"'®Hin>-
n>1 i1 #igF - Fin
Also, for i € {1,2}, define the Hilbert space

H=Cla (@ b &, ®Hi2®"‘®Hin>.
n>1itiy FigFFin
Then we have a natural unitary identification H = L?(M;)® H; which allows us to view M; C B(H).

Definition 5.22. The free product von Neumann algebra M; * M> is defined as the von Neumann
algebra generated by M, My C B(H).

Proposition 5.23. Let (M, 1) and (Ma,m2) be tracial von Neumann algebras. Then My x My is
a tracial von Neumann algebra.

Proof. Let 7 : M — C be the normal state given by 7(z) = (x1,1). Let 2 = 2129 - - -z, where
n>1, x; € M;; and T(x;) =0, for every 1 < j < n, and i; # ij41, for every 1 < j <n — 1. Since
21l = Ty, T, ®---Q7T;, € Hy ® Hj, ®---® H;, is orthogonal to 1 we get that 7(z) = 0.

Let y = ym - - - y2y1, where m > 1, y, € M, and 7(yx) = 0, for every 1 < k < m, and I}, # lj41, for
every 1 < k < m — 1. By using the previous paragraph, it follows that 7(xy) = 7(yx) = 0, unless
n =m and i; = l;, for every 1 < j < n, in which case we have that 7(zy) = 7(yx) = [[,_; 73, (z;¥;)-
In either case, we get that 7(xy) = 7(yx) and since the linear span of = (respectively, y) of the form
above is SOT-dense in {z € M | 7(z) = 0}, we deduce that 7 is tracial. [

Exercise 5.24. Let (M, 1) and (Ma, 12) be tracial von Neumann algebras such that M; is diffuse
and My # C1. Let (uy) € U(M;) be a sequence such that uj — 0, weakly. Prove that upzuj — 0,
weakly, for every x € My * Ms with Ejps, (z) = 0. Use this to prove that My x Ms is a II; factor.

Exercise 5.25. Let I'; and I's be countable groups. Prove that L(I';) « L(I'2) = L(I'; % I's).

5.7. Ultraproduct von Neumann algebras. We end this section by defining ultraproducts of
tracial von Neumann algebras. We start by reviewing the notion of free ultrafilters on N.

Definition 5.26. The Stone-Cech compactification of N, denoted by BN, is defined as the Gelfand
dual of the abelian C*-algebra ¢°°(N). An wltrafilter of N is an element of SN, i.e., a non-zero
homomorphism w : (*°(N) — C. For n € N, we denote by e, € SN the evaluation at n, i.e.,
en(f) = f(n). An ultrafilter w € SN is free if it does not belong to N = {e;, }nen.

Remark 5.27. We have that SN \ N = (). To see this, let K,, C 8N be the weak*-closure of
{er | kK > n}. Then K, is weak*-compact by Alaoglu’s theorem and K, 11 C K, for all n. Thus,
MKy £ 0. If w € N, Ky, then w € K, and thus w(d,) = 0, for all n € N. This shows that w ¢ N.

Exercise 5.28. If w € AN, we denote lim,,_, =), := w((xy)n), for every (z,,)n € £>°(N). Prove that
if we BN\ N and lim,,_yo0 z,, = x, then lim,_,, z, = x.
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Warning. The notation li_r)n will be used to denote the limit of a sequence of complex numbers
n—w

along an ultrafilter w and should not be confused with the limit as n approaches an ordinal w.

Definition 5.29. Let w € SN\N and (M, 7,) be a sequence of tracial von Neumann algebras. Let

[L,.cn M, be the C*-algebra of sequences (x,,) with x,, € M,,,Vn € N, and |[(z,,)|| := sup ||z, | < coc.

Let Z, C I],,en My be the two-sided norm closed ideal consisting of sequences (x,) € [], ey Mn
such that lim, ., ||z, |2 = 0. The ultraproduct [, ., My is defined as the quotient [, oy Mn/Ze-

Then [],,c., My is a tracial von Neumann algebra which has a canonical trace 7, ((z,)) = h_r)n Tn(2n)
n—w

(see [BO08, Appendix 4.A] or [AP22, Proposition 5.4.1] for a proof of this fact).

If M,, = M, ¥n € N, we denote [[, . M, by M“ and call it the ultrapower of M.

new

new
6. PROPERTIES OF VON NEUMANN ALGEBRAS

In the first two parts of this section we present two fundamental representation-theoretic properties
(amenability and property (T)) of groups and von Neumann algebras. We end this section by briefly
discussing two asymptotic properties of 11y factors (property Gamma and McDuff’s property).

6.1. Amenability.

Definition 6.1. A countable group I' is called amenable if there exists a state ¢ : £*°(I') — C
which is invariant under the left translation action: ¢(g - f) = ¢(f), for all g € I" and f € ().
Here, g - f € £°°(T) is defined as (g- f)(h) = f(g~1h).

Theorem 6.2. Let I' be a countable group. Then the following conditions are equivalent:

(1) T is amenable.

(2) T satisfies the Reiter condition: there exists a sequence of non-negative functions
fn € LX) such that ||fulli = 1, for all n, and limy, o0 ||g* fn — full1 =0, for all g € T.

(8) T satisfies the Folner condition: there exists a sequence of finite subsets F,, C T’ such that
limy, 00 |[gFn \ Frl/|Fn| =0, for all g € T.

(4) the left regular representation of I' has almost invariant vectors: there exists a sequence
& € P2(T) such that ||&nll2 = 1, for all n, and limy, oo [|N(9)&n — &nll2 = 0, for all g € T.

Proof. The proof relies on two very useful tricks, due to Day (the proof of (1) = (2)) and Namioka
(the proof of (2) = (3)). Enumerate I' = {g, } n>1.

(1) = (2) Fix n > 1 and consider the convex subset

C={lg f=ff=Frrrsgn fF=HIFELD)F20flL=1}
of the Banach space ¢}(T')®» with the norm ||(f1, f2, -, fa)ll = Doty I fill1-

We claim that 0 = (0,0,---,0) € ol Assuming this claim, we can find f, € ¢}(I') such that
In 20, ||fn”1 =1and Z:‘Lzl ”gl “fn — fn”l < 1/”' This clearly implies (2)

If the claim were false, then since clep (I')®n is a closed convex set and (¢1(I')%n)* = ¢°°(T)®n,
the Hahn-Banach separation theorem implies the existence of Fy, Fy, -+, F,, € ¢>°(T") and o > 0
such that 3% R(g; - f — [, Fi) > «, for any f € ¢1(T') with f > 0 and | f|, = 1.

If we put FF = > 1", §R(gi_1 - F; — F;), then the last inequality rewrites as (f, F') > «, for any
f €T with f > 0and ||f|l1 = 1. For f = d,, this implies that F(g) > «, for all g € I'. Thus, we
get that p(F) > ¢p(al) = a > 0. On the other hand, p(F) = 31", (p(R(g; ' - Fi)) — (RF})) = 0.
This gives the desired contradiction.
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(2) = (3) If f1, fo € £1(T') and fi1, fo > 0, then Fubini’s theorem implies that

[e.9]

T T /0 Lot — Lo lhdt and [ fafls = /0 110 1t

By (2), for any n > 1 we can find f € ¢}(T') such that f > 0,[|f|li = Land >, |lgi- f — fll1 < 1/n.
For t > 0, let K; = {f > t}. Since f € ¢}(T'), we get that K; is a finite subset of I'. Also, note that
{9 f >t} = gK and thus |14 — Lipsill = [9KAKy, for all g € T'. By combining the last
inequality with (6.1), we derive that

/OOOZ lgi K — K¢|dt < 1/n=1/n]|f]|1 = /OOO(|Kt|/n)dt.

i=1
Hence, there is t, > 0 such that F, := Ky, satisfies > ;" | |¢iFn AF,| < |F,|/n. This proves (3).

(3) = (4) Let &, := 1p,/+/|Fn|. Then ||&,]l2 = 1 and ||MN9)&n — &nlle = VIgFnAF,L|/|Fnl, for all

n > 1 and g € I', which clearly implies (4).

(4) = (1) Let w be a free ultrafilter on N. Define ¢ : £>°(I') — C by letting ¢(f) = limp s, (f&n, &n)-
Then ¢ is a state and (g - f) = limnsw(f(g7" - &n) 97" - &) = @(f), for all f € £(T), g €. W

Exercise 6.3. Let I" be a countable group. Assume that (a) any finitely generated subgroup of T’
is amenable or (b) I' is abelian. Prove that I' is amenable.

Proposition 6.4. Fy is not amenable.

Proof. Assume by contradiction that there exists a left translation invariant state ¢ : ¢>°(Fy) — C.
Define m : P(F2) — [0,1] by m(A) = ¢(14). Then m is finitely additive (m(AUB) = m(A)+m(B),
for every disjoint A, B C F3) and left invariant (m(gA) = m(A), for every g € Fo and A C Fy).

Let a and b be the free generators of Fy. Let S be the set of elements of o whose reduced form
begins with a non-zero power of a, and put 7' = Fo\ S. Then aT C S, bSUb?S C T and bSNH*S = (.
Thus, we get m(S) > m(aT) = m(T) > m(bS U b2S) = m(bS) + m(b>S) = 2m(S). This implies
that m(S) = m(T) = 0. Since m(S) +m(T) = m(F2) = 1, this provides a contradiction. [

Exercise 6.5. Let I'; and I'y be any countable groups such that |I'y| > 1 and || > 2. Prove that
the free product group I' = I'y * ['5 is not amenable.

Definition 6.6. A tracial von Neumann algebra (M, 7) is called amenable if there exists a state
® : B(L?(M)) — C such that ®)j; = 7 and ®(Tz) = ®(«T), for all z € M and T € B(L*(M)).

Theorem 6.7. Let ' be a countable group. Then T is amenable if and only if L(T) is amenable.
Proof. Assume that I' is amenable and let ¢ : £>°(I') — C be a left translation invariant state.
Define a state ® : B(¢2(T")) — C by letting
(T) := (g (T, 0g)).
If T e L(T"), then for all g € I" we have
(Tég,64) = (T'p(g)de; p(9)de) = (p(9)"Tp(g)de, 6e) = (T'0e, be) = 7(T),
and thus ®(T') = 7(T). If T € B(¢*(T")) and h € T, then the left invariance of ¢ gives that
DAR)TAR)) = p(g = (A(R)TA(h)" by, bg)) = £(g = (Top-14,0-14)) = B(T).

Thus, if C := {z € L(T) | ®(Tx) = ®(2T), for all T € B(¢*(T"))}, then \(g) € C, for all g € . By
Cauchy-Schwarz, we have that |®(Tz)|? < ®(TT*)®(z*z) < |T||?®(z*x) = ||T||?||z||3 and similarly
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|®(xT)|? < ||T||?||=||3, for all € L(T) and T' € B(¢*(T")). This implies that C is || - ||2-closed. Since
C contains the linear span of A\(I"), we conclude that C = L(I"). This shows that L(I") is amenable.

Conversely, assume that L(T) is amenable. Let ® be a state on B(¢2(T")) such that ®(Tx) = ®(27),
for all z € L(T') and T € B(¢*(I")). Consider the natural embedding ¢>°(T") C B(¢?(I')) and notice
that A(g)fA\(g)* = fog l=g-f, forall f € ¢°() and g € I'. Thus, for all f € ¢>°(T') and g €T,
we have that ®(g - f) = ®(A(g)fA(g9)*) = ®(f). This implies that I' is amenable. [

Exercise 6.8. Prove that any hyperfinite tracial von Neumann algebra (M, ) is amenable.
It is a remarkable fact, proved by Connes in his celebrated work [Co75], that the converse is true.
A tracial von Neumann algebra (M, 7) is called separable if the Hilbert space L?(M) is separable.

Theorem 6.9 (Connes, [Co75]). Let (M, T) be a separable tracial von Neumann algebra. Then the
following are equivalent:

(1) M is amenable.

(2) M is injective: there exists a conditional expectation E : B(L*(M)) — M.

(3) there exists a sequence &, € L*(M)®L?*(M) such that (z&,,&,) = 7(x) for allm > 1 and
limy, 00 [|2€n — &nx]| =0, for all z € M.

(4) M s hyperfinite.

Consequently, any separable amenable II; factor M is isomorphic to R. In particular, L(T) is
isomorphic to R, for any icc amenable group I.

For a proof of this result, see [AP22, Chapters 11 and 13].

6.2. Property (T).

Definition 6.10. [Ka67] A countable group I' has Kazhdan’s property (T) if any unitary represen-
tation 7 : I' — U(H) which has almost invariant vectors admits a nonzero invariant vector.
Examples of countable groups with property (T) include SL,(Z), for n > 3, and, more generally,
any lattice in a simple Lie group of rank at least 2 [Ka67]. For more on property (T), see [BAHVO08].

Exercise 6.11. Let I' be a countable group and (I'),),er be an increasing sequence of subgroups
with UpenI'y, = I'. Endow X = U,enI'/T,, with the left multiplication action of I' and denote by
7: T — U?(X)) the associated unitary representation. Prove that

(1) 7 has almost invariant vectors.
(2) 7 has nonzero invariant vectors if and only if I';, = I" for some n € N.

Deduce that if I' has property (T), then it is finitely generated.
Exercise 6.12. Prove that any countable amenable group I" which has property (T) must be finite.

We next recall Connes and Jones’ notion of property (T) for II; factors.

Definition 6.13. [CJ85] A II; factor M has property (T) if there exists F' C M finite and § > 0 such
that whenever H is a Hilbert M-bimodule and { € H is a unit vector with max,cp ||x€ — &x|| < 0,
there exists a nonzero vector n € H such that zn = nx,Vx € M.

Exercise 6.14. Prove that any amenable tracial factor M which has property (T) must be finite
dimensional.

Proposition 6.15 (Connes and Jones, [CJ85]). Let I" be a countable icc group. Then T has property
(T) if and only if L(T') has property (T).
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Proof. We prove the “only if” assertion and refer the reader to [CJ85] for the proof of the “if”
assertion. Assume that I' has property (T) and enumerate I' = {g, }nen. Then there are S C T
finite and 6 > 0 such that if 7 : ' — U(H) is a unitary representation and £ € H is a unit
vector with maxgeg ||7(g)¢ — || < 6, then H has a nonzero w(I')-invariant vector. Otherwise, for
any n € N we find a unitary representation m, : I' — U(H,) without nonzero invariant vectors
and a unit vector &, € H, such that maxj<i<n |[|Tn(9i)&n — &l < % Then the representation
T = P,y ™ has almost invariant vectors but no nonzero invariant vectors.

Let H be a Hilbert L(I')-bimodule which has a unit vector ¢ such that maxgeg ||ug — Eugl| < 6.
Define a unitary representation 7 : I' — U(H) by letting 7(g)n = ugnuy, for every g € I'n € H.
Then [|7(9) — &|| = ||ug€ — &ugyl| < 6, for every g € S. By the previous paragraph, we can find a
nonzero vector 7 such that 7(g)n = n and thus uyn = nug,, for all g € I'. Since the linear span of
{ug | g € I'} is SOT-dense in L(I') we conclude that xn = nz, for all x € L(I"). [ ]

Definition 6.16. Let M be a II; factor. We denote by Aut(M) be group of automorphisms of M
and by Inn(M) = {Ad(u) | v € U(M)} the subgroup of inner automorphisms of M. We endow
Aut(M) with the pointwise || - ||2-topology: 0; — 6 <> ||0;(z) — 6(z)||2 — 0,Vz € M.

The outer automorphism group of M is defined as the quotient group
Out(M) = Aut(M)/Inn(M).
The fundamental group of M is defined by

F(M) = {m | p,q € M nonzero projections such that pMp = ¢Mgq}.

7(q)

The fundamental group was introduced by Murray and von Neumann in [MvN43] who showed that
it is a multiplicative subgroup of (0,+00), and that F(R) = (0,+0c). The outer automorphism
group of R is also a very large group that contains every second countable locally compact group.
In contrast, II; factors with property (T) have “small” (countable) symmetry groups:

Proposition 6.17. Let M be a I, factor with property (T). Then Inn(M) is an open subgroup of
Aut(M). Thus, Out(M) is countable.

Proof. Let F C M,5 > 0 as in Definition 6.13. To prove that Inn(M) < Aut(M) is an open
subgroup it suffices to show that a neighborhood of Idss in Aut(M) is contained in Inn(M). Let
6 € Aut(M) such that max,cp ||0(x) — x||2 < 6. Consider the Hilbert space H = L?*(M) with the
Hilbert M-bimodule structure given by xz€y = 0(x)Jy*J¢. Then for every z € F we have

|21 = 1z||z = [|0(x) — 2|2 < 6.

Thus, we can find a unit vector n € L?(M) such that 6(z)n = Jx*Jn,Vx € M. Then p: M — C
given by p(z) = (xn,n) is a tracial state. Exercise 4.10 gives that ¢ = 7. So ||zn||2 = ||z||2, V2 € M,
and Exercise 4.12 implies that n = u, for some u € U(M). Therefore, § = Ad(u) belongs to Inn(M).

Since Inn(M) < Aut(M) is an open subgroup, it is also closed. Moreover, the quotient group
Out(M) = Aut(M)/Inn(M) is both discrete and separable, and thus must be countable. [

This result was proved by Connes in [Co80] when M = L(I'), for an icc property (T) group I
Connes moreover established that F (M) is countable.

In a major breakthrough in [Po0l], Popa gave the first examples of II; factors M with trivial
fundamental group, F(M) = {1}. The existence of II; factors M with trivial outer automorphism
group, Out(M) = {e}, was proved later on in [IPP05]. Only very recently, the first examples of
IT; factors with property (T) that have trivial fundamental group and, respectively, trivial outer
automorphism group were found in [CDHK20] and [CIOS21].
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6.3. Property Gamma and McDuff’s property.

Definition 6.18. Let M be a II; factor. A sequence (z,) C M is called uniformly bounded if
sup,, ||zn|| < oo and almost central if ||x,y — yzpll2 — 0, Yy € M. We say that M has property
Gammea if it admits a uniformly bounded central sequence () such that inf,, ||z, — 7(zy)1]|2 > 0.

Property Gamma was introduced by Murray and von Neumann in [MvN43] who used it to show
that R % L(IF3). Specifically, they proved that R has property Gamma while L(Fz) does not.

Let M be a II; factor with property Gamma and (z,) C M be as in Definition 6.18. Consider the

“diagonal” embedding M C MY given by M > y +— (yn, = y) € M and view x = (z,,) € M*“. Then

x belongs to M'NM*“ = {a € M¥ | ab = ba,¥b € M}. Since ||[x—7(x)1]]2 = h_I)H |xn —7(zn)1]]2 > 0,
n—w

we get that M’ N M*“ # C1. Conversely, if M’ N M¥ # C1, then M has property Gamma.

Moreover, the following holds:

Theorem 6.19. Let M be a separable 1) factor. Then the following are equivalent:

(1) M has property Gamma.

(2) M' N MY # C1, where w is a free ultrafilter on N.

(3) Inn(M) is not a closed subgroup of Aut(M).

(4) There exists a sequence of unit vectors &, € L2(M)SCT such that ||x&n—Enzlls — 0,V € M.

For a proof of this result, we refer the reader to [AP22, Chapter 15]. The above equivalences were
obtained as follows: (1) < (2) in [Co74], (1) < (3) in [Co74,Sa74], and (1) < (4) in [CoT75].

Exercise 6.20. A group I is called inner amenable if the representation m : I' — U(F2(T \ {e}))
given by 7(g)(0n) = dgpg-1 has almost invariant vectors. Assume that I' ~ (X, 1) is a pmp action
of a non-inner amenable group I' and let M = L*°(X) x . Prove that M’ N M“ C L*™(X)“.
Deduce, by taking X to consist of one point, that L(I") is a II; factor without property Gamma.

Exercise 6.21. Let I be a non-amenable group such that the centralizer {h € T' | gh = hg} is
amenable, Vg € '\ {e}. Prove that I' is not inner amenable. Deduce that [ is not inner amenable.

Definition 6.22. Let M be a II; factor. We say that M is McDuff if it admits two uniformly
bounded central sequences (z,,), (y,) such that inf,, |z,yn — ynxs|l2 > 0.

The following is the main result of [Mc70]:

Theorem 6.23. Let M be a separable 1) factor. Then the following are equivalent:

(1) M is McDuff.
(2) M' N MY is not abelian, where w is a free ultrafilter on N.
(8) M is isomorphic to MQR.

If M is McDuff then it has property Gamma. The converse is false, as the next example shows.

Example 6.24. Let Z ~° (X,u) be a free ergodic pmp action and § : Fo — Z be an onto
homomorphism. Consider the ergodic pmp action Fy 7% (X, ). Since Fy is not inner amenable,
Exercise 6.20 gives that M = L*®(X) X,05 F2 is a II; factor which satisfies M’ N M“ C L (X)“.
Since o is not strongly ergodic (equivalently, (L>°(X) x Z) N L>®(X)“ # C1) , 0 04 is not strongly
ergodic and thus M’ N L>®(X)¥ # C1. Therefore, M’ N M* is nontrivial and abelian. In other
words, M has property Gamma but is not McDuff.
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