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A programmable data plane composed of P4 switches,
smartNICs, and hosts running software network functions can
provide new opportunities for network security. Much work in
this area has focused on monitoring high volume traffic such
as denial of service attacks or heavy-hitter detection.
However, slow attacks that carefully use small amounts of
traffic to have a highly negative effect are much more
challenging to detect since they typically require fine-grained
analysis of all flows. Our work is exploring how a
programmable data plane can provide accurate attack
detection at nearly line rate while overcoming challenges such
as the limited memory space available on network devices.

DetecFng slow aGacks can be more complex compared to
monitoring traffic paGerns for volumetric aGacks due to the
disFnct features exhibited by slow aGacks.
TCP forged RST a-ack
1. UFlize exisFng connecFons and send RST to one or both
ends.
2. Difficult to determine if an RST packet is benign or
suspicious.
3. Can cause connecFons lost by sending few packets.
Naive SoluFon: Delay forwarding RST packets and Track each
flow states.
Port Scan A-ack
1. Send SYN packets with different ports to target server.
2. If aGacker sends packets at low speed, it is difficult to
detect.
Common SoluFon: EsFmate the number of traffic packets with
disFnct ports and reveal the aGack.
SSH password a-empt a-ack
1. An aGacker only sends a few packets to iniFate connecFon
and send password.
2. Contents of SSH packets are encrypted, prevenFng us from
verifying the success or failure of the SSH login.
Naive SoluFon: Inspect SSH connecFons to verify the login
success or failure.
HTTP related slow a-acks
1. Send parFal headers to keep the connecFons with the
server open.
2. Sending packets at low speed.
Naive SoluFon:
Request Header Analysis with deep packet inspecFon.

Example Slow Attacks

Problems and Possible Solutions

Design and Architecture
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Sketch Based
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Our Goal

Track every flow ✔ ✖ ✔

Reveal attacks
within short time

✔ ✖ ✔

Memory efficient / 
high performance

✖ ✔ ✔

v Dynamic Bloom Filter
Active BF and Backup BF.
Goals: Clear unactive flows but keep active flows.

v Efficient Flow Tables
1. State Transi5ons of Flow Table

Design and Architecture

To predict the performance, there are some factors impacting
the performance:
o Fraction of analyzed packets of whole traffic packets.

o Fraction of flows in P4 Flow Table or in SNIC Flow Table
o Communication frequency and latency between P4 switch

and SmartNIC.

In general, many slow attacks can be detected by: 1. Tracking
the flow states, 2. Monitoring the number of packets, 3.
Measuring communication rate.
Our Design include:
v Hierarchical Data plane

• Fastest Path, Fast Path and Smart Path
v Dynamic Bloom Filter

• Use Dynamic Bloom Filter to keep active safe flows and
clear unactive flows.

v Efficient Flow Tables across P4 Switch and SmartNIC
• Merge information from programmable switch,

smartNIC, and host to detect distributed slow attacks
across multiple routes.

Figure 1. Architecture of Slow Attack Detection Model

Figure 2. Dynamic Bloom Filter

Figure 3. State Transitions of Flow Table

v Hierarchical Data plane
Fastest Path: for traffic that we have already whitelisted and 
can forward with no analysis and minimal state tracking (just 
bloom filter bits)
Fast Path: for traffic that can be analyzed using state already 
on the P4 switch (small size flow table)
Smart Path: for traffic that must go to the smartNIC for more 
detailed analysis or access to state not available on the switch 
(large flow table)

• When merging flow entries of P4 Flow Table and SNIC Flow
Table, SNIC Flow Table do ADD operaFon.

Performance Factors

Figure 5. Merging traffic information

2. Merging traffic information between multiple switches and
SmartNIC
• P4 Flow Table sends its flow table with a batch of flow

entries to SNIC.
• SNIC merges all flow entries to SNIC Flow Table.

Figure 4. Merging traffic information

Research Challenge: How can we provide flow-level, stateful 
analysis to detect slow attacks given the limited memory of 
programmable switches and the limited bandwidth/processing 
speed of end hosts?
Solution Intuition: 
• Filter traffic to quickly redirect known benign flows
• Split flow table across fast but small memory switch and 

slower but high memory smartNIC and host
• Batch and merge updates from switch to host to reduce 

communication costs

Table 2. Fraction of analyzed type of TCP packets 
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