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Abstract

Bilevel optimization recently has received tremen-
dous attention due to its great success in solving
important machine learning problems like meta
learning, reinforcement learning, and hyperparam-
eter optimization. Extending single-agent training
on bilevel problems to the decentralized setting
is a natural generalization, and there has been
a flurry of work studying decentralized bilevel
optimization algorithms. However, it remains un-
known how to design the distributed algorithm
with sample complexity and convergence rate
comparable to SGD for stochastic optimization,
and at the same time without directly computing
the exact Hessian or Jacobian matrices. In this
paper we propose such an algorithm. More specif-
ically, we propose a novel decentralized stochas-
tic bilevel optimization (DSBO) algorithm that
only requires first order stochastic oracle, Hessian-
vector product and Jacobian-vector product oracle.
The sample complexity of our algorithm matches
the currently best known results for DSBO, while
our algorithm does not require estimating the full
Hessian and Jacobian matrices, thereby possess-
ing to improved per-iteration complexity.

1. Introduction

Many machines learning problems can be formulated as a
bilevel optimization problem of the form,
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s.t. y*(x) = argming(x,y),
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where we minimize the upper level function f with respect
to = subject to the constraint that y*(z) is the minimizer of
the lower level function. Its applications can range from
classical optimization problems like compositional optimiza-
tion (Chen et al., 2021) to modern machine learning prob-
lems such as reinforcement learning (Hong et al., 2020),
meta learning (Snell et al., 2017; Bertinetto et al., 2018;
Rajeswaran et al., 2019; Ji et al., 2020), hyperparameter
optimization (Pedregosa, 2016; Franceschi et al., 2018), etc.
State-of-the-art bilevel optimization algorithms with non-
asymptotic analyses include BSA (Ghadimi & Wang, 2018),
TTSA (Hong et al., 2020), StocBiO (Ji et al., 2020), ALSET
(Chen et al., 2021), to name a few.

Decentralized bilevel optimization aims at solving bilevel
problems in a decentralized setting, which provides ad-
ditional benefits such as faster convergence, data privacy
preservation and robustness to low network bandwidth com-
pared to the centralized setting and the single-agent training
(Lian et al., 2017). For example, decentralized meta learn-
ing, which is a special case of decentralized bilevel optimiza-
tion, arise naturally in the context of medical data analysis
in the context of protecting patient privacy; see, for example,
Altae-Tran et al. (2017); Zhang et al. (2019); Kayaalp et al.
(2022). Motivated by such applications, the works of Lu
et al. (2022); Chen et al. (2022b); Yang et al. (2022); Gao
et al. (2022) proposed and analyzed various decentralized
stochastic bilevel optimization (DSBO) algorithms.

From a mathematical perspective, DSBO aims at solving
the following problem in a distributed setting:

xzERP

min  ®(z) = %Zfz(xvy*(x))
=1 2

1 n
s.t. y*(r) =argming(x,y) == — (),
y* (z) g g(x,y) n;m( y)

where x € RP, y € RY. f; is possibly nonconvex and g; is
strongly convex in y. Here n denotes the number of agents,
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and agent ¢ only has access to stochastic oracles of f;, g;.
The local objectives f; and g; are defined as:

fi(xa y) - Ed)NDfi [F(:Evya ¢)] )
gi(xa y) = EENDM [G(‘rv Y; 5)] .

Dy, and Dy, represent the data distributions used to gener-
ate the objectives for agent ¢, and each agent only has access
to f; and g;. In practice we can replace the expectation by
empirical loss, and then use samples to approximate the
gradients in the updates. Existing works on DSBO require
computing the full Hessian (or Jacobian) matrices in the
hypergradient estimation, whose per-iteration complexity is
O(q?) (or O(pq)). In problems like hyperparameter estima-
tion, the lower level corresponds to learning the parameters
of a model. When considering modern overparametrized
models, the order of ¢ is hence extremely large. Hence,
to reduce the per-iteration complexity, it is of great inter-
est to have each iteration based only on Hessian-vector (or
Jacobian-vector) products, whose complexity is O(q) (or
O(p)); see, for example, Pearlmutter (1994).

1.1. Our contributions

Our contributions in this work are as follows.

* We propose a novel method to estimate the global hyper-
gradient. Our method estimates the product of the inverse
of the Hessian and vectors directly, without computing the
full Hessian or Jacobian matrices, and thus improves the
previous overall (both computational and communication)
complexity on hypergradient estimation from O(N¢?) to
O(Ngq), where N is the total steps of the hypergradient
estimation subroutine.

* We design a DSBO algorithm (see Algorithm 3), and
in Theorem 3.3 and Corollary 3.4 we show the sample
complexity is of order O(e~2log %) which matches the
currently well-known results of the single-agent bilevel
optimization (Chen et al., 2021). Our proof relies on
weaker assumptions comparing to Yang et al. (2022), and
is based on carefully combining moving average stochas-
tic gradient estimation analyses with the decentralized
bilevel algorithm analyses.

* We conduct experiments on several machine learning
problems. Our numerical results show the efficiency of
our algorithm in both the synthetic and the real-world
problems. Moreover, since our algorithm does not store
the full Hessian or Jacobian matrices, both the space com-
plexity and the communication complexity are improved
comparing to Chen et al. (2022b); Yang et al. (2022).

1.2. Related work

Bilevel optimization. Different from classical constrained
optimization, bilevel optimization restricts certain variables

to be the minimizer of the lower level function, which is
more applicable in modern machine learning problems like
meta learning (Snell et al., 2017; Bertinetto et al., 2018;
Rajeswaran et al., 2019) and hyperparameter optimization
(Pedregosa, 2016; Franceschi et al., 2018). In recent years,
Ghadimi & Wang (2018) gave the first non-asymptotic anal-
ysis of the bilevel stochastic approximation methods, which
attracted much attention to study more efficient bilevel op-
timization algorithms including AID-based (Domke, 2012;
Pedregosa, 2016; Gould et al., 2016; Ghadimi & Wang,
2018; Grazzi et al., 2020; Ji et al., 2021), ITD-based
(Domke, 2012; Maclaurin et al., 2015; Franceschi et al.,
2018; Grazzi et al., 2020; Ji et al., 2021), and Neumann
series-based (Chen et al., 2021; Hong et al., 2020; Ji et al.,
2021) methods. These methods only require access to first
order stochastic oracles and matrix-vector product (Hessian-
vector and Jacobian-vector) oracles, which demonstrate
great potential in solving bilevel optimization problems
and achieve O(e¢~2) sample complexity (Chen et al., 2021;
Arbel & Mairal, 2021) that matches the result of SGD for
single level stochastic optimization ignoring the log factors.
Moreover, under stronger assumptions and variance reduc-
tion techniques, better complexity bounds are obtained (Guo
et al., 2021; Khanduri et al., 2021; Yang et al., 2021; Chen
et al., 2022a).

Decentralized optimization. Extending optimization algo-
rithms from a single-agent setting to a multi-agent setting
has been studied extensively in recent years thanks to the
modern parallel computing. Decentralized optimization,
which does not require a central node, serves as an impor-
tant part of distributed optimization. Because of data het-
erogeneity and the absence of a central node, decentralized
optimization is more challenging and each node communi-
cates with neighbors to exchange information and solve a
finite-sum optimization problem. Under certain scenarios,
decentralized algorithms are more preferable comparing to
centralized ones since the former preserve data privacy (Ram
et al., 2009; Yan et al., 2012; Wu et al., 2017; Koloskova
et al., 2020) and have been proved useful when the network
bandwidth is low (Lian et al., 2017).

Decentralized stochastic bilevel optimization. To make
bilevel optimization applicable in parallel computing, re-
cent work started to focus on distributed stochastic bilevel
optimization. FEDNEST (Tarzanagh et al., 2022) and Fed-
BiO (Li et al., 2022) impose federated learning, which is
essentially a centralized setting, on stochastic bilevel opti-
mization. Existing work on DSBO can be classified to two
categories: global DSBO and personalized DSBO. Problem
(2) that we consider in this paper is a global DSBO, where
both lower-level and upper-level functions are not directly
accessible to any local agent. Other works on global DSBO
include Chen et al. (2022b); Yang et al. (2022); Gao et al.
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(2022)!. The personalized DSBO (Lu et al., 2022) replaces
y*(x) by the local one y; (r) = arg min, cgq gi(,y) in (2),
which leads to

n

min  &(z) = ! Zfz(x;y:(x))

reRP n

i=1 3)
s.t. yl(x) =argming;(z,y),i=1,...,n.
yERY

To solve global DSBO (2), Chen et al. (2022b) proposes a
JHIP oracle to estimate the Jacobian-Hessian-inverse prod-
uct while Yang et al. (2022) introduces a Hessian-inverse
estimation subroutine based on Neumann series approach
which can be dated back to Ghadimi & Wang (2018). How-
ever, they both require computing the full Jacobian or Hes-
sian matrices, which is extremely time-consuming when
q is large. In comparison, computing a Hessian-vector
or Jacobian-vector product is more efficient in large-scale
machine learning problems (Bottou et al., 2018), and is
commonly used in vanilla bilevel optimization (Ghadimi &
Wang, 2018; Ji et al., 2021; Chen et al., 2021) to avoid com-
puting the Hessian inverse. In personalized DSBO (3), local
computation is sufficient to approximate V f; (x, y; (x)), and
thus does not require computing the Hessian or Jacobian ma-
trices and single-agent bilevel optimization methods can be
directly incorporated in the distributed regime. In our paper
we propose a novel algorithm that estimates the global hy-
pergradient using only first-order oracle and matrix-vector
products oracle. Based on this we further design our algo-
rithm for solving DSBO that does not require to compute
the full Jacobian or Hessian matrices. We summarize the
results of aforementioned works and our results in Table 1.

Notation. We denote by V f(x,y) and V2 f(z, y) the gradi-
ent and Hessian matrix of f, respectively. We use V. f (2, y)
and V,, f(x,y) to represent the gradients of f with respect
to x and y, respectively. Denote by V2, f(x,y) € RP*4
the Jacobian matrix of f and V2 f(x,y) the Hessian ma-
trix of f with respect to y. || - || denotes the /5 norm
for vectors and Frobenius norm for matrices, unless spec-
ified. 1, is the all one vector in R”, and J,, = 1n1;';
is the n x n all one matrix. We use uppercase letters to
represent the matrix that collecting all the variables (cor-
responding lowercase) as columns. For example X; =

(T1,ky s Tnk) 5 Yk,(t) = ( ﬁc, ,yff)k> We add an over-
bar to a letter to denote the average over all nodes. For

= _ 1\ —(t) _ 1w (1)
example, T = n Zizl Tiks, Y= = 5 Zi:1 Yi k-

"Here we point out that although Gao et al. (2022) claim that
they solve the global DSBO, based on equations (2) and (3) in
their paper (https://arxiv.org/abs/2206.15025v1),
it is clear that they are only solving a special case of global DSBO
problem. See appendix C.2 for detailed discussion.

2. Preliminaries

The following assumptions are used throughout this paper.
They are standard assumptions that are made in the literature
on bilevel optimization (Ghadimi & Wang, 2018; Hong
et al., 2020; Chen et al., 2021; Ji et al., 2021; Huang et al.,
2022) and decentralized optimization (Qu & Li, 2017; Nedic
et al., 2017; Lian et al., 2017; Tang et al., 2018).

Assumption 2.1 (Smoothness). There exist positive con-
stants fig, Lo, L1, Lg 1, Lg2 such that for any ¢, func-
tions fi, Vfi, Vgi, V2g; are Lo, Ly, Lg1, Lgo Lips-
chitz continuous respectively, and function g; is p4-strongly
convex in y.

Assumption 2.2 (Network topology). The weight matrix
W = (w;;) € R"*™ is symmetric and doubly stochastic,
ie.

WZWT? Wln:1n7 Wi 5 EO»Viaja
and its eigenvalues satisfy 1 = Ay > Ay > ... > A, and
p = max{|Az|, |A\n|} < 1.

The weight matrix given in Assumption 2.2 characterizes the
network topology by setting the weight parameter between
agent 7 and agent j to be w;;. The condition p < 1 is termed
as ’spectral gap’ (Lian et al., 2017), and is used in distributed

optimization to ensure the decay of the consensus error,

El|| Xx—zr1]||? .
€., M, among the agents, which eventually

n
guarantees the consensus among agents.

Assumption 2.3 (Gradient heterogeneity). There exists a
constant 6 > Osuch thatforall1 <i <mn,x € RP,y € RY,

1 n
IVygi,9) = = > Vol y)l < 6.
=1

The above assumption is commonly used in distributed op-
timization literature (see, e.g., Lian et al. (2017)), and it
indicates the level of similarity between the local gradient
and the global gradient. Moreover, it is weaker than the As-
sumption 3.4 (iv) of Yang et al. (2022) which assumes that
Vygi(z, y; ) has a bounded second moment. This is be-
cause the bounded second moment implies the boundedness
of Vyg(z,y), as we have

IVyg(a, )l
<E [IIVyg(z.y) = Vyg(z,3;)II°] + IVyg(z,9)|°
=E [||Vyg(z, y; €)|/*] - uniformly bounded,

where the equality holds since we have E [||X||?] =
E [||X —E[X]|?] + |[E[X] || for any random vector X.
It directly gives the inequality in Assumption 2.3. How-
ever Assumption 2.3 does not imply the boundedness of
Vy9(z,y) (e.g., gi(x,y) = y "y for all i satisfies Assump-
tion 2.3 but does not have bounded gradient.)
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Table 1. We compare our Algorithm 3 (MA-DSBO) with existing distributed bilevel optimization algorithms: FEDNEST (Tarzanagh et al.,
2022), SPDB (Lu et al., 2022), DSBO-JHIP (Chen et al., 2022b), and GBDSBO (Yang et al., 2022). The problem types include Federated
Bilevel Optimization (FBO), Personalized-Decentralized Stochastic Bilevel Optimization (P-DSBO), and Global-Decentralized Stochastic

Bilevel Optimization (G-DSBO). In the table we define d = max (p, q).

’Computation’ (See Section C.3 for details) and ’Samples’

represent the computational and sample complexity of finding an e-stationary point, respectively. O hides the log(%) factor. *Jacobian’
refers to whether the algorithm requires computing full Hessian or Jacobian matrix. "Mini-batch’ refers to whether the algorithm requires

their batch size depending on e 1.

ALGORITHM  PROBLEM COMPUTATION SAMPLES  JACOBIAN MINI-BATCH NETWORK
FEDNEST FBO O(de™?) O(e™?) No No CENTRALIZED
SPDB P-DSBO O(dn~'e™?) O(n~'e?) No YES DECENTRALIZED
DSBO-JHIP G-DSBO O(pge™3) O(e7®) YES No DECENTRALIZED
GBDSBO G-DSBO  O((¢*log(1) + pg)n~'e™?)  O(n'e?) YES No DECENTRALIZED
MA-DSBO  G-DSBO O(de™?) O(e7?) No No DECENTRALIZED

Assumption 2.4 (Bounded variance). The stochastic deriva-
tives, V fi(z,y; ), Vgi(x,y;£), and V3g;(z, y; €), are un-
biased with bounded variances UJ%, 021, 02 5, respectively.
Note that we do not make any assumptions on whether
the data distributions are heterogeneous or identically dis-

tributed.

3. DSBO Algorithm with Improved
Per-Iteration Complexity

We start with following standard result in the bilevel opti-
mization literature (Ghadimi & Wang, 2018; Hong et al.,
2020; Ji et al., 2020; Chen et al., 2021) that gives a
closed form expression of the hypergradient V®(x), making
gradient-based bilevel optimization tractable.

Lemma 3.1. Suppose Assumption 2.1 holds. The hypergra-
dient VO (x) of (2) takes the form:

- V3,9() (Vyg(a [ (Zvyfz )]

“
where & = (z,y*(x)).

We also include smoothness properties of V®(x) and y* ()
in Section B in the appendix.

3.1. Main challenge

As discussed in Chen et al. (2022b) and Yang et al. (2022),
the main challenge in designing DSBO algorithms is to esti-
mate the global hypergradient. This is challenging because

of the data heterogeneity across agents, which leads to
* * -1
Viy9(z,y*(2) (Vig(z,y"(2)))

n _ Q)
A3V, () (Tt ()
i=1

where y; (z) = argmin, cg, gi(,y). This shows that sim-
ply averaging the local hypergradients does not give a good
approximation to the global hypergradient. A decentral-
ized approach should be designed to estimate the global
hypergradient V().

To this end, the JHIP oracle in Chen et al. (2022b) manages
to estimate

(ZV 95 (@, ( ) (Zvygz z,y ))>1

using decentralized optimization approach, and Yang et al.
(2022) proposed to estimate the global Hessian-inverse, i.e.,

(Z Vagi(z,y( )))

via a Neumann series based approach. Instead of focusing
on full matrices computation, we consider approximating

2= (Z Vim<x,y*<w>>> (Z Vyfi(:ay*(w))) .

According to (4), the global hypergradient is given by ©
1 n
V() =~ D (Vefilw,y* (@) = V3,0, y" (2))2).
- )

From the above expression we know that as long as
node ¢ can have a good estimate of V., f;(z,y*(x)) and
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V2,9i(x,y*(x))z, then on average the update will be a
good approximation to the global hypergradient. More im-
portantly, the process of estimating z can avoid computing
the full Hessian or Jacobian matrices.

3.2. Hessian-Inverse-Gradient-Product oracle

Solving (6) is essentially a decentralized optimization with
a strongly convex quadratic objective function. Suppose
each agent only has access to H; € Siﬁq and b; € R?, and
all the agents collectively solve for

n n n -1 n
> Hiz=> b orz= (Z H) <Z b,-) . 8)
i=1 i=1 i=1 i=1

From an optimization perspective, the above expression is
the optimality condition of:

1
), where h;(z) = ngHZ-z — b} 2. (9)

min — hi(
mig - Z

Hence we can design a decentralized algorithm to solve
for z without the presence of a central server. Based on

this observation and (7), we present our Hessian-Inverse-
Gradient Product oracle in Algorithm 1.

Algorithm 1 Hessian-Inverse-Gradient Product oracle

1: Input: (H l(t),bfl?) for 0 < ¢ < N accessible only
to agent ¢. Stepsize -y, iteration number N, dz(,ko) =
8, ) = 8, and 5 =0
2: fort = 0,1,....N —1do
3: fori=1,...,ndo
k n
4 Zz( t)+1 = Z] 1 Wijz J(t Vdg t)’
k k k
5: 1(t)+1 H(t)JrlZz( f)+1 bv( t)-&-l’
k n k k
6: dg,t)Jrl = Zj 1 zjdg t) + 55 t)+1 - 55 t)
7:  end for
8: end for
9: Qutput: z( ) on each node.

It is known that vanilla decentralized gradient descent
(DGD) with a constant stepsize only converges to a neigh-
borhood of the optimal solution even under the determin-
istic setting (Yuan et al., 2016). Therefore, one must use
diminishing stepsize in DGD, and this leads to the sublin-
ear convergence rate even when the objective function is
strongly convex. To resolve this issue, there are various
decentralized algorithms with a fixed stepsize (Xu et al.,
2015; Shi et al., 2015; Di Lorenzo & Scutari, 2016; Nedic
etal., 2017; Qu & Li, 2017) achieving linear convergence
on a strongly convex function in the deterministic setting.
Among them, one widely used technique is the gradient
tracking method (Xu et al., 2015; Qu & Li, 2017; Nedic

etal., 2017; Pu & Nedi¢, 2021), which is also incorporated
in our Algorithm 1. Instead of using the local stochastic
gradient in line 4 of Algorithm 1, we maintain another set
of variables dz(‘,?ﬂ in line 6 as the gradient tracking step.
We will utilize the linear convergence property of gradient
tracking in our convergence analysis.

Algorithm 2 Hypergradient Estimation
1: Input: Samples ¢ = (¢;po,-..
(gi,07 vy gi,N) on node 7.
Run Algorithm 1 with
k)
H( V2gl(xl k’yzk 752 t)

= vyfz(xz,k:ayi’k 7¢z,t)
to get 2,y
Set Ug | = Ve fz(xz k> yz(,zl;)v ¢z O)
(k)

_v2ygt(xl ks yl k 757, O)Z* N
Output: w; , on node i.

v¢i,N)7 g =

)

Note that for simplicity we write H 1(1;) =
Vzgl(xz ks yZ & ,fl ¢) in line 3 of Algorithm 2, how-
ever, the real 1mp1ementation only requires Hessian-vector
products, as shown in Algorithm 1, and we do not need to

compute the full Hessian.

3.3. Decentralized Stochastic Bilevel Optimization

Now we are ready to present our DSBO algorithm with
the moving average technique, which we refer to as the
MA-DSBO algorithm. In Algorithm 3 we adopt the ba-

Algorithm 3 MA-DSBO Algorithm

1: Input: Stepsizes «y, [k, iteration numbers K, T, N,

yf?k) = 0, and Xi,0 = Ti,0 = 0.

2: fork=0,1,.... K —1do

3oy =y k) .

4: fort—Ol T —1do

5: fori=1,...,ndo

o IR w) - ld with o) =
0000280

7: end for

8:  end for

9:  Run Algorithm 2 and set the output as u; j.

10. fori=1,...,ndo

11: Tipt1 = Z?:l Wik — OV k-

12: Tiktl = (1 — ak)”,k + Qi k.

13:  end for

14: end for

15: Output: 5 = 237" | 2, .

sic structure of double-loop bilevel optimization algorithm
(Ghadimi & Wang, 2018; Ji et al., 2021; Chen et al., 2021)
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— we first run T-step inner loop (line 4-8) to obtain a good
approximation of y*. Next, we run Algorithm 2 to estimate
the hypergradient. To reduce the order of the bias in hyper-
gradient estimation error (see Section 3.5.1 for details), we
introduce the moving average update to maintain another
set of variables r; j, as the update direction of z. The us-
ing of the moving average update helps reduce the order of
bias in the stochastic gradient estimate. It is worth noting
that similar techniques have been used in the context of
nested stochastic composition optimization in Ghadimi et al.
(2020); Balasubramanian et al. (2022). Note that all commu-
nication steps of our Algorithms (lines 4 and 6 of Algorithm
1, lines 6 and 11 of Algorithm 3) only include sending (resp.
receiving) vectors to (resp. from) neighbors, which greatly
reduce the per-iteration communication complexity from
max{pq, ¢*} of GBDSBO (see line 8 and 11 of Algorithm
1 in Yang et al. (2022)).) to max{p, ¢}.

We now introduce our notion of convergence. Specifically,
the e-stationary point of (3) is defined as follows.

Definition 3.2. For a sequence {Zy }1_, generated by Al-
gorithm 3, if ming<x<x E [[[V®(Z4)[[?] < e for some
positive integer K, then we say that we find an e-stationary
point of (3).

The above notion of stationary point is commonly used
in decentralized non-convex stochastic optimization (Lian
etal., 2017). When e = 0, it indicates that the hypergradi-
ent at some iterate I, is zero. The convergence result of
Algorithm 3 is given in Theorem 3.3.

Theorem 3.3. Suppose Assumptions 2.1, 2.2, 2.3, and 2.4
hold. There exist constants > 0 < ¢, < ¢y such that in
Algorithm 3 if we set y € (¢1,¢2), T > 1, and

=) m=6 (=) N oK),

then we have

2in EIveE1) =0 (2 ).

E[||Xs — Zx1 |2
0<k<K n

K

Note that this theorem indicates that the consensus error is of
order O (), and for any positive constant €, the iteration
complexity of Algorithm 3 for obtaining an e-stationary
point of (2) is O(e~2). Moreover, we have the following
corollary that gives the sample complexity of our algorithm.
Corollary 3.4. Suppose the conditions of Theorem 3.3 hold.
Forany e > 0, if we set K = O (6*2) , N = @(log%),
and T = 1, then in Algorithm 3 the sample complexity to
find an e-stationary point is O(e~2log(1)).

’The constants are independent of K and the details are given
in the appendix.

It is worth noting that 7" > 1 in Theorem 3.3 implies, to
some extent, that by setting a single timescale, more inner
loop iterations will not help improve the convergence re-
sult in terms of K. This observation partially answers the
decentralized version of the question ‘Will Bilevel Optimiz-
ers Benefit from Loops?’ mentioned in the title of Ji et al.
(2022). It is interesting to study how setting 7" dependent
on other problem parameters will improve the dependency
on problem parameters in the final convergence rate. The
hypergradient estimation algorithms (i.e., HIGP oracle and
Algorithm 2) provide an additional O(log %) factor in the
sample complexity, which matches Chen et al. (2021). To
further remove the log factor, Arbel & Mairal (2021) applies
warm start to hypergradient estimation and uses mini-batch
method (whose batch sizes are dependent on e 1) to reduce
this complexity and eventually obtain O(e~2). It would be
interesting to study how to apply the warm start strategy
to remove the log factor in our complexity bound without
using mini-batch method. One restriction of Theorem 3.3
is that we do not obtain the convergence rate O(ﬁ), ie.,
the linear speedup in terms of the number of the agents. The
recent work of Yang et al. (2022) achieves linear speedup.
However, some of their assumptions are restrictive (see
Section C for a detailed discussion). Besides, according to
Table 1, our Algorithm is more efficient and preferable when
min{p, ¢} > n since we improve the per-iteration compu-
tational and communication complexity from max{pq, ¢*}
in Yang et al. (2022) to max{p, ¢}. It would be interest-
ing to study how to incorporate Jacobian-computing-free
algorithm in DSBO under the mild assumptions without
affecting linear speedup.

3.4. Consequences for Decentralized Stochastic
Compositional Optimization

Note that our algorithm can be used to solve Decentralized
Stochastic Compositional Optimization (DSCO) problem:

zERP

) 1 n 1 n
min  ®(z) = p ZfZ - Zgj(:c) ,  (10)
=1 Jj=1
which can be written in a bilevel formulation:

min  P(z) = %Z fily™(2))

TERP

. 1/
st y*(z) = argmin — > (yTy—gi(w)Ty>,

yeRY ni:l 2
(11)

To solve DSCO, Zhao & Liu (2022) proposes D-ASCGD
and its compressed version. Both of them have O(¢~?) sam-
ple complexity. However, their algorithm requires stronger
assumptions (see Assumption 1 (a) in Zhao & Liu (2022))
and needs to compute full Jacobians (i.e., Vg;(z; £)), which
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lead to O(pge~2) computational complexity. By using our
Algorithm 3, we can obtain O(max(p, q)e~2) computa-
tional complexity, which is preferable in high dimensional
problems. We state the result formally in the corollary be-
low; the proof is immediate.

Corollary 3.5. Suppose the conditions of Theorem 3.3 hold.
Foranye > 0, ifweset K = O (e72), N = O(log 1), and
T =1, then the sample complexity of using Algorithm 3 to
find an e-stationary point of Problem (11) is O(e~2 log(%)),
and the computational complexity is @(max(p, q)e ).

3.5. Proof sketch

In this section we briefly introduce a sketch of our proof for
Theorem 3.3 as well as the ideas of the algorithm design.
Throughout our analysis, we define the filtration as

=0 (U{yzo 9 7y1 k 71‘2 0> "'7xi,kari,0)'-'7ri,k}> .

3.5.1. MOVING AVERAGE METHOD

The moving average method used in line 12 of Algorithm 3
serves as a key step in setting up the convergence analysis
framework. We focus on estimating

K
1 _ _ _
2 2 E[I7ll + l17s = V()]
k=0
which provides another optimality measure for finding the
e-stationary point since we know

E [I7kl* + 174 — VO(@0)[*] = %E [IVe@)l] -

It can then be shown that by appropriately choosing param-
eters (see Lemma B.11 and B.12 for details), we obtain

K

1 i _ i}

Ve D E (17l + 17 — Ve (@0)|°]
k=0

-0 (\/7 + = ZE IE [@x|Fx] — (fk)”Z]) ’

which implies that it suffices to bound the hypergradient
estimation error, namely, the second term on the right hand
side of the above equality. The moving average technique
reduces the bias in the hypergradient estimate so that we
can directly bound E [||E [ix|Fr] — V®(Zy)||?] instead of
E [||ax — V®(Zx)||?]. and the former one makes use of
the linear convergence property of the gradient tracking
methods, which is elaborated in the next section.

3.5.2. CONVERGENCE OF HIGP

Define

zik) = (Z Viﬂi@mlﬁi)) (Z Vyfi(xk’y2)> :

i=1 i=1

To bound the hypergradient estimation error, a
rough analysis (see Lemma B.13) shows that
E (I [ax| Fr) — V@ (35)[1%] =

T T *
O(E 11X — 3 T2 + 1% = 5”172 + 1" — vl

M),

where the first two terms on the right hand side denote the
consensus error among agents, and can be bounded via
techniques in decentralized optimization (Lemma B.7). The
third term represents the inner loop estimation error, which
can be bounded by considering its decrease as k increases
(Lemma B.8). Our novelty lies in bounding the last two
terms — the consensus and convergence analysis of the HIGP
oracle. Observe that by setting

L(lz) _ [ (k) ‘]_-k} d% — [d(@ ‘]_-k} (k)

y gt

+E (IR [ — 2017 12 + 1B [2017] - -

=[]

we know from Algorithm 1
k) k)
zt+1_zw] j(t_’ydq,t)a Zé =0,

(k) (k) (k) . (k)
diyy1 = wad + 85141 — it

AW

k
'Lt _v2g1(x1k7yz k)) ()

Vy fi(®i ks yf ),
which is exactly a deterministic gradient descent scheme
with gradient tracking on a strongly convex and smooth
quadratic function. Hence the linear convergence results
in gradient tracking methods can be applied, and this also
explains why ~ can be chosen as a constant that is indepen-
dent of K. Mathematically, in Lemmas B.9 and B.13 we
explicitly characterize the error and eventually obtain the
final convergence result in Theorem 3.3.

4. Numerical experiments

In this section we study the applications of Algorithm 3 on
hyperparameter optimization:

(A,

in Zf '

s.t. w"(\) =argmin — (A w),
( ) ng]Rq Zg

where we aim at finding the optimal hyperparameter A\ under
the constraint that w*(\) is the optimal model parameter
given . We consider both the synthetic and real world
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Figure 2. £?-regularized logistic regression on MNIST.

data. Comparing to hypergradient estimation algorithms in
Chen et al. (2022b) and Yang et al. (2022), our HIGP oracle
(Algorithm 1) reduces both the per-iteration complexity and
storage from O(q?) to O(q). All the experiments are per-
formed on a local device with 8 cores (n = 8) using mpidpy
(Dalcin & Fang, 2021) for parallel computing and PyTorch
(Paszke et al., 2019) for computing stochastic oracles. The
network topology is set to be the ring topology with the
weight matrix W = (w;;) given by

— for some w € (0, 1).

Wi = W, Wy 41 = Wii—1 =

Here wq,0 = w1, and wy, 41 = wy,,1. In other words, the
neighbors of agent ¢ only include ¢ — 1 and ¢ + 1 for ¢ =
1,2, ...,n with 0 and n + 1 representing n and 1 respectively.

4.1. Heterogeneous and normally distributed data

Following Pedregosa (2016); Grazzi et al. (2020); Chen et al.
(2022b), f; and g; are defined as:

fdvw) = > Yyer/w),
(Qfe7ye)eD£
1 p
ghw) = > w(yemeHgZe%i
(e.ye) €D i=1

where ¢(z) = log(l + e~%) and p = 200 denotes the
dimension parameter. A ground truth vector w* is generated

in the beginning, and each z. € RP? is generated according
to the normal distribution. The data distribution of z. on
node 4 is A(0,42). Then we set y. = x] w + € - 2, where
€ = 0.1 denotes the noise rate and z € RP is the noise
vector sampled from standard normal distribution. The task
is to learn the optimal regularization parameter A € RP.
We also compare our Algorithm 3 with GBDSBO (Yang
et al., 2022) and DSBO-JHIP (Chen et al., 2022b) under this
setting with dimension parameter p = 100. Figures 1(a),
1(b) and 1(c)® demonstrate the efficiency of our algorithm
in both time and space complexity. Due to space limit, we
include our additional experiments in Section A.

4.2. MNIST

Now we consider hyperparameter optimization on MNIST
dataset (LeCun et al., 1998). Following Grazzi et al. (2020),
we have

filhw) = D] > Lalwye),
¢ (1eaye)€'D;

gi(\w) = Dy Z L(xe w,ye)—kc—ZZe W,
" (@eye)ED: P4

3The word “block” is a term used in tracemalloc module
in Python (see https://docs.python.org/3/library/
tracemalloc.html) to measure the memory usage, and we
keep track of the number of the communicated blocks between
different agents as a direct measure for communication cost.
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where ¢ = 10, p = 784 denote the number of classes and
the number of features, w € R°*P is the model parameter,
and L denotes the cross entropy loss. D; and D} denote the
training and validation set respectively. The batch size is
1000 in each stochastic oracle. We include the numerical
results of different stepsize choices in Figure 2. Note that in
previous algorithms (Chen et al., 2022b; Yang et al., 2022)
one Hessian matrix of the lower level function requires
O(c?p?) storage, while in our algorithm a Hessian-vector
product only requires O(cp) storage, which improves both
the space and the communication complexity. The accuracy
and the loss curves indicate that our MA-DSBO Algorithm 3
has a considerably good performance on real world dataset.
Note that this problem has larger dimension, and the other
algorithms took more time so we do not do the comparison.

5. Conclusion

In this paper, we propose a DSBO algorithm that does not re-
quire computing full Hessian and Jacobian matrices, thereby
improving the per-iteration complexity of currently known
DSBO algorithms, under mild assumptions. Moreover, we
prove that our algorithm achieves @(6_2) sample complex-
ity, which matches the result in state-of-the-art single-agent
bilevel optimization algorithms. We would like to point out
that Assumption 2.3 (or bounded second moment condition
in Yang et al. (2022)) requires certain types of upper bounds
on ||Vyg(x,y)||, which may not hold in decentralized opti-
mization (see, e.g., Pu & Nedi¢ (2021)). It is interesting to
study decentralized stochastic bilevel optimization without
this type of conditions, and one promising direction is to ap-
ply variance reduction techniques like in Tang et al. (2018).
It is also interesting to incorporate Hessian-free methods
(Sow et al., 2022) in DSBO, and we leave it as future work.
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Appendix

A. Additional experiments on heterogeneous data

To introduce heterogeneity, we set r as the heterogeneity rate, and the data distribution of x, in Section 4.1 on node ¢ is
72). In Figure 3(a), 3(b) and 3(c) (and similarly for 3(d), 3(e), and 3(f)) we set 7 as 0.5, 1.0, and 1.5 respectively.

N(0, 2

The accuracy and loss results demonstrate that our algorithm works well under different heterogeneity rates.
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Figure 3. £*-regularized logistic regression on synthetic data.

Figure 4 represents the structure of the proof. For convenience we restate our notation convention here again:

* We use the first subscript (usually denoted as %) to represent the agent number, and the second subscript (usually denoted
as k or t) to represent the iteration number. For example x; j, represents the x variable of agent ¢ at k-th iteration. For

the inner loop iterate like y;

* We use uppercase letters to represent the matrix that collecting all the variables (corresponding lowercase) as columns.
For example Xy, = (1,4, ..., Tn k) 5 Y(t) (yi 3@, )

* We add an overbar to a letter to denote the average over all nodes. For example, 7, = 1 Z@ 1%k,

()

¢ The filtration is defined as

We first state several well-known results in bilevel optimization literature (see, e.g., Lemma 2.2 in Ghadimi & Wang (2018).).

fk =0 U{y%),
i=1

)

()
7y7',7k,7 2,09+

12

LiksTi,05 -

> the superscript ¢ represents the iteration number of the inner loop.

gy =

77“z',k}

Zz 1yz k'



Decentralized Stochastic Bilevel Optimization

{ Lemma B.1 j { Lomma B.2 } [ Lomma B3 j { Lomma B.6 }
) T (=
\ \
{ Lomma B.10 H Lemma B.13 H Lemma B.7 }_[ Lomma B.5 j

{ Lemma B.12 } { Theorem 3.3 } { Lemma B.9 }

Figure 4. Structure of the proof

Lemma B.1. Suppose Assumptions 2.1 and 2.4 hold, we know V®(x) and y*(x) defined in (2) are Ly and L -Lipschitz
continuous respectively with the constants given by

2L Ly + LyoL? 2L,1LsoLgo+ L2 L L,oL? L L
fi14g,1 9,2 f,o+ 9,1+ f,0g,2 g,1+f,1 + g9,24g1 f,O, Ly* _ g,l. (12)

Le =L 1+
! g 2 i3 g

The following inequality is a standard result and will be used in our later analysis. We prove it here for completeness.

Lemma B.2. Suppose we are given two sequences {ay} and {by} that satisfy
apt1 < dayp + by, ap >0, by > 0forallk >0
for some 6 € (0,1). Then we have

k
apy1 < (5k+10,0 + Z biék_i.
=0

Proof of Lemma B.2. Setting ¢; = §+, we know

Ciy1 < ci+ b -6 foralli > 0.

Taking summation on both sides (i from 0 to k) and multiplying 6***, we know for k > 0,

k
app1 < 8" lag + sz‘(sk_i’
i=0

which completes the proof. O

The following lemma is standard in stochastic optimization (see, e.g., Lemma 10 in Qu & Li (2017)).

Lemma B.3. Suppose f(x) is u-strongly convex and L — smooth. For any x and n < #_%L define x* = x—nV f(z), z* =
arg min f(z). Then we have

2% = 2| < 1 = )]z — 27|

Next, we characterize the bounded second moment of the HIGP oracle. Note that Algorithm 1 is essentially decentralized
stochastic gradient descent with gradient tracking on a strongly convex quadratic function.

13



Decentralized Stochastic Bilevel Optimization

Lemma B.4. Suppose we are given matrices A; and vectors b; such that there exist 0 < yu < L such that pI < A; < LI
forl <i<n. W = (w,;) satisfies Assumption 2.2. The sequences {x; .}, {sir} and {v; i} satisfy for any k > 0 and
1 <1 <n,
n n
Tkl = Zwijﬂvj,k — QS ks Sikt+1 = Zwijsj,k + Vi k1 — Vik, Vik = AikTik — bik, Si0 = Vi0,
j=1 j=1

E[A;i k] = A, Ebig] = by, E[||Air — Ail*] < 03, E [||big — bs]%] < 03

Moreover, we assume A; i, xj , b 1, are independent for any i, j € {1, ...,n}, {A; x},_, are independent and {b; . };_,
are independent. Define

-1
1 n 1 n

61 =01+ L? &3 = o5 + max||b|?, =¥ == (n ZAZ> <n Z@) )
i=1 i=1

18 2 _2~2 18 2 _2~2
CYANA 0, = 1262 + 902 4 1202262 + —> T1TL
n

2,22
18a“oio]
n

Cy =90% + 6a%57 +

. 6020353 N
C3 =6p°67, Cy =205 + —2L + (%% + 2|7,

0 My M|,

T M11 M12 0
) ’ M B
M31 M32 M33

2
M1 =1-— o, My = (OL + 20(2> 5’%, Moy =
1

M31 = 7[)01; M32 =7 5

If a satisfies

30202

(1—!—%) (1—oz,u)2+71<1—04u, 0<a; <a<asforsome( < a; < asg,
n 13
- (13)

p(M)<1-—

, and M has 3 different positive eigenvalues,

then we have
- ()2 - 112 20 2 5'% —~ 1T2
E[ka_ﬂ — T || ] < (1—au)E [Hl‘k—l' || ] + 74—20& E[ka—xkl H ]

n
o? 2 2 2
+g(301H$ [+ 03),

(1+p%)
2

214p°
1— p?
14 p?
1—p2?

1+p* 1497 Sp— 5172 1+ p?
+ L 42T 0302 ) E 1Sk =8l 7] | L4e
2 1—p? n 1—p?

IN

X1 — T ']? 1 Xe — 21" ||2 + a ISk — 5,172, (14)

E[||Sk+1_3k+11—r2:| 1+

IN

n

p2 CIE [ij . .’E*||2] +
n 1—p2

OO {Ile - $k1T||2]

Moreover, we set P such that M = P - diag(\1, A2, )\3)P_1 with 0 < A3 < Ay < A1 being eigenvalues and each column of
P is a unit vector. Define Ciyy := || P||2||P~||2, we have

1 1
max (nE [HXk: - x*]_THQ] s EE [HXk - $k1T||2]>

k
2 Xol® + 15021 | 5C
<0 (1= 222) (-] 4 [ EUSOR)) | 5Ol s
1 200\ ¥ Xol12 + ||So||? 10Cx||e .
—E [[[X]*] < 6Cu <1—3’“‘> (E[|:E0—x*||2] +E[” of - 5] D + a”;' Loz e

14
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Proof of Lemma B.4. Note that by definition of 57 and 53 we have
E [I|4isl*] = E [l Aix — Aill?] + [ 4]l3 < oF + L =67, 07
E [[1b:4]1%] = E [lIbi.k — ball*] + [1b:]* < 03 + max [|b:]* = 63.

By s;,0 = v;,0 we know 5 = 7. From the recursion we know

Sk+1 = Sk + Ugg1 — Vg,

and hence s;, = v by induction. For z;, we know

Tht1 — z*
a n
=T, — " — — Z(Ai,kzi,k —bik)
i
oo oo o o
=T — 2" — = > (AiZk —bi) + — > (AT —bi) — = > (i kik — bik)
i=1 i i
n

a B o« B a B
= (I — g ;Az> (:I,‘k —x ) + ; , Az,k(xk — mi,k) =+ g ;((A, — Ai,k)xk + bi,k — bl)

i=1

Using the above equality, E [A; ] = A; and E [b; ;] = b;, we know

E [|Z541 — 27?]

« ~ « - OL2 ~
=E || (1 - ZAz) (Tr — %) + > Aik(@k —zin)|?| + —E |l > ((As = A k)T + big — bi)||2]
=1 =1 =1
a B . a B a B
+E ((I - Z&) (@ —2%) + — > A k(T — i), - > ((Ai = A )Tk + big — bi))
i=1 i=1 i=1

ap _ . 2\ o267 & _ a? _
< (1 n 7) (1— ap)?E [|lzx — 2*]|2] + <1 + W) LY E [l — @iil?] + 5 (no?E [[l2]°] +no3)

2
=1
o’ & 2= 12 | ~2| = 2
t35 2B [oF 2l + 7 |2k — i)
=1
ap _ * 2c o 6‘2 0[2 30.2 -
—(1+ %) - e [l - 1)+ (2 0+ ) DR (1 - 01 1) + 2 (2R [laul?] + o3

«a 3a?0? _ " 2a G2 _ a? N
<[(+ ) 0o+ 2D Bl - o)+ (224 207) D [0 - 22 7]+ Sl 4 o)
n 1 n n
062

_ N 2 &2 _ N
<(1 - o [Ja - ' 17] + (22 + 202 ) BB (126 - 21 IP] + S G P + o).

The first inequality holds because we have
E({{7- gzn:A‘ (fk_x*)+g2n:A‘k(jk — T k) gXTL:((A' — A k)Tk + bik — b;))
n at % n at %, 4 %, 71’L at i %, %, i

=K (% Zn: A k(B — k), % Z((Ai — A )T+ big — bi))}

L =1 =1
o — a
:]E — —_— —
< ZAl k(wk T k)v n Z(Al Az k)mk>
L =1 =1
_OEXH:E[@ — )TA,T (A»—A- )f ] <O‘722n:E[02”j ”2_‘_52”f - ||2]
—n2 k i,k i,k 7 i,k)Llk| = ’I’L2 1 k 1 k i,k )
=1 i=1
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the second inequality uses ||Z||? < 2||Zx — x*||? + 2||z*||%, and the third inequality uses (13). For || Xj41 — Zx111" |2

we know o T Too
[ Xe41 = a1 |7 = | XpW = 21 — (S — Skl )|
1—p? 2p? (18)
< (1 +—2 )p2|Xk a3 lT|2 + (1 + -2 2) oSk — 517 |2
2p 1—p
The inequality uses Cauchy-Schwarz inequality and the fact that
_ _ 117 117 _ T
| XeW — 217 || = || (X5 — 7x17) <W - n) = (W - n) (Xp —z17) |
117 T o
<IW = 2ol X — 2417 < pll X — 241
where the last inequality uses Assumption 2.2. For ||S, — 5,1 " ||? we know
||Sk.+1 — .§k+11T||2 = HS}CW — Ele + Viy1 — Vi — 5k+11T + l_)leHQ
1-p? Ty 2p” 117N o
<(1 Sk — 8kl 1+ —— Vier = Vi) ([ — —
< (14 1 YIS = s I (1 2 ) W = Vi) (1= 1) ) )
1+ p? _ 1+ p?
:T”Sk —5lT|?+ = [Vir1r — Vil

For V41 — Vi we have

E [[[Vi+1 — Vil?]

= ZE (1 Ai k+1(zi o1 — ig) + (Aipsr — Ai + Ay — Ai ) zig + (bik — bi + b — by py1) )]
im1

= ZE [1Ai k1 (@i g1 — zig) + (Aipsr — Az l® + 1(Ai — Aig) il + [1bie — bill® + 116 — bi gt ||]

i=1

n
< B 2014 k1 (@inar — ziw) 1”4 20 (Ai ks — A)ikl® + 1(Ai — As )z gll® + [10ix — bill® + 116 — bigr1]1?]

=1
<267E [|| Xpt1 — Xil|*] + 301E [[| Xx||*] + 2no3.

For || Xj11 — Xi| we know
E [| Xpt1 — Xil?] = E [| XeW = X3 — oS W |?]
=E [|| (X —2$1") (W = I) — a(SeW — 5,17) — a5, 17 ||]
<B|W — I|3E [[| Xy — 2,17 *] 4+ 30?p°E [||Sk — 51" [|*] + 3na’E [|| 5]
<6E [|| X5, — 2117 ||?] + 3a?p’E [||Sk — 561" |%]

2
g _ _ *
+ 3a2(—n1 E (| Xk|?] + 03 + 2L°E [|| Xy — 251 ||* + nl| 2z — 2*]%])

3a%0?
=(6+6a’L?)E [|| X} — 251" ||?] + 302pE [||S — 8,17 || + THE (11X 1?]
+3na’E [||2x — z*|*] + 30”03,
where the second inequality holds since
_ IRS
E [||5]°] = E [n > (Aismin = big)ll?
i=1
1 n 1 n n .
=E ”E Z;((Ai,k = Ai)zig — (bik — b)) + - ;(Aﬂi,k — AiZy) + — ;Ai(fk —z*)|?




Decentralized Stochastic Bilevel Optimization

1 n 1 " _ — *
=2 Z]E 1Ak = Ad)ai g l” + [1bix — bll®] + EE | Z((Ail‘i,k — Aiz) + Ai(@ — 29))|?
=1 =1
o2 o2 2I2
—E[|IX)?] + 2 =+ —E [1X6 — 2617 ||? + n|| e — 2*|%] .

Hence we know

E [|[Vit1 — Vill?]
<267 {(6 4+ 6a>L?)
~2
1

N (30% 602 010

<nCLE [ka — ™|

< 267E [||[ Xi41 — Xi|?] 4 305E [|| Xk |*] + 2n03
[||Xk —z17? ] + 3a%p’E [||S;.C - §k1T||2] + 3na’E [||§ck — a?*HZ]}

E
) [1Xk]?] + (2no3 + 6a%0357)
7] 4+ CoE [ Xk — 2el T[] 4+ @*C3E [||Sk — 851 7[1?] + nCy,
where the second inequality uses
1Xkl2 < 3 11Xk — 262 TI + nllax — 27| + nfla*]] -

The above inequalities and (19) imply

l]E [11Sk41 — Se411 " ||?]
1 + p? 1Sk — 5617 | + 1 +Z (ClE [lZ — 2*|2] + CoF [”Xk :leq + 204K {”Sk jklwq + O4>

- 2n
2 X_flTZ 1 2 1 S_flTQ
+P202E[ k— Tk ||}+( +p +PC ) [llk Sk ||]
p n

1+p
1-— + n

1+p
< e
=1- 2 1-p

1—
(20)

SCE 125 — 2 |] + N

Now if we define

n

M M 0
1 2 T 11 12
(+p2)c4> .M

. Xy, — 7172 Sk — 517|127\ "
T = (Bl —orp?), & | =2 g [1Se=8d 1)

2
« *
C = <n(30'%||1' ||2+0%), 0, 1_ = 0 M22 M23 y
Mz Mszs Ms3
20 1+ 1+ p?
Mu:l—au, M12:<+2a>01,M22— p M23— 2 p2
Iz 2 1—p
1+ p° 1+p° L+p° 149"
My = Cy, M3y = ——=C9, M3z = C
31 1—2°n 32 1= 2 2, Ms33 5 +1—p2 a7,

then by (14) we know I'; 11 < MT'; 4 ¢ for any 7, and thus

k
Ti1 <MDy + <o < MM+ > Me,
=0

where all the inequalities are element-wise. By (13) we know there exists an invertible matrix P € R3*3 such that
M = P-diag(\1, A, )\3)P_1, and) < A3 <Ao< A <1— 2%“ Without loss of generality we may assume each column
of P (as an eigenvector) is a unit vector. Hence we know

k
. _ 200 _ 20
41 = 1P aiagO4, 36 0P < (1= 228 et = o (1-22)
where we define Cps := || P||2[| P72 in the last equality. Note that since we choose P such that each column is a unit

vector and M = P - diag(\q, Ao, )\3)P_1, P is uniquely determined and C'y; is a continuous function of « and other

17
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constants (o1, o2, p, L, max; ||b;]|, [|[*]|, n, p). On the other hand, observe that

k k k k k
I 00T 13 P00 = 17 (30,3 0536 )
=0 1=0 1=0 1=0 1=0

1 3C
< 7M7
1-=X 20

< C)s - max
3
where the last inequality uses the upper bound of the eigenvalues. For (15) we have

1 o 1 2 B B "
max(E[Xk 1T2), B [ X, — 21" ])sE[||Xk—xkﬂ|2+n|xk—x||2]sm||rk||

k—1

<2f||M’“Fo+ZMlCII <Q\T(IIM'“||2HF0||+HZMzH lell)

30M

N (1—) ol + 22 322

2 Xo — ZolT|]? — 50172 2
SQ\/icM (1 _ 2‘“) (E [||5?0 _m*HQ] +E |:| 0 :;0 H :| +E |:||SO ;0 H :|) + ngllllncn

2 X, 2 2
s, (1_au> (2 170 - o1] +  [LEE £ U], 5Ol
3 n QL

where the fifth inequality uses (21) and (22), and the seventh inequality uses the fact that || X, — Zol'||
1 X0 ( 11 ) II < | Xo|l (same for Sp). (16) can be viewed as a corollary of the above inequality by noticing that

—E[[1Xk]*] <

2 * *
ZE 11X, — 2" 17|12 + nlja” ]
k 2 2
2 N X + ||, 10C N
SGCM(l_w)( - 1]+ [LOLL IO 00 e

Remark:

(22)

* Lemma B.4 characterizes convergence results of decentralized stochastic gradient descent with gradient tracking on
strongly convex quadratic functions. Moreover, it also indicates that the second moment of X can be bounded by

using (16), which will be used in proving the boundedness of second moment of Zt(k) of our HIGP oracle.

* If we consider the same updates under the deterministic setting, then oy = o2 = 0 and thus ||c|| = 0 by definition,
which indicates the constant term in (15) vanishes (i.e., linear convergence). We will utilize this important observation

in the next lemma.

Lemma B.5. Suppose Assumptions 2.1, 2.2 and 2.4 hold. In Algorithm I define

18’}/20'2 0.2 + L2
Cr =900, + 67" (05 + L) + a2 02 21),

18+202 (02, + L2
Cy =12(02 5 + L2 ) + 902 5 + 1292L2 (02, + L2 ) + 17%5.2(%5.2 9’1),

n
6v20% (02, + L2 ) 187202 5(02 5 + L?
Co = 60202+ L2,). Oy = 20% + D022 o) | (gpa 197 0allua £ 1)

.
2 L2 1 2 M1 Mo 0

c= (7 <3U§,2f2’0 JFUJ%) , 0, (1+F)2)C4> , M= 0 My Myg)]|,
" Mg —r Mz Mszs Mss

a1,

18
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2 1+ p? 1+ p?
My =1—ypg, My = (7 + 272> (022 +1L3,), M = 2p y Mo 21 22,
9
1+ p? 1+ p? 1+ 1+ p?
Mz = ﬁch Mz = 1_7%02, Ms3 = 2/) +1 p20372

Define M to be matrix M and Cy to be Cyy when oy 9 = oy = 0. If v satisfies

37202
(1+%) (1—wg)2+Tg’2 <1 =g, 0 <y <7 < g forsome 0 <1 < 7,

. 2 .
max (p(M), p(M)) <1- 73”'(’, both M and M have 3 different positive eigenvalues,

then for any 0 < t < N we have

QL?’O

1 L7 10C
E[191217] < 22 1280217 < o? = 6 ( Lo o3 +L?,o> + 100l

THg
1 2 t LQ
~|IE |2 — 517 IR 1P < 30y (1 - ”3“9> <f2° + L§’0> .
Proof of Lemma B.5. Note that (24) is a direct results of Lemma B.4 by noticing that
k k k
i = Sl o, 20 =0
k k) k k k) _(k k
gt)Jrl = Zwmd( z t+1 Sz(',t)7 35 t) Hi(,t)zi(,t) - bz(,t)7
k k
E[H; )lfk} V20 (@i ys)s IS = Vigi @i,y )25 < o
k
E [bz(‘,t)“}—k} =V, fi(zi, k7yz(k ), E [”bz t Vyfi(xi,kvyi,k )”2‘]:4 < ‘7)207

forany £ > 0,1 < i < n,and ¢t > 0. Assumption 2.1 also indicates that

T
pgl = V2i(@isy)) = Loal, |Vyfilzin y ) < Lyo.

Hence we know by (16),

2 )
g

3

k 2
1 2 L 10C
E [Hzﬁmllﬂfk] < -E [||Zt<k>|‘z|fk} < 6Cy (1 _ Wg) ( quQ,O 402 +Lfc,o> L 100 le]

g ’Yﬂg

which proves (24). To prove (25), we notice that in expectation, the updates can be written as
B[R] = S wik [f1A] B [df17], 200 o,
j=1

E (i, 17] = 3wk [d917] + & [s8,17] - E[17]
1=1

k k
E {sﬁ,t)lfk} = vigi(xi,ka yi(,?)E |:Z§7t)|~7'—k} - vyfi(xi,ka yf?)

The updates of E [ZE? \]—"k} can be viewed as a noiseless case (i.e., 042 = oy = 0) of Lemma B.4. Using this observation,

(15), and the definition of ||c|| and M, we know (25) holds.

2L3 _

1

Now we provide a technical lemma that guarantees (13) and (23). For simplicity we can just consider (13).

19
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Lemma B.6. Let M be the matrix defined in Lemma B.4. There exist 0 < o < g such that « € (aq, o) and

3 2 2
(1—1-%) (1—au)2+&<1—au,
2 n
204 . .. .
p(M)<1-— 3 and M has 3 different positive eigenvalues.

Proof of Lemma B.6. Note that (26) is equivalent to
6 2
pda? + % -1 <0,

which implies any o, as satisfying

V901 + n?ut — 30t

nu

O<ap <ag<

will ensure (26). Next we consider (27). Define

3
(p(A) = det(/\I — M) = ]:[()\ — M”) — M23M32(>\ — Mll) — M12M23M31.
i=1

We know that a sufficient condition to guarantee (27) is
2au
p|1- = ) 0, @(Mi1) <0, p(Maa) >0, (0) <0, M1y > Moo,

since this implies 0 < Moy < M1 =1—au<1— ZQT“ and

o (1- 25 - o00) <0, (Mo (M) <0, (M) - 0) <,

(26)

27

(28)

(29)

which together with continuity of ¢ indicate the roots of ¢(A) = 0 (i.e., the eigenvalues of M, denoted as A1, A2, A3 in

descending order) satisfy
2o

O<>\3<M22<>\2<M11<>\1<1— 3

The condition (M) < 0 is automatically true by definition of ¢ and M, and for the rest of the conditions in (29) we have

2
_opu 1—p272a,u 1—p272a,u71+p2 2\ 1+ p? 2
Sa-pr(a) = l( 5 3 5 T Csa T Cha

1+p2\° 2
— < +p2> Cya? (a + 2a2> o1 >0,
1—p 2
©(Maz) > 0 & Mosz((Miy — Maz)Mszg — MiaMsi) > 0 & (M — Mag)Mszy — MiaMsy >0
1—p? 1+ p? 1+p
<:><P2(O‘)5—< 5 _O‘>1_p202_1_
©(0) <0 —My1(MaMszz — MazMsa) — Mio Moz M3y < 0 <= Moy M3z — Moz Mzz > 0
L+p> (1490 1492, , 1+02\* , ,

<:>Q03(Oz) = 5 ( 9 + 11— p2 Csa — 11— p2 Cya” > 0,
1—p?
2u

M1 > My & a <

Hence a sufficient condition for (29) is

1—p?

p1(a) >0, pa(a) >0, p3(a) >0, a < o

20

2 2
p C1 (:“ + 2a2) &2 > 0, (by definition of C, C5 > 0 when a = 0)
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Given the expressions of ¢;(«) above, we know they satisfy (;(0) > 0. Hence we can define (3 to be the minimum positive

constant such that @1 (8)p2(8)¢s(8) = 0, and

) <\/9a +n2ut —302 1—p )
Qo = min ,5

ILL )

= any constant in (0, a),

which implies that for any o € (a1, ), we always have

94 24_32 1_2
Vo +n LA el

nud 24

p1(a) >0, pa(a) >0, p3(a) >0, a <

b

because of the definition of 3, and ¢;(0) = 0 for all 1 < 7 < 3. (28). The above expression implies (28) and (29), and

hence (26) and (27) are satisfied.

Remark:

O

* One can follow the proof of Corollary 1 in Pu & Nedi¢ (2021) to obtain an explicit dependence between 1, ao and

other parameters, which is purely technical and we omit it in this lemma.

* Define & to be the constant o when 01 = g5 = 0 in the above lemma. We can check that the proof is still valid and

thus for any o € (M, min (ao, ) we have

32 2
(1+%)(1fau)2+&<1fau,
n

. 20 -
max (p(M ), p(M )) <1l- T,u both M and M have 3 different positive eigenvalues,

and thus the existence of 1 and 5 in (23) is also guaranteed.

Using Lemma B.5 we could directly bound || X — Z31 " ||? and HYk(t'H) — gj,(:H)IT 2.
Lemma B.7. Suppose Assumptions 2.1, 2.2, 2.3, and 2.4 hold. Define

1+ i 14 p2\"
= 2L+ o) + 2L +oda)o o = 1l o, azﬂzzaf( )
1=0
5 1 -
BE. = “’2252 202, +6L2 0247 + 36°%) ( ) , G =fo=0

If By satisfy

1 2 1 3 2

then in Algorithm 3, for any k > 0 and 0 < t < T — 1 we have

E [|Ux[?] < no?, E[|1Xx - 217 |?] < nola?,
2\t 2
3+p T4 3+p
4 4

Proof of Lemma B.7. Note that the inner and outer loop updates satisfy

B + t51§+1~

1 _
~E [y - g"17] <

Th1 = fk - Oékflw ch+1 —ZplT = XKW — 217 — ag(Ry — 717),
g =50 - mw) Y gt = vOw g0 - g - a1,

21

(30)
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which gives

_ 1+

||Xk+1 — $k+11—r||2 S (7p)HXk — ZC}C].THQ + kl HRk - ’I“k]. || (32)
_ 1 + _ 1 +

”Yk(tH) . yl(:H)lTHQ ( 14 )”Y(t) (t)lTHQ + »Bk ,0 HV t) (t)1T||2' (33)

The inequalities hold similarly as the inequality in (18). Notice that we have

117 117
I = T = I (1= 5 ) 1= 10 - 00 R + anica] (1 5 )|

117 117 117
< - R . R
< max <||Rk1 (I ) I, 1Uk=-1 (I ) ||> 0<m<a’§( . (||Uz (I ) ||>

The second inequality holds by repeating the first inequality multiple times. For each ||U;, — w1 || we have

117 n
E[|Us - w1 T[] = [nUk(f—)ﬂ@[nUkJ S E [Juixl?]
=1
<2Z( 1V Filins 52 61.0) 2] + E [ 192,000 5505 610) 2112 )

<22 (LfO +of+ (L2, +02,)E [Hz(k) I D <2n(L3o+07) +2n(L), +0.5)02 =no,.

The fourth inequality uses (24). Using the above two inequaities in (32) we know

2

1+ _
12 < ( ”)||Xk 21172 + naZo?.

| Xky1 — Tppl"

,(t

Using Lemma B.2 and X, = 0, we can obtain the first two results of (31). To analyze ||Vk(t) 17, we first notice that

w 1g
Uz(t;l -5 = vf;Z Vygi(ik, yz(tk);) - @ - o Zvygl(xl,myz(,tzz)) + Vygi(xi,kvyz(,tlz) ~ V,9i(@k. 7))

=1

1 n
*Z 91 @1 U = Vg (@0, 50)) + Vi (@, 7)) —*Zvygl (T, 7).

=1

3

Hence we know
B I~ 017F] = 3 1) - o]
k k ik k
i=1
2 n

- L
<(n+1)02, +3) E l Ll =2l + i) = 7 1%) + =2 3 (o = 2ll® + il = 917 + 67
i=1 =1

=(n+1)02, +6L2,E [||Xk — T2+ | Ve — g}j)ﬂn?} + 36>

f@L;E[mﬁw—gﬁlTw}+2mﬁJ+6n@Jﬁai+&w%

22
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where the second inequality uses the first result of (31). The above inequality together with (33) imply

1 1) (t41
~E ||y - g )1T||2}

14 p? 1+ 1 1+
<{( 210)_'_52 P 6L }.nE[”Y;t)_gl(:)lT”ﬂ+5il_z( 1—}-6Lg10 2487 +36%)

342\ 1 )
<(H5) i [|\Y,§°> g0 ]+ B

t 2\ ¢ (34)
(2 2 +6L§,1a§di+352)z<3+p )

4 4
1=0

3402\ 1 . 1+ N
<( i ) -ﬁ]E{HY,fO)—y,EO)lTHﬂ (t+1)8 p(o§71+6L3’1o§a2+352),

where the second inequality uses Lemma B.2 and (30). Notice that we use warm-start strategy (i.e., Yk(?r)1 Yk(T)), hence
we know

1 0 (0 1 T (T
B[ - o1 T1?] = —E I - 5" 17|

3+ p? 1 ~ 1+
<(* ) TR - 1T + et

Z( 2 £ 612,027 +35°)

k—i

1402 & 34 2 -
TS S gt okt v o) (PR ) 1,
=0

where the second inequality uses Lemma B.2. Using the above estimation in (34), we know
1 1) _(t+1
E Iy - g 0T
3+0°\ 1 0 _ (0 L+p
<(35) - m[mO - a0 TE) s e st

2
p2(20§71+6L 10282 4 36%)
3402\ . 3+
(52) " i - (452) ).

and thus the proof is complete by rearranging the terms. O

Now we are ready to analyze the convergence of the inner loop of Algorithm 3.

Lemma B.8. Suppose Assumptions 2.1 and 2.4 hold. For any 0 < t < T — 1 define

3+ 02\ 3402\ | 20 . .2 Biog
ck,mzz (ﬁ’“wk) < a7+ ( 4”>Tl<4”) B+ 1BRs | + 25 (39)
1=0 9
IfT>1and0 < By < mln{l } then in Algorithm 3, we have
o & K 1942 K
_(0 * _(0 * _
ba S BB 10 - vi-al?] <E (16 - )] + L2 Z( Pt ot )E(Inal?] < Y G GO
k=1 =1 k=1

where yj = y*(Zx) = argmin,, > 3i_ gi(Tx, y)

Proof of Lemma B.S. Forany k > 0, 1 <t <T — 1, define

k T) t
1£ ) =0 (U{yz 5. 7yl(k 1ay§k);7xl 07'--azi,k7ri70a'"ari,k}> .
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We know

E 5 - il*16,]
=E (I3 - V9@ 5 — vi - B (07~ E 5161 ) — e (B [316:] - V90,57 I716:]

_ * 5 B %
=E |17 - 51V, 57) — i = B (E [01716:] = Vag(@e5i)) I716:] + =22
) o ) 1 ) /8202
<1+ Brp) 11" — BV 9@k, 1) — il + (1 * o > BE [H]E {”'(ct”gt} = Vug(an 511G } -
g
_ . B RS Biay,
<(1+ Brpg) (L — Brpg) 17 — vill? + ( + B Hﬁ Z (Vygi(xi,myf%) — V9 (Tk, T, )) I” + kng 1
=1
Be L? 2 2
* g k g-1 = T ﬁ ‘g 2
<(1 - Bung) 5 ~ wilP + (n) e e N
(37)

where the second equality holds since v( )_E [@,(f) |Qt] has expectation 0 and

2

E[lo - E [5°16.] IPl6.] =& [ Z(“) [<“|9D||2|gt]<";1,

due to independence, the second inequality holds due to Lemma B.3 and 8 < 1, and the third inequality holds due to
Lipschitz continuity of V, g. Taking expectation on both sides and using (31) we know

(t+1) *
E[lIg¢ - il

) . B ~ 3402\ 3402\ 5 - Bios,
<(1 = Brig)E [||y,i”—yk||2]+( Sy g) iz (ot () T (S )| BB ) 0t
<(1 = Bung) T 'E (15 = vil12] + Cresa,
where the second inequality uses Lemma B.2. Observe that we also have

0 * T * 0 *

E 15— will?] =B 15" = will?] < (= Bung) " I — vil2] + Cur

/Bkl'l/ — * 2 * *
<(1 - )" [ (14 222 ) g — i+ (14 22 ) s — 0l +
2 6k,ug
202 (38)
< (14 229) (0 )78 (150 - sl + (552 + 0 ) B (IRt P] + Cur
2 ﬁkﬂg
Bkﬂ 0 * 20[2_ .
<(1- 2 ) B 1 - i) + (5t + a2 ) BB I ) + O
g

where the third inequality holds since (1+ £)(1 —a)” < (1 — %) foranya > Oand T > 1, and y*(z) is L,--smooth. This
implies

Br (0 . _0) (0 . 203, _
3 E 15" — i) <B (17— vialP] - B [l - wilP] + (55 + ey ) LB (I ”] + G
g

Taking summation on both sides, we have

2

K K
I —(0 * 0 * Qak—
LS BE 15 — v l?] < E 16 - wil?] + £3- 3 ( ot
k=1 k=1 9

K
2_1> E [ka_lHQ} + ZCk,T'
k=1
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Lemma B.9. Suppose Assumptions 2.1, 2.2, 2.3, and 2.4 hold. In Algorithm I define

HE) .—

i=1

1 « o, 1 & o,
n va/gi(xk’yk)v b®) = Ezvyfi(xk,yk)

=1

—1 n
zik) — (H(k)) R — <Z Vng :L’k,yk)> (Z Vyfi@hi‘/lﬁ)) )
i=1

If v satisfies (23), then we have

E[IE [27]7] - 29)?]

L3 1 ol ~ ~
<) 45 (o L) (B0 + 2,) (B (I - il?] + o2 + TR )
/’[’g /'l/(] :U/Q
1y (Lo 2ypg\ "
+90C ;L2 (+> L= 41 1= :
Mgl M§ Ly ug 1,0 3
Proof of Lemma B.9. Define
Zt,k =K {ng)‘fk} s ét,k =K {ggk)“—'.k] .

We know

Zi41,k — M = Zt41,k — M = [zt(k”]'—k] —1E {5§k)|}—k} I

_F {Zt(k)u_-k] _ ( H®E [ (k)l}-k} (k)) 22—y (JE {ggk)‘]_-k} _ (H(k)E {ng)u_-k] _ b(k)))
=Zi e — (H(k)ét,k — b(k)) —

® = (504 = (HP 20 =P )

Hence we know

||2t+1 k™ Zx )||2

=z = (H® 200 = 00) = 29— (55 = (H® 25— 5®) ) |
. . k
<(+ g = 7 (HO 200 = 00) = 2O)2 4 (14 Ww e — (HO) 20— 60 ) |2

< )= e~ 1 (L 72 ) s = (200~ 00 1
g
e e | YR CLP T
g

where the second inequality uses Lemma B.3. For $; , — (H(k)ét E— b(k)) we have

Jes — (H® 20— b®) |2

(40)

=l Z (V2gi @i, uSOE [201Fe] = V20:(@0, B [21Fe] + 9 i, ) = Vo filwinsu3) ) 1P
*H Z [ 49 (Ti ko, yl k )E [Zl(lfs) - ét(k)lfk} - (Vf,gi(:vi,myﬁ)) - VZgi(a’ck,zj,iT))) % k}
+

M:

[(V20i(@n, ") = V29 (o)) ok + Vo filon, ui) —
1

- k _(k T
> [E2E [ = 217 12 + i — 20l + 15 -

=1

o
I

yfz(l'kayk )+vfz(xk,yk )
<

3\01

V f’[(xl k7y1(k)):| H2
T _(T * > +L
)||2 + ”yl(c - kaz)(L;2772||zt’k”2 ?Cl)]
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5 (L2002 +13,)

n

5L2
=—LHE |27 AT IR P +

(T * _ T (T
(nla" = w2 + 1% = 22 T2 + V0 - 5017 )1).
The above inequality and (40) imply

E [lins =20 12] <= vh0)E [linv-1 — 47)17]

(1= 1) " E [ |2 - 17| R] 1]

t=0
242 5(L§203+L}1)
Hg ) ’ ' (T) _ 12 11X — 21 T 12+ 1V — DT 2]
S . E [nllg("” — yill? + 11X — 21 TP + ¥ - 5017
1 Y T * ~ )
<(1 = )Y *5(m+u) (L2202 + 13,) (B [I5 = i |2] + o263 + T2,
] g

2

~f,0

M
+5L2 fM)N_H scy, (1o 2" (Lio g2
1y 2 M 3 pz e

L 1 ’y (T * ~ 2
<(1—ypg)™ - 5 ®+5 (ug + H) (L§,20§ + L?”,l) (]E {Hyl(g - yk”ﬂ +o2a) + Tﬁerl)
g g g
1 v (Lhe 2y, \ ¥
90C L2, | =+ )| L2 +12 1— g 41
i Mg’l(u§+ug)<u§+ 1o 3 ’ 1)

where the second inequality uses Lemma B.2, the third inequality uses (25), and the fourth inequality holds since

N—1-t t N-1N-1 2114 N-1
Z ( ’YMg)Nfl*t 1o 2e (1 2k Z 1= 1 2k 6

I — — — 77}/& < I — .

2 3 3 1- 15 3 Yig

t=0 t=0 2

O

Lemma B.10. [f0 < 8y < 1 and oy, > 0 for any k > 0, then the parameters ay, ﬁk, and C'y, 7 defined in Lemmas B.7 and
B.8 satisfy

Sars (z)

k=0 i=0
K 2 2 K-1 K
- 4(1 + p? 20LG 105
> B < ) (1002, +597) 252 e S ot =0 (et + o
= (1= =
K 1 K K T021 K K
2 2 <2 2 2 g 2 _ 2 2
kZle,T<('u +1>L Tx];ak+2T §5k+1 + - ]glﬂk—(9<;)(ak+ﬁk)>

K— K—-1 k k—1 -1 K- k— K-
1~2 B 1 21+p2 ’L_ 1 121+p2 ’L< 9 1
Sata=y e () S e () e 2N
k=0 k=0 i=0 =0 k=i P =0

Similarly, we have

K k—i
29 1+P 2 2-2 oy (34 P
g ﬁk+1: 7 E g 57 lOagl—i-lOL 10505 + 55) —

k=0 k=0 i=0
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A1+ p%) & ) 4(1 4 p?) K 20L2 102 Kol
Sm Zﬁ?(lOa;l + 10L§)1Uga12+5(52) S m (10 21 +562)Zﬂ1 Oé
i=0 =0 =

Lastly, we know

SRR )Y

k=1

3+0%\ 3+ p?
(e ) s (st | (457) 70 ()

X /Bk 2~2 2 22 2 22 Bk Mk"g,1
S < + 5;:) (T%O% +T°0+T 5k+1> Z
=1

g, ) o P ]

Mg k=1 K
1 K 02 K
1
< ( 1) 12, | Ta2 St o S|+ TS
Hg k=1 k=0 k=1
where the last inequality uses 0 < g, < 1. O

Now we are ready to give the proof of Theorem 3.3.
Lemma B.11. Suppose Assumptions 2.1, 2.2, 2.3, and 2.4 hold. For Algorithm 3 we have

K K
o Loa . 1 _
S (% LR ) 2 ] < 15" oy (B - o] #2023+ 800) i )+ 28 [l
k=0 k 0 k=0 @
Proof of Lemma B.11. The Lg-smoothness of ® indicates that
-  F “NT (= Lwi =2
D(ZTpy1) — P(Tg) < V‘b(l‘k) ( O&k’l“k) + 5 H?“kH . 43)

Notice that we also have

1 1 1

B (1754117 F%] — §||77k\|2 = —o || l® + o E [ Fe] " 7+ SE [1Fkr1 — 7o l? | Fi] - (44)

Hence we know

_ _ 1 _ 1.
©(Zp+1) — (@) + SE [1Frr1 1?1 Fx] — 5\\7%\\2

2
Lq>0(k

1
<ay(E k| Fi] — V(Tk)) 7 + ( 5 o) |7 1* + SE (1741 — 7ol | ]

Q. _ _ _ L O[2 _ 1 _ _
< (I @l Fid = T2 + 171 )%) + (5 — a7l + 5E s — molP1 7]

which implies

ar  Lea? _
(5 -2 ) Eln

B (B [l i) — V()] + 5B (1741 — 7ell?) + B[2(@8) ~ B(@n)] + 3B [I7]”] — 3 [I7aa]?] @)

Qg _ _ _ _ 1 _ 1 _
< E[IIE [k Fi] = VO(@0)|?] + 20507, + E [@(@) = S(@xs1)] + 5B [17]°] = 5B [I7641 7]
where the second inequality holds since we know
E (7] < max (B [I7e-1]7] B [Jael?]) < max & [Jad]’] < o3,

E [[IFr+1 — 7l*] = okE [I7x — @el|?] < 205K [[|7%]1* + [lax]?] < 4o

In these two conclusions E [[|%;|?] < o2 is due to the first inequality in (31). Taking summation on both sides of (45), we
have (42). O
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Lemma B.12. For Algorithm 3 we have

K K
Yl [[[7 = Ve(@)|*] < E[lI7o - VEO)IP] +2 ) aulE [|[E [ax| Fil] — V(@1)II*] +
k=0 k=0

K K
2ZakE [I7el?] + o Z or.
k=0 k=0

Proof of Lemma B.12. Recall that in Algorithm 3 we know

(46)

Tre1 = (1 — ag)Tr + arpls,
which implies

[7ht1 — VO (Zg41)|]
=[1(1 — ) (Tr — VO(Zy)) + g (E [U]| Fi] — VO(Ty)) + VO(Ty) — VO(Tpt1) + ap(ty — E [ug]Fi]) |-

Hence we know
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<(1— an)E [|I7 — VO@)|I?] + 204E [|E [a4|F] — V(@) |12 + |7 ]12] + aZo?.
Taking summation on both sides, we obtain (46). O

The next lemma characterizes | V® () — E [ug|F] ||?, which together with previous lemmas prove Theorem 3.3.
Lemma B.13. In Algorithm 3 if we define

4
Hg 1
o = - B = —, 7 such that (23) holds, N = O(log K), T > 1,
L2, 2 1
¢, = (L%,l + b0 ) #9002, (g + L) (0% 4 1)
/’Lg /’Lg /’Lg

we have
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1 & et 1
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k=0
Proof of Lemma B.13. Notice that we have

1 n
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*vafz xkvyk - (vaygz xkvyk)> g )'

=1

Hence we know
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which implies
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where the third inequality uses (31), (25) and (39). Taking summation on both sides, we have

K K ~ No1 K
3 awllE [l Fil - VO () |2 = €, Zakuym y;;||2+o<zak(dz+ﬁi>+( - 1) Zak>. (47

2
k=0 k=0 k=0

Setting for all & that

ak:C

1 I3
ot B = —=, Cop = 7,
o Pe= g G =5 et
and using (36) and Lemma B.10, we know

K

_ 1 Yhg\ N1
S B [JE [l 7] - Va(@0|] = CyCa,aszllyiT)y22+O<+ME .
\/7]6 0 k=0 \/E ( )
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_ 2 a,B — 112 _ THyg
=CyCa,sLj. ;:o (ﬁKuﬁ + Kﬂg) E [I7[I*] + O (1 +VK ( 5 ) ) (48)

K 2 N
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which together with (42) and (12) imply

(572~ 7%) iE (7]

K

Swle (E 5l Fe] — Vo (@0)? +2022*+@ )= inf &(o) + 5 7ol
K 1 QCyCa,BLy* = 12 e\ N

S INCE m)“"”““@(”@(“ﬂ )

Hence we know

7N
=

Le Ccaﬂ CyCapliy g\ N1

Using the above expression, (48) and Lemma B.12, we know
5 X

7 LI < 22 S Rl + - Vol =0 (14 VE (1-752) ),

for sufficiently large /. Note that -y is in a constant interval by (23), hence (1 - '”5 = ) is a constant that is independent of K.
Picking N = ©(log K) such that (1 — %)N_l =0 (ﬁ), we know

1 & ey 1
?ZE[HV‘I’(%)H ] O(ﬁ)

k=0

Moreover, from (31) we know:

HXk—xleH] 15\ 1
KZ =0 g2 |=0(%)

where the second equality holds due to Lemma B.10 The above two equalities prove Theorem 3.3. To find an e-stationary
point, we may set K = ©(e~2) and we know from 7' > 1, N = log K that the sample complexity will be O(¢~2). O

C. Discussion
We briefly discuss Assumption 3.4 (iv) and (v) in Yang et al. (2022) and MDBO in (Gao et al., 2022) in this section.

C.1. Assumption 3.4 (iv) and (v) in Yang et al. (2022)

* Assumption 3.4 (iv) assumes bounded second moment of V, g;(x, y;£). It is stronger than our Assumption 2.3 as
discussed right after Assumption 2.3.
As pointed out by one reviewer during the discussion period, bounded moment condition on Vg;(z,y; &) is also
restrictive especially when g; is strongly convex in y. To see this, we notice that the unbiasedness of V,g;(z, y; §) and
its bounded second moment imply

IVyg(@ 9)|I> = E [[IVy9(z. y: OII°] —E [[IVg(z,y) —E[Vyg(z,y:6)] 7] < CF
for all z,y. Here V,g(z,y;€) := % i1 Vygi(@,y; &). Then for any y1,ys

2C, > [IVyg(z,y1) — Vyg(@, y2)l|l = mgllyr — v2||

where the second inequality uses the fact that g(w, y) is j14-strongly convex in y for any z. However sup,, . [[y1 —
ya|| = o0, which leads to the contradiction, meaning that there does not exist a function g satisfying all the
assumptions above. In short, a function cannot be strongly convex and have bounded gradient at the same time , but
both assumptions are used in Yang et al. (2022).
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* Assumption 3.4 (v) assumes each I — %Vg gi(z,y; €) has bounded second moment such that
g

1

E ||l —
-

Voo ] < (1= )2

B — /712 2 : ; :
for some constant x4 € (0, L—q) where Ly = /Ly 5 + 0y 5. It serves as a key role in proving the linear convergence

of the Hessian matrix inverse estimator (see Lemma A.2, A.3 and the definition of b right under section B of the
Supplementary Material). However, it is restrictive under certain cases. For any given 0 < pug < L4, consider
X € R2*2 to be a random matrix and

_(2Ly, O 0 O . -
X = ( 0 O> or (O 2/Lg) with equal probability,

then it is easy to verify that X has bounded variance and in expectation equals diag(L, i), but

1
E||I-—X|3]| =1
- -] =1,
and thus their Assumption 3.4 (v) does not hold in this example.

C.2. MDBO

Although Gao et al. (2022) claims that they solve the G-DSBO problem, their hypergradient (see equations (2) and (3) of
their paper accessed from arXiv at the time of the submission of our manuscript to ICML: https://arxiv.org/abs/
2206.15025v1) is defined as

where
VE® (2) := Vo f® (2, 5" (2)) = V2,90% (2,57 () (Vg™ (2,57 () 7 Vy f P (2, 57 (2).

Clearly, this is not the hypergradient of G-DSBO, unless ¢ (x, ) = g\)(x, y) for any 1 < i < j < n, which requires an
additional assumption that the data distributions that generate the lower level function ¢(*) are the same. Note that their
algorithm cannot be classified as P-DSBO either, because y*(z) in the above expression is defined globally. Therefore, their
algorithm is not designed for neither G-DSBO nor P-DSBO. It is not clear what problem that their algorithm is designed for.

While we are preparing our camera-ready version, we find the latest version of Gao et al. (2022) (which is Gao et al. (2023)),
which implicitly uses the condition that all lower level functions are the same. See equation (2) on page 3 of (Gao et al.,
2023) and the description right above it: “Then, according to Lemma 1 of (Gao, 2022a), we can compute the gradient of
F(k) (x) as follows:”, where “(Gao, 2022a)” represents Gao (2022), in which their Lemma 1 explicitly states “When the
data distributions across all devices are homogeneous”. However, all assumptions about MDBO in Gao et al. (2022) do not
mention anything about the data distributions of the lower level functions ¢(*). It should be noted that once all lower level
functions g*) are the same then their problem setup is one special case of ours in (2) (i.e., when ¢ = ¢U) for any i # j),
and it does not need to tackle the major challenge discussed in (5).

C.3. Computational complexity

Assume that computing a stochastic derivative with size m requires O(m) computational complexity. For example the
complexity of computing a stochastic Hessian matrix V?J gi(z,y;€) is O(¢?) and the complexity of computing a stochastic
gradient V, f(z,y; ¢) is O(p). Note that computing a Hessian-vector product (or Jacobian-vector product) is as cheap
as computing a gradient (Pearlmutter, 1994; Bottou et al., 2018). FEDNEST (Tarzanagh et al., 2022), SPDB (Lu et al.,
2022), and our Algorithm 3 MA-DSBO only require stochastic first order and matrix-vector product oracles and thus
the computational complexity is O(de2), where d := max(p, ¢). Note that DSBO-JHIP (Chen et al., 2022b) requires
computing full Jacobian matrices which lead to @(pqe’:)’ ) complexity. GBDSBO (Yang et al., 2022) computes full
Hessian matrices in the Hessian inverse estimation inner loop (Line 10-13 of Algorithm 1 in Yang et al. (2022)), and full
Jacobian matrices in the outer loop (Line 8 of Algorithm 1 in Yang et al. (2022)), and thus their computational cost is

O((q*log(%) + pg)n~te?).
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