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Abstract

In electroencephalogram (EEG) recordings, the presence of interictal epileptiform
discharges (IEDs) serves as a critical biomarker for seizures or seizure-like events.
Detecting IEDs can be difficult; even highly trained experts disagree on the same
sample. As a result, specialists have turned to machine-learning models for as-
sistance. However, many existing models are black boxes and do not provide
any human-interpretable reasoning for their decisions. In high-stakes medical
applications, it is critical to have interpretable models so that experts can validate
the reasoning of the model before making important diagnoses. We introduce
ProtoEEGNet, a model that achieves state-of-the-art accuracy for IED detection
while additionally providing an interpretable justification for its classifications.
Specifically, it can reason that one EEG looks similar to another “prototypical”
EEG that is known to contain an IED. ProtoEEGNet can therefore help medical pro-
fessionals effectively detect IEDs while maintaining a transparent decision-making
process.

1 Introduction

Accurately identifying the presence of interictal epileptiform discharges (IEDs) is important when
analyzing EEG signals, as they can be a critical biomarker for epilepsy [1-3]. However, detecting
IEDs is a challenging task even for trained experts, who frequently disagree on whether an EEG
contains an IED as shown in [4] and Figure 3 in the Appendix. This difficulty has led clinicians
and researchers alike to turn towards machine learning models to assist them [5-9]. However, many
of these approaches are black boxes that assert a prediction and offer little to no explanation for
their decisions. Moreover, while black box models may perform well on experimental benchmarks,
they may struggle to generalize to real-world conditions [10, 11]. These shortcomings are especially
problematic in high-stakes medical settings, as black box models can confuse or frustrate clinicians
with incorrect predictions from faulty reasoning. While post-hoc analysis methods have been applied
to EEG models [12], they were criticized for being not faithful to the original model and insufficient
to ascertain the model’s underlying behavior [13, 14]. Therefore, it is critical to adopt inherently
interpretable models in high-stakes decision-making [13, 15] as they enable users to review the
reasoning of the model for logical consistency and plausibility. However, existing interpretable
methods for IED detection such as K-nearest neighbors and template matching are slower [16] or less
accurate [17] when compared to black boxes, making them impractical for clinical use.
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To address these challenges, we introduce ProtoEEGNet, an interpretable neural network that detects
the occurrence of IEDs in EEGs. We demonstrate that ProtoEEGNet rivals the state-of-the-art IED
detection model SpikeNet while additionally providing a human interpretable justification for its
decisions. Specifically, ProtoEEGNet learns “prototypical” IEDs and interprets EEGs based on
their resemblance to the learned prototypes by reasoning that "This EEG looks like that EEG" (as
demonstrated in Figure 1). This aids medical experts in better understanding why our model classified
a given EEG as containing an IED.
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Figure 1: Example Of ProtoEEGNet’s Reasoning. ProtoPEEGNet makes its predictions by
comparing the current EEG to learned prototypical EEGs for both spike and non-spike cases. The
similarity score is calculated based on cosine similarity in the latent space representation of the EEGs.
The class connection indicates the weight between the prototype and the predicted class in the final
layer. The two scores are multiplied into a final “points contributed” score used for classification.

2 Methods

Data. We obtained 16,646 1-second EEG samples that spanned a range of ages and settings from
patients at Massachusetts General Hospital (MGH). The EEGs were filtered (60-Hz notch, 0.5-
Hz high-pass) and re-sampled to 128 Hz for consistency. Each EEG was labeled by 8 physician
subspecialists who annotated whether or not they believed a sample contained an IED, following the
annotation procedure of Jing et al. [S]. Given the task difficulty and high annotator disagreement, we
treated each annotator’s label as a “vote”. The proportion of expert votes indicating an EEG (0/8 to
8/8) was used as training labels to create 9 classes, each representing a possible number of votes. A
visualization of class differences is shown in Appendix A.5. Data was partitioned into 73% training,
12% validation, and 15% testing splits.

ProtoEEGNet. The architecture of ProtoEEGNet (shown in Figure 2a) builds upon that of ProtoPNet,
an interpretable classifier composed of a pre-trained image-recognition backbone and subsequent
“prototype” layers [18, 19]. As compared to ProtoPNet, ProtoEEGNet uses (1) a modified SpikeNet
backbone and (2) multi-channel 1D EEG signals rather than 2D images. By learning to identify 9
classes based on the proportion of expert votes instead of binary labels, ProtoEEGNet is able to learn
prototypes associated with multiple levels of ambiguity (e.g., 8/8 vote versus 4/8 vote prototypes). At
inference time, the latent representation of a new sample is compared with the latent representation
of all learned prototypes to compute a vector of cosine similarity scores, as detailed in Appendix A.1
and A.6. These scores are then passed through a linear layer that computes class logits.

For the backbone, we adopted SpikeNet [5], an uninterpretable CNN for IED detection. SpikeNet was
modified by: (1) replacing BatchNorm with LayerNorm layers due to their empirical improvement
and (2) increasing the kernel size of the final convolution layer from 8 to 10. This increase produced



a 1x1 latent output, ensuring that ProtoEEGNet prototypes represented an entire EEG (as in Figure
2) rather than a specific sub-feature. EEGs have nuanced, inter-channel dependencies such that
it is necessary to evaluate EEGs against full montage prototypes [20]. We also trained the model
end-to-end, thereby updating the weights of the SpikeNet backbone to fit the new architecture. A
detailed description of the model can be found in Appendix A.1.

At inference time, the latent representation of a new sample is compared with the latent representation
of all learned prototypes to compute a vector of cosine similarity scores. These scores are then passed
through a linear layer that computes class logits.
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Figure 2: (a) ProtoEEGNet Architecture. An input EEG is propagated through the backbone which
outputs a latent representation of the EEG. The prototype layers then compute the cosine similarities
between the latent representation and the prototypes which are passed to a fully connected layer that
computes classification logits. Optionally, predicted probabilities can be binarized into positive and
negative class predictions when yes-no spike detection is sufficient. (b) ROC curves for SpikeNet
and ProtoEEGNet. “FL” indicates that the test data excluded samples with 3/8, 4/8 and 5/8 votes.
The parentheses in the legend indicate AUC values (confidence intervals reported in A.4).

Training ProtoEEGNet is trained end-to-end for 130 epochs and uses the Adam optimizer. The
model was trained to find 12 prototypes per class for a total of 108 prototypes. We provide a more
formal description of ProtoEEGNet and more details on the training procedure in Appendix A.1.

3 Results

Since SpikeNet achieved state-of-the-art IED detection accuracy on an MGH dataset of 1051 EEGs
[5], we used it as our baseline. Since our data is a superset of the SpikeNet dataset, we ensured
that no samples used to train SpikeNet were partitioned into our test set. To compare ProtoEEGNet
against SpikeNet, we binarized our model’s 9-class predictions by averaging the positive class (4
votes or more) and negative class (3 votes or less) prediction probabilities and taking a softmax over
the two-class probabilities. Then, given the binary prediction, we calculated the AUROC of both
models on the held-out test set. Originally in Jing et al. [5], the ROC was calculated for SpikeNet by
filtering out samples with 3/8, 4/8, or 5/8 votes. We follow this schema to create a filtered dataset and
report results for both filtered and unfiltered test data in Figure 2b.

We find that on both the filtered and the unfiltered data ProtoEEGNet (filtered AUC = 0.928, unfiltered
AUC =0.861) slightly outperforms SpikeNet (filtered AUC = 0.914, unfiltered AUC = 0.855). Further,
ProtoEEGNet follows interpretable reasoning as demonstrated in Figure 1. This is a major practical
advantage over SpikeNet, as practitioners may “fact check” model reasoning.



4 Conclusion

We present ProtoEEGNet, an interpretable method for detecting IEDs that provides its reasoning on a
case-by-case basis. One limitation of ProtoEEGNet is ensuring each sample is well-represented by at
least one prototype. We leave this challenge of increasing prototype diversity for future work. In this
work, we demonstrated that the ProtoEEGNet outperforms SpikeNet (current state-of-the-art) at IED
detection while allowing users to visually verify its predictions.

S Potential Negative Societal Impacts

Similar to any other classification model, ProtoEEGNet is not guaranteed to have perfect accuracy
on new samples. Therefore, over-reliance on the model may result in confusion or even incorrect
diagnosis in certain instances. Additionally, the model may be prone to adversarial privacy attacks
which may allow attackers to recreate training samples or generate inferences about the patient
training data. An exploration of the model’s resistance to privacy attacks is beyond the scope of this
work.
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A Appendix

A.1 ProtoEEGNet Definition

A.1.1 Backbone

An input image is first fed into a pre-trained CNN, SpikeNet. This CNN has its final predictive
layer removed, so it simply acts as a function f that maps from images to a latent space, creating a
tensor of useful features from an input image. In the case of ProtoEEGNet, a 1x128x37 input EEG
is convolved into a single 128x1x1 tensor. The original image consists of 128 data points across 37
different channels, creating a sort of 128x37 “image.” The end result is 128 different and informative
features extracted by the CNN for the entire EEG.

A.1.2 Prototype Layer

Each class is assigned a set number of prototypes, and each prototype is randomly initialized on the
d-dimensional unit hypersphere to start. Every prototype is of dimension 128x1x1 and represents
the entire image, so we calculate a similarity score per prototype for every image. Prototypes are
expressed as p(“!), where c is the class the prototype belongs to and 1is what number it is within that
class.

A.1.3 Similarity Score

The similarity score g for a given prototype and some input vector in the feature space is calculated
using cosine similarity between the two vectors, where both vectors are always ensured to be on the
unit hypersphere.

A.1.4 Fully-Connected Layer

After the similarity score is calculated for a given prototype, it is sent to the final layer, which is
fully connected and has no activation function. This final layer does have normalized outputs using
the softmax function: = etk o> and thus acts as a multi-class logistic regression. This final output

layer is described as the function h and is used to create final “probabilities” for each class so that a
prediction can be made based on whichever logit is highest.

A.2 Prototype Training

Training was completed in 4 hours on a P100 GPU.

A.2.1 Stochastic Gradient Descent

There is a preliminary “warming” stage that lasts for 5 epochs, using Stochastic Gradient Descent
(SGD). In this stage, only the prototypes are trained, and the weights in both the CNN backbone and
the final output layer are frozen. This essentially just allows us to get a head-start on training the
prototypes. The CNN is pre-trained, so most of its weights are fixed for now, except the final output
weights, which are chosen in a specific way to enable us to train the prototypes effectively; for an
output logit of class k, any prototype also of class k will have a weight = 1. For any prototype not of
class k, the assigned weight will be -0.5. This is a simple and consistent configuration that makes


https://arxiv.org/abs/2111.15000
https://arxiv.org/abs/2111.15000
https://api.semanticscholar.org/CorpusID:52271646

training the prototypes while freezing the final layer plausible, as it rewards activation within the
correct class and penalizes activation outside the correct class.

After 5 epochs, the CNN weights are unfrozen and are allowed to move with the prototypes. This
is done to allow the latent space of the CNN to change and learn as needed to fit the prototypes
optimally. This first step may be repeated multiple times, i.e., multiple epochs may be allowed to
pass of just doing SGD. The number of epochs is a hyperparameter that can be set.

The total loss function used during SGD, including all regularization terms, can be expressed as
follows:
Il =CE+ Allsep + )\2lclst + AZ’)lortho

Where CE is simply the usual cross-entropy. The loss terms are explained in their own section further
below.

A.2.2 Prototype Projection

In this stage, prototypes are “pushed” or projected onto the nearest latent patch of the same class
discovered in training as judged by the cosine similarity; i.e., a prototype is pushed onto whatever
example is most similar to it. This is useful for two reasons: Firstly, it enables us to explicitly connect
the prototypes to an actual example found in the training data. Secondly, it ensures that the prototypes
are not in some area of the latent space completely disconnected from the training data. By forcing it
to correspond to a training example, a prototype is able to stay in the correct “neighborhood.” This
step is only applied a few times during training. For example, in the Original ProtoPNet paper [18],
this projection step was only performed at epochs 10, 20, and 30, meaning that between those times,
the prototypes were allowed to move freely in space without being explicitly tied to any particular
training patch. The epochs at which this step is performed are also hyperparameters.

A.2.3 Convex Optimization

In this stage, we freeze the prototypes and the CNN weights and only optimize the final fully
connected layer. Because there is no activation function and all other weights are frozen, we are able
to use convex optimization rather than gradient descent to optimize this final layer. This allows us
to optimize the preset weights used in the previous examples. We also try to force the majority of
weights where the class of the prototype does not match the output logit to be O (it was previously
fixed at -0.5), making the weights sparse. This is because we want the model to have an affirmative
reasoning process as opposed to a negative one, where the model chooses a class due to the presence
of distinguishing features, rather than a process of elimination where the model picks a class because it
is not some other class. Note that this step is always performed directly after the prototype projection
stage.

The problem solved is described below:

n K
1 .
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where h is the CNN backbone, g, represents the prototype layers, f represents the final connected

layer, and w,(lk"j ) is the weight associated in the final connected layer where k is the class in question

and j is the class of the prototype being examined. Note that there is an L regularization term also
being computed here to keep the weights sparse.

A.2.4 ProtoEEGNet Loss Terms

On top of the loss function defined above, we have additional regularization terms for clustering,
separation, and orthogonality, which are I i, lsep, and lorno respectively.

The clustering loss is expressed as I = f% Zf\; MAX (e, oy (i) g(é(i))(c’l). This loss serves to
ensure that the latent representation appears similar to at least one prototype, ensuring that prototypes
are able to "cluster" around examples that look similar to them.

The separation term ig egpressed as lsep = % Zfil AKX (e, - oy (3) gp(,%(i))(cvl). This loss serves t.O
reinforce that the similarity between an image and a prototype not of the same class as that image is



as small as possible, ensuring that prototypes of different classes are kept separate from one other
and thus each class gets its own area of the latent space.

Finally, the orthogonality loss is expressed as lorno = » ., ||P(C)P(C)T — IF)|2,, where c is a class
and L is the number of prototypes within that class, I is the identity matrix in R“*, and we use the
Frobenius norm. This ensures that prototypes of the same class are as orthogonal to each other as
possible, allowing them to own their own portion of the latent space and thus preventing prototypes
from being too similar and not representing the full complexity of the class.

A.3 Data
A.3.1 Data Source

Our dataset includes samples from SpikeNet’s MGH dataset [5] in addition to more samples collected
from MGH EEG archives.

A.3.2 Voter Disagreement
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Figure 3: Each line indicates the voting tendencies of a different voter. Given all other experts’ votes
(x-axis) for an EEG, each point represents the probability an individual expert will vote that the EEG
contains an IED (y-axis).



A.4 AUROC Confidence Intervals

The 95% confidence interval on unfiltered data for SpikeNet was (0.840, 0.868) and for ProtoEEGNet
—(0.847, 0.875); on filtered data, for SpikeNet — (0.902,0.928) and for ProtoEEGNet — (0.916, 0.940).
Confidence intervals were computed via 10,000 rounds of bootstrapping.

A.5 EEG Class Examples

We visualized the different classes of votes below in Figure 4.
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Figure 4: 1-second, EEGs arranged in a standard banana bipolar montage. Channels are labeled on
the left. Each sample is displayed with the proportion of experts out of 8 that believe the sample
contains an IED spike.



A.6 Experiment Hyperparameters

To promote the reproducibility of our technique, we release the hyperparameters used.

Hyperparameter Value | Description
Learning rate for the pro-
warm_optimizer_lrs["prototype_vectors"] 0.003 | totype vectors during the
warming stage.
Shape of prototypes tensor:
prototype_shape [128, | total number x number of fea-
1, 1] tures x width x height.
Number of warming epochs
num_warm_epochs 10 to be done before joint train-
ing.
joint_optimizer_lIrs["joint_last_layer_Ir"] 1.0e- {_‘earmng. rat.e_ for t.h? last
05 ayer during joint training.
Learning rate for the pro-
joint_optimizer_lrs["prototype_vectors"] 0.05 totype vectors during joint
training.
Learning rate for the convo-
joint_optimizer_lIrs["conv_offset"] 0.003 | lutional offset layers during
joint training.
joint_optimizer_lrs["features"] 0.001 gegrnlqg I ate fqr 'the features
uring joint training.
Learning rate for the add-on
joint_optimizer_Irs["add_on_layers"] 0.001 | layers during joining train-
ing.
rototype_activation_function Io The activation function asso-
p ypPe_ - & ciated with prototype layers.
The first epoch at which
you push the prototype
push_start 70 vectors. Should be >
num_warm_epochs.
The learning rate for the pro-
warm_pre_offset_optimizer_lrs["prototype_vectors"] | 0.003 | totype vectors during the sec-
ond warming stage.
The learning rate for the add-
warm_pre_offset_optimizer_Irs["add_on_layers"] 0.003 | on layers during the second
warming stage.
The learning rate for the
warm_pre_offset_optimizer_lrs["features"] 0.001 | features during the second
warming stage.
push_epochs (110, The 11115t ?f epo}(l:hs in which
120, you should push prototypes.
130]
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The step size for the joint

joint_Ir_step_size 30 layer optimizer.
. The number of classes you
num_classes: 9 i
are classifying between.
The number of total train
. epochs. Note that you should
num_{rain_epochs 130 always push on the last
epoch, and it is 0-indexed.
train_push_batch_size 75 The batch size for the train
push step.
The number of epochs ded-
num_secondary_warm_epochs 10 icated to the second warm
stage.
coefs["clst"] 01 Th.e coefficient for the clus-
tering loss.
coefs["offset_weight_12:"] 01 The coefficient for the offset
distance loss.
coefs["sep"] 0 Th.e coefficient for the sepa-
ration loss.

N . " The coefficient for the or-
coefs["orthogonality_loss"] 0.5 thogonality loss.
coefs["offset_bias_12"] 1 The coefficient for the offset

distance loss.
The coefficient for L1 reg-
coefs["11"] 0.01 ularization loss on the last
layer.
coefs["crs_ent"] 125 The coefficient for the cross-

entropy loss.
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