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Abstract

We present a PTAS for learning random constant-depth networks. We show that for
any fixed € > 0 and depth ¢, there is a poly-time algorithm that for any distribution

on v/d - S~ learns random Xavier networks of depth 7, up to an additive error of
e. The algorithm runs in time and sample complexity of (d)P°¥(¢ ") where d is
the size of the network. For some cases of sigmoid and ReLU-like activations the
bound can be improved to (d)P°°e(¢ ™) resulting in a quasi-poly-time algorithm
for learning constant depth random networks.

1 Introduction

One of the greatest mysteries surrounding deep learning is the discrepancy between its phenomenal
capabilities in practice and the fact that despite a great deal of research, polynomial-time algorithms
for learning deep models are known only for very restrictive cases. Indeed, state of the art results
are only capable of dealing with two-layer networks under assumptions on the input distribution and
the network’s weights. Furthermore, theoretical study shows that even with very naive architectures,
learning neural networks is worst-case computationally intractable.

In this paper, we contrast the aforementioned theoretical state of affairs, and show that, perhaps
surprisingly, even though constant-depth networks are completely out of reach from a worst-case
perspective, most of them are not as hard as one would imagine. That is, they are distribution-free
learnable in polynomial time up to any desired constant accuracy. This is the first polynomial-time
approximation scheme (PTAS) for learning neural networks of depth greater than 2 (see the related
work section for more details). Moreover, we show that the standard SGD algorithm on a ReLU
network can be used as a PTAS for learning random networks. The question of whether learning
random networks can be done efficiently was posed by Daniely et al. [[15]], and our work provides a
positive result in that respect.

In a bit more detail, we consider constant-depth random networks obtained using the standard Xavier
initialization scheme [22} 26]], and any input distribution supported on the sphere v/d - S*~!. For
Lipschitz activation functions, our algorithm runs in time (d)P°'¥(¢” "), where d is the network’s size
including the d input components, and € is the desired accuracy. While this complexity is polynomial
for constant €, we also consider the special cases of sigmoid and ReLU-like activations, where the
bound can be improved to (d)Pllos(e™ "),

The main technical idea in our work is that constant-depth random neural networks with Lipschitz
activations can be approximated sufficiently well by low-degree polynomials. This result follows by

analyzing the network obtained by replacing each activation function with its polynomial approxima-
tion using Hermite polynomials. It implies that efficient algorithms for learning polynomials can be
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used for learning random neural networks, and specifically that we can use the SGD algorithm on
ReLU networks for this task.

1.1 Results

In this work, we show that random fully-connected feedforward neural networks can be well-
approximated by low-degree polynomials, which implies a PTAS for learning random networks.
We start by defining the network architecture. We will denote by ¢ : R — R the activa-
tion function, and will assume that it is L-Lipschitz. To simplify the presentation, we will
also assume that it is normalized in the sense that Ex x0,1)0%(X) = 1. Define ¢,(n) =

MiNgeg(p)=n Ex~n(0,1)(0(X) — p(X))?, namely, the error when approximating o with a degree-n
polynomial, and note that lim,,_, », €,(n) = 0. We will consider fully connected networks of depth i
and will use dy = d to denote the input dimension and dy, . . ., d; to denote the number of neurons in

each layer. Denote also d = Z;:o d;. Given weight matrices

-

W= (W' ... W)eRW 0 x xRExdi

and x € R% we define \I!%/(x) = x. Then for 1 < j < i we define recursively
J —Wigil J — J
Bl (x) = W (x), W (x)=0 (@W(x))

We will consider random networks in which the weight matrices are random Xavier matrices [22} 126]].

That is, each entry in W7 is a centered Gaussian of variance ﬁ. This choice is motivated by the fact
P

that it is a standard practice to initialize the network’s weights with Xavier matrices, and furthermore,
it ensures that the scale across the network is the same. That is, for any example x and a neuron n,

the second moment of the output of n (w.r.t. the choice of W) is 1.

Our main result shows that \Il%/ can be approximated, up to any constant accuracy ¢, via constant
degree polynomials (the constant will depend only on ¢, the depth ¢, and the activation o). We will
consider the input space S~ = {x € R?: ||x|| = 1}. Here, and throughout the paper, ||x|| stands

for the normalized Euclidean norm ||x|| = /2 Zle z2.
Theorem 1.1. For every i and n such that €,(n) < 5 there is a constant D = D(n,i, o) such that if

di,...,di—1 > D the following holds. For any weights W, there is a degree n*~1 polynomial Dvir
such that for any distribution D on S%~1

E, #5000 <14+ (L4 12 (e < LD,

E
W x
Furthermore, the coefficients of py;, are bounded by (2&)4,11171.

Since constant degree polynomials are learnable in polynomial time, Theorem I.T]implies a PTAS for
learning random networks of constant depth. In fact, as shown in [9], constant degree polynomials
with polynomial coefficients are efficiently learnable via SGD on ReLU networks starting from
standard Xavier initialization. Thus, this PTAS can be standard SGD on neural networks. To be

3\ (i-D2i71
B O<<14(L+1)‘ > )
more specific, for any constant € > 0 there is an algorithm with (d) time and
sample complexity that is guaranteed to return a hypothesis whose loss is at most € in expectation.

2
For some specific activations, such as the sigmoid o(z) = erf(z) := % Iy e~ T dt, or the ReLU-

like activation o (x) = [ erf(t) + 1dt we have that e, (n) approaches to 0 exponentially fast (see

Lemmain the appendix). In this case, we get get a quasi-polynomial time and sample complexity
(i-1)
or @ L (225)) )

Corollary 1.2. For every constants €, and o there is a constant D, a univariate-polynomial p and a
polynomial-time algorithm A such thatif dy, ... ,d;—1 > D the following holds. For any distribution



D on S*1, if h is the output of A upon seeing p(dy, . . ., d;) examples from D, the
EE E ché —h H <e.
SE B [|#}.60 — hto < e
Furthermore, A can be taken to be SGD on a ReLU network starting from a Xavier initialization.

1.2 Related Work

Learning neural networks efficiently. Efficiently learning classes of neural networks has attracted
much interest in recent years. Several works established polynomial-time algorithms for learning one-
hidden-layer neural networks with certain input distributions (such as the Gaussian distribution) under
the assumption that the weight matrix of the hidden layer is non-degenerate [27, 134,19, 120, 5, 32, 4].
For example, Awasthi et al. [4] showed such a result for non-degenerate one-hidden-layer ReLU
networks with bias terms under Gaussian inputs, and also concluded that one-hidden-layer networks
can be learned efficiently under the smoothed-analysis framework. Efficient algorithms for learning
one-hidden-layer ReLLU networks with Gaussian inputs were also shown in Diakonikolas et al.
[18]], Diakonikolas and Kane [[17]. These results do not require non-degenerate weight matrices, but
they require that the output layer weights are all positive, as well as a sub-linear upper bound on
the number of hidden neurons. Chen et al. [8] recently showed an efficient algorithm for learning
one-hidden-layer ReLLU networks with Gaussian inputs, under the assumption that the number of
hidden neurons is a constant. Note that all of the aforementioned works consider only one-hidden-
layer networks. Chen et al. [7] gave an algorithm for learning deeper ReLU networks, whose
complexity is polynomial in the input dimension but exponential in the other parameters (such as the
number of hidden units, depth, spectral norm of the weight matrices, and Lipschitz constant of the
overall network). Finally, several works established algorithms for learning neural networks, whose
complexity is exponential unless we impose strong assumptions on the norms of both the inputs and
the weights [23| 30} 33]24].

Hardness of learning neural networks. As we discussed in the previous paragraph, efficient
algorithms for learning ReLLU networks are known only for depth-2 networks and under certain
assumptions on both the network weights and the input distribution. The limited progress in learning
ReLU networks can be partially understood by an abundance of hardness results.

Learning neural networks without any assumptions on the input distribution or the weights is known
to be hard (under cryptographic and average-case hardness assumptions) already for depth-2 ReLU
networks [28 |3} [11]]. For depth-3 networks, hardness results were obtained already when the input
distribution is Gaussian [[13}|6]. All of the aforementioned hardness results are for improper learning,
namely, they do not impose any restrictions on the learning algorithm or on the hypothesis that it
returns. For statistical query (SQ) algorithms, unconditional superpolynomial lower bounds were
obtained for learning depth-3 networks with Gaussian inputs [6], and superpolynomial lower bounds
for Correlational SQ (CSQ) algorithms were obtained already for learning depth-2 networks with
Gaussian inputs [25, [18]].

The above negative results suggest that assumptions on the input distribution may not suffice for
obtaining efficient learning algorithms. Since in one-hidden-layer networks efficient algorithms exist
when imposing assumptions on both the input distribution and the weights, a natural question is
whether this approach might also work for deeper networks. Recently, Daniely et al. [15] gave a
hardness result for improperly learning depth-3 ReLU networks under the Gaussian distribution even
when the weight matrices are non-degenerate. This result suggests that learning networks of depth
larger than 2 might require new approaches and new assumptions. Moreover, [[15] showed hardness of
learning depth-3 networks under the Gaussian distribution even when a small random perturbation is
added to the network’s parameters, namely, they proved hardness in the smoothed-analysis framework.
While adding a small random perturbation to the parameters does not seem to make the problem
computationally easier, they posed the question of whether learning random networks, which roughly
correspond to adding a large random perturbation, can be done efficiently. The current work gives a
positive result in that respect.

Daniely and Vardi [12] studied whether there exist some “natural” properties of the network’s weights
that may suffice to allow efficient distribution-free learning, where a “natural” property is any property

'The leftmost expectation denoted Ey, is over the examples provided to A, as well as the internal randomness

of A.



that holds w.h.p. in random networks. More precisely, they considered a setting where the target
network is random, an adversary chooses some input distribution (that may depend on the target
network), and the learning algorithm needs to learn the random target network under this input
distribution. They gave a hardness result for improper learning (within constant accuracy) in this
setting. Thus, they showed that learning random networks is hard when the input distribution may
depend on the random network. Note that in the current work, we give a positive result in a setting
where we first fix an input distribution and then draw a random network. Finally, learning deep
random networks was studied in Das et al. [[16], Agarwal et al. [1]], where the authors showed hardness
of learning networks of depth w(log(d)) in the SQ model.

2 Proof of Theorem [I.1]
2.1 Notation

d 2
We recall that for vectors x € RY we use the normalized Euclidean norm ||x|| = 1/ # and take

the unit sphere S9! = {x € R? : ||x|| = 1} w.r.t. this norm as our instance space. Inner products
4

will also be normalized: for x,y € R? we denote (x,y) = 27:% For x € R? and a closed set

A C R? we denote d(x, A) := miny/¢ 4 ||[x — x'||. Unless otherwise specified, a random scalar is

assumed to be a standard normal, a random vector in R¢ is assumed to be a centered Gaussian vector

with covariance matrix é] , and a random matrix is assumed to be a Xavier matrix. For f : R — R,

we denote || f||? = Ex f2(X). We denote the Kronecker delta by d;;, i.e. §;; = 1if i = j and 0
otherwise.

2.2 Some Preliminaries

We will use the Hermite Polynomials [29] which are defined via the following recursion formula.

s (z) = \/lehn(x)—,/nLth_l(x), ho(z) =1, hi(z) =a )

The Hermite polynomials are the sequence of normalized orthogonal polynomials w.r.t. the standard
Gaussian measure. That is, it holds that

Ehi(X)h;(X) = b

More generally, if (X, Y") is a Gaussian vector with covariance matrix (2; 4 ) then

1
& hi(X)h;(Y) = 6ijp° 2)
‘We will use the fact that
h), = Vihy 1 3)
and that for even n
EX"=(n-1! “

Leto = Eioio a;h; be the representation of the activation function o in the basis of the Hermite
polynomials. We will also use the dual activation 6(p) = > .-, a?p as defined in [14]. We note
that & is defined in [—1, 1] and satisfies 6(1) = [|o[|?> = 1.

2.3 Defining a Shadow Network

In order to approximate \I/%/ via a polynomial, we will use a “shadow network" that is obtained by

replacing the activation o with a polynomial approximation of it. We will show that for random
networks we can approximate each activation sufficiently well with low-degree Hermite polynomials.
Recall that o = )7 ) a;h; is the representation of o in the basis of the Hermite polynomials. Define

Op = \/ﬁ >oiioaihi. We have e;(n) = . . a? and hence o, = \/ﬁ S o aihi.

4



We next define a shadow network. For x € R? we let \Il?/%/”(x) = x. For1 < j < i we define
recursively

L (x) = WV (x),  WI(x) =0, (‘1>jv-’§ (X))

forl1 <j<i—1and ‘I/%;’(x) = W’W%ln(x) We will prove the following theorem, which implies
Theorem .11

Theorem 2.1. Fix i and let n be large enough so that €,(n) < % There is a constant D = D(n,i,0)
such that if dy,...,d;_o > D then for any x € Sa-1,

1

Dly (x) = O (x)| <13+ (L+ 1) (eo ()7

Since €, (n) is the error in the approximation of a single activation o with a degree-n polynomial, it is
natural to expect that the above bound will depend on eg( ). To see why Theorem (together with

LemmaH which bounds €, (n)) implies Theorem 1.1} note that <I> " (x) is a polynomial of degree

n'~!. This implies Theoremn except the requirement that the coefﬁc1ents of the polynomial are
polynomially bounded. To deal with this, define

1 (x) = <I>1VT7(X) if all eetries in W are at most Z;:o d;
w 0 otherwise

As we show next limina, ..., 1)—o0 Eypr H(bm x) — <I>z 7 H = 0. Hence, in the theorem we

can replace ®*" by ®%" which has polynomially bounded coefﬁments See Appendix n and-
for the proofs.

Lemma 2.2. For every € and n there is a constant D such that if d,, . ..,d;_1 > D then for any
x € 811 B |90 (x) - @;’g(x)] <e

Lemma 2.3. i);; computes a polynomial whose sum of coefficients is at most (2d)*™

i—1

2.4 Proof of Theorem 2.1]for depth-two networks

We will first prove Theorem [2.I] for depth-2 networks (i.e. for i = 2). We will prove
Lemma below which implies that for every e there is n such that for any x € S9!,

%}"(x) — \Il%/(x) < e. We will then prove Lemma that together with Lemma

will show that E 3, H(I)\Q/f/n (x) — (I)?/T/(X) H < ¢, thus proving Theorem for i = 2. We will start
ppendix [AZ3] for the proof).
Lemma 2.4. Fix f,g : R — R, x,y € R% and a Xavier matrix W € R%2>*%_ Let (X,Y) be a

however with the following lemma that will be useful throughout (see A

; - - (=2 (xy)
centered Gaussian vector with covariance matrix "o |. Then
xy) lyll

XY

E£0V3) — gWy)l < [E150V) ~ g7y = NGO

Lemma 2.5. Fixx € S"~1, Let W € R%*% pe g Xavier matrix. Then

|0 (W) — 0n (Wx)|| < v/2e, (n)

Proof. By Lemma[2.4]we have

‘;I;Z) le(Wx) — 0, (Wx)| < \/E lo(Wx) — 0, (Wx)| \/IE —on(X))2.



Now, the above equals to

n

1 2 00 1 2
11— ——— | a? a? = 1—€e,(n) |1 - —m—— ex(n
Z( m) APV ( <>>< 1_60(71)) + € (n)

SR\ CE) (W) +ealn)

\/2 —€es(n) —24/1 —€5(n) + €5(n)
= 20— Vi—em)
< V20— VIZ )1+ Vi em)

= 2¢,(n)

O

Lemma implies that E; ’ \I/:/T/”(X) - \Il‘l/f/(x)H < +/2¢,(n). Thus, given ¢ > 0, for suf-
ficiently large n, Ey;, H\P;T/n (x)— W %}T/(X)H < e. The following lemma therefore implies that

Ey ’@fil”(x) - @?Xl(x) H < /2¢,(n) and thus implies Theoremfor depth two networks.

Lemma 2.6. For any x € S%~!

I
Wl

@1 () = 0y (0| < [0 — Wi )|

Proof. By Lemma[2.4we have

B
W!

@;’;(x)—@ia(x)u - E

E X2
X~/\/<0,‘ \piv,;l"‘(x)f\pgl(x)”ﬁ

= [witreo - vt

Wi (ng’n(x) - wgl(x)) H

IN

w

2.5 Proof of Theorem 2.1]for General Networks

For x € R%~1 we denote Wy (x) = o(W'x) and U (x) = 0, (Wix). Lemma2.5|can be roughly
phrased as
(x =x') and (||x|| = 1) = Wy (x) & T (x)

In order to prove Theorem [2.1]for general networks we will extend it by replacing the strict equality
conditions with softer ones. That is, we will show that

(x =~ x')and (||x]| & 1) and (||x'|| = 1) = Tyi(x) = U (x) 3)
This will be enough to prove Theorem [2.1|for general networks. Indeed, the conditions ||x|| = 1 and
|x'|| = 1 are valid w.h.p. via a simple probabilistic argument. Thus, Eq. (5)) implies that

x &~ x = Uyi(x) = U (x) (6)

Now, for x € S%1 Eq. @) implies that Wy (x) ~ Uf,,, (x'). Using Eq. @) again we get that
Uy20Wy(x) ~ U, oW, (x). Using it i —3 more times we we get that Wyyi—10- - oWy (x) ~
U o WP, (x'), or in other words that \Il%jl (x) ~ \II’V;”L(X). As we will show “~” stands for
a sufficiently strong approximation, which guarantees that E;, ||W’V§1(x) - ngn(x)|\ < ¢, and
hence Lemma [2.6|implies Theorem [2.1]



To prove Eq. (§) we first prove Lemma [2.7] which softens the requirement that x = x’. That s, it
shows that

(x~ x') and (x| = x| = 1) = Ty (x) ~ T (x))

The second condition which requires that ||x|| = ||x’|| = 1 is softened via Lemmas [2.8 and
Lemma then wraps the two softenings together, and shows that Eq. (§) is valid. Finally, in
section we use Lemma [2.10]to prove Theorem [2.1]

Lemma 2.7. Fixx,x + v € S"~1 with ||v|| < e. Let W € R%*% be a Xavier matrix. Then

212
Elo(x) = on(W (x+ V)| < V2eol0) + | 7=~

Proof. We have
lo(Wx) — on(W(x +v))[| < [lo(Wx) — on(WX)|| + [lon(Wx) — o0 (W (x4 v))||

By Lemma we have Ey |lc(Wx) — o,(Wx)|| < 2¢5(n). It remains to bound
Ew [jon(Wx) — 0y (W (x 4 v))||. By Lemma|2.4| We have

B lon(Wx) = on(W G W) < | B (00 (X) = 001"

)

where (X, Y) is a centered Gaussian vector with correlation matrix <[1) ff) forp = (x,x+v) >

1 — e. Finally, we have

n 2
E@X)-a)? = o B @ai(hz(){)hm))
= Y ey B () — ) ()~ 1y (V)
7 i=0 j=0 ’

IN
Q>
—~
—_
S~—
I
Q>
—
S
~—
~—"

In Lemmawe show that & is L2-Lipschitz. Hence the above is at most —2&

2
1—eq(n) &

O

We next give a lemma that allows us to “almost jointly project” a pair of points x;, x> € R? on a
closed set A C R?, without expanding the distance too much. See Appendix for the proof.

Lemma 2.8. Let A C R% a closed set and fix x1,xs € R%. There are X1,%s € A such that
[x1 = X1]| < 2d(x1,A), [[x2 —Xaf| < 2d(x2,A4) and %1 —X2|| < 3|[x1 — %2

Lemma 2.9. Let x,x + v € R% be vectors such that || x| = 1 and ||v|| < e < 1. Let W € Ré2x%
be a Xavier matrix. Then
Bllo(Wx) —o(W(x+v))| < Le

and
11/[;:/ lon(WX) — ap(W(x 4+ v))|| < 22" (9(4n — 1)!!)1/4 e=:(n)e

Proof. Fix a centered Gaussain vector (X, Y") with covariance matrix ( (

1 (x+v, x))
Let Z =Y — X. Note that Var(Z) < €2. By Lemmawe have

x+v,x) |x+v|?

E [lo(Wx) = o(W(x+ V)| < VE(e(X) — (X + 2))? < VL?E 22 < Le



We now prove the second part. In Lemma we show that |h;(x) — hi(z + y)| < 2° max(|z|, |z +
yl, 1)*|y|. Therefore,

< IyIZTmaLX 2|, |z +y|', 1)
1=0
< |y[2"* max(|z|", |z + y[™, 1)

Hence,
E(o,(X) —op(X +2))2 < 22"P2E 72 max(|X|", | X + Z|", 1)?
< 2F2VE Z4/Emax(|X |4, [X + Z[*7, 1)
< MPVEZAVE[ X 4 | X + Z[4n 41

Eq. (@) " - -
By PVBIVIAVL+ (4n — DI(lx + v[|4 + [|x]|4)

22+ 2/3e4/3(1 + €)4n(dn — 1)!!

22T2y/3¢4\/3 - 240 . (4n — 1)

IAIA

Lemma 2.4 now implies that

E [lon(Wx) = o (W(x+v)) | < 2274 (9(4n — 1))/ e

Lemma 2.10. Let x,x + v € R%
l[x + V| — 1| < 4. Let W € R®* pe a Xavier matrix. Then

I% lo(Wx) — o (W(x+Vv))[| <2L6 + /2¢5(n) + ¢/ 16502((”)6 +2A(n)d

Proof. By Lemma[2.8]there are vectors x’, v/ such that [|x'|| = ||x’ 4+ v’|| = 1 and

x = x| <26, [[x+v—x"— || <26, and [|v'[| < 3]v|
Now, we have, by Lemmas [2.7and [2.9]
BlloWx) —on(Wx+v))| < E|o(Wx)—o(Wx)[|+ E[lo(Wx) = on(W(x'+ V)|
+E lon(W' +v)) = on(W(x+v))|

< 2L5 4 /2¢,(n) + £+2A( )o
< €s (M 1—eg(n)6 n

2.5.1 Concluding the proof of Theorem 2.1]
Define

N4 ;
w i i
U (x) otherwise

(0.6) = {o 1= |9 (x)[| > 6 or [1 — || W2 (x)|| > 6 for some j < i
and

T L - ||xyﬂvgv(x)\|| > §or |1 — ||l (x)]|| > 6 for some j < i
w e (x) otherwise



We have

\IJ’”( )H <E

w

Wi (x) = Ui (x, 5)H +E Hqﬂw(x,a) - \yZ‘Vg(x,a)H
FE [0, 0) - 03 o)
Theorem 2.1 now follows from Lemmas 2.11]and 2.12] below, together with Lemma [2.6]

Lemma 2.11. Let n be large enough so that €,(n) < % and let § < QLVJ:;/\T(I - Then,

e w0 - 95100 <1207 ot

Proof. We will prove the result by induction on . The case ¢ = 0 is clear as ‘I’?X/(X, 0) = \IJ(;T’/"(X, J).
Fix i > 0. For every § < 1 and n we have by Lemma

1 ,mn 6 i— 1 1—1 n
. gty < o
E H\IJW(X,(s) v (x,5)H < 206+ /25 (n) + \/1_6 H\y (x,8) = Wi 1" (x, ) H +2M(n)$
Taking expectation over W1, ... W1 we get
H\Iliw(x, 5) - Wi (x, 5)”
< 2L + \/2¢5(n —|—IE\/1€ H\Iﬂlxa) \If“"x5H+2A n)s
Jensen inequalit
< 2L5 + 2€g(n)+\/1 6L JEHqﬂlxa) \p“"x5H+2A )6
e (n
5<ﬁ% L2 -
< _ z: n
< Vel | ey E i e 0) = w5 e )|
ex(n)< % . i1
< 4\/ea(n)+L\/121E H\Iﬂ?l(xﬁ) _ i ‘"(x,é)H
W w w
Induction hypothesis i
<" 4o (m) + Ly/12-12- (L +1)2 - (e (m))?
< (L + 1)\/12 A2 (L+1)2 (ep(n)* !
= 12 (L+1)7 (e (n)”
O
Lemma 2.12. Fixi,n,0 and € > 0. There is a constant D such that if dy, . ..,d;—1 > D then

E |y, (o) — g (x 5)H +E qu;;(x@ - \Ili/’;(x)” <e

Proof sketch (see Appendix[A.7|for the formal proof). Let B; ; be the event that for some j < 4,
11— ||\I/JW(X)||| >dorl|l— H\IIJW"(X)H\ > §. We have

00— 03 000)| = [ 04,0916, < 2 [ 00 ] /B

w
Similarly,
) . . 2
E [wip 0 - vig e )| < [ [ wipeo| | PrBn.
. 2 2
Now, the lemma follows by proving that E; %/(x) and E, || W27 (x) H are bounded by a
constant (independent of dy, . .., d;), and that for every ¢, €, 7 and n, there is a constant D such that
ifdy,...,d;_1 > D then PI‘(BL(S) < €. O



3 Conclusion and Future work

One of the prominent approaches for explaining the success of neural networks is trying to show
that they are capable of learning complex and “deep” models. So far this approach has relatively
limited success. Despite that significant progress has been made to show that neural networks can
learn shallow models, so far, neural networks were shown to learn only “toy” deep models (e.g.
[211 2L 10, 31]). Not only that, but there are almost no known rich families of deep models that are
efficiently learnable by some algorithm (not necessarily gradient methods on neural networks). Our
paper suggests that random neural networks might be candidate models. To take this approach further,
a natural next step, and a central open question that arises from our work, is to show the existence
of an algorithm that learns random networks in time that is polynomial both in % and the network
size. This question is already open for depth-two ReLU networks with two hidden neurons. We note
that as implied by [31], such a result, even for a single neuron, will have to go beyond polynomial
approximation of the network, and even more generally, beyond kernel methods.

Our result requires a lower bound D for the network’s width, where D is a constant. We conjecture
that this requirement can be relaxed, and leave it to future work. Additional open directions are:
(i) the analysis of random convolutional networks, (ii) achieving time and sample complexity of
(J)O(ed) for random networks of any constant depth (and not only for depth two), and (iii) finding a
PTAS for random networks of depth w(1).
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A Missing proofs

A.1 Some Technical Lemmas

Lemma A.1. [fo is L-Lipschitz then & is L?-Lipschitz in [—1,1]

Proof. As shown in [14], (6) = o’. Hence, for pe-1,1],

@YW = |70
2
< ol
< L
O
Lemma A.2. |h,(z) — h,(x 4+ y)| < 2" max(|z|, |z + y|, 1)™|y|
Proof. Tt is not hard to verify by induction on Eq. (T)) that
|hn(2)| < 2™2 max(1, |z|")
This implies that for £ € [z, z + ]
(@) = ha(z+y)l = [yl
Eq. (3)
Bl (€l
< Vn2"?max(|z), ¢ +yl, 1)"|y|
< 2"max(|z, [z +y[, 1)y
O

A.2 Bounds on ¢,(n)

By Eq. l| if o is differentiable % times then we have (%) = Z;’ik (Z.%!k)!aihi,k. Hence, for
kE<n+1,

e (n) = i afg(n+1_ f: Z_’. fg n+1— H H o

1=n—+1 TL + 1 1= n+1 Tl + 1

Lemma A.3. For any L-Lipschitz o we have ¢,(n) < <L

n

Proof. By Eq. (7) for k = 1 we get

2
Lemma A.4. For the sigmoid activation o(z) = [;f e~ T dt we have e, (n) < 27"

Proof. We have 0(®) () = (—=1)*1/(k — 1)!hk,1(x)e_§. Indeed, it is not hard to verify it for
k =1and k = 2. For k > 2 we have via induction that
3:2

ot @) = (D)= D! [ (2) - ahyoa ()] e
Eq. k 1 -5
) (—1) \/HT [mhk_l(x) - \/mhk—z(ﬂﬁ)} e 2

0 >kfhk< e %
Hence, |0*) (2)| < |\/(k — 1)'hj_1(z)], and now Eq. (7) implies that for any k& < n + 1

(n+1—k) (n+1— k) 1
Sy < UL g o —
A P R R P A A (0
Taking k = [ %1 ] we conclude that €, (n) < 27" O
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A.3 Proof of Lemmal[2.2]

Let A be the event that there is an entry in W that is greater than 22:0 d;. We have

i (x) - i ()| = B [||0t ()| - 14] < /B "@%‘(X)HQ Pr(4)

, 2 ,
Now, it is not hard to verify that E H(I’L;(X)H is polynomial in Z;:O d; while Pr(A) con-

E
w

verges to 0 exponentially fast in Z;‘:o dj. Thus, if min(dy,...,d;—1) is large enough then

Eyp || @5 () - é;»;(x)H <e

A.4 Proof of Lemma[2.3

We assume that @;’; = @%’, as otherwise @%7 = 0, in which case the lemma is clear. Write

Ir{ln(;zc) — S bea® and hj(x) = 320 ¢; 52", Via induction on Eq. (1), we have |¢; ;| < 2%.
ence,

|br|

IN

IN

IN

<

Now, let M; be the maximal sum of coefficients of any polynomial computed by an output neuron
of \IJ?/VfL . We next show by induction that M; < (25)223;:1 " This will conclude the proof
as it will imply that the sum of the coefficients of the polynomial computed by CD;’T:L is at most
(2d)2M;_; < (2d)2Zi=o"" < (2d)*"". For j = 0 we have My = 1. For j > 1 we we have

n+1 —

My <3710l ((7M;-1)" < 2% 2 (()2M;-1)" < ((2d)*M;-1)"
k=0

By the induction hypothesis we have

M; < (2d)?" 2 Tiain” = (2d)2 ke

A.5 Proof of Lemma[2.4]

‘We have

Jensen Inequality

EIS0V -~y T B0V - oWy

da
- D EU(WR),) - g((Wy),)2

Jj=1

Now, the lemma follows from the fact that { (Wx);, (Wy);) ?2:1 are independent centered Gaussian

(xy) lyl?

2
vectors with covariance matrix ( 1 (x, y>)
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A.6  Proof of Lemmal[2.§

Let P4 : RY — A a function such that for any X € R4,
that [x, — Pa(x)|| < [x2 — Paxo)

Py(x) — x|| = d(x,A). Assume w.l.o.g.

Case It ||xo — Pa(x2)|| < [|x1 — x2]|
Simply define X; = P4(x;). We have

[x1 — X1l = [[x1 = Pa(x1)[|, %2 — X2l = [[x2 = Pa(x2)]|
and

[%1 = Xof| < [[Pa(x1) — x| + [lx1 — x2| + [Ix2 — Palx2)]| < 3[|x1 — x2|
Case II: ||x; — xa|| < [|x2 — Pa(x2)]|
Define X1 = X3 = Pa(x1). We have
[x1 = %1 = [lx1 = Pa(x)l, [|%1 — %[ < Of]x1 — %2

and

l[x2 — Xa| < [Jx2 — x1 | + [[x1 = Pa(x1)|| < 2[|x2 — Pa(x2)||
A.7 Proof of Lemma[2.12]

Let B, s be the event that for some j < 4, |1 — ||\IJJW(X)||| >dor|l— H\I/]W"(X)H\ > 0. We have

E w%(x)_w%(x,a)’] :%[HW;V(X)HMM} < ,/%M%(X)m /Pr(B;.5)
Similarly,
E T (x) — T (x, 5)H < ,/3% {H‘I’i’;(@HQ] /Pr(B;.5)

the lemma now follows from the following two claims.

Claim 1. ]EW
do,...,d;)

. 2 ) 2
\IJ%/(X)H and Ey, \I/Z‘;(X)H are bounded by a constant (independent of

Proof. We have

& [ =5 (w7w00)

2
2 2 Tyi—1
< 202(0) + 2L g(w wi (X))

Vi)

20°(0) + 2L W5 () 2

4 2
By induction on ¢, this implies that E;, )‘l'%/(x) H is bounded by a constant that depends only on ¢

‘ 2
and L (but noton dy, ..., d;). For E, ‘\IJW (x) H we have

2
i,n _ 2 Taqi—1,n
T Er—
. 2 .
Hence, Eyy \Il%;l(x) H is an even polynomial in H\I/%;“L(x) H of degree < 2n. The polynomial

. 2k
depends only on o,. It therefore enough to show that for any 7 and k, E;, \I/ZWT}(X) H is bounded,
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by a bound that is independent of d, . . ., d;. We will show that via induction on ¢. For ¢ = 0 this is
2k
trivial as H‘II(;VH(X)H = 1. Fix i > 1. We have

k

. i a2 (vt ) )
E

TP (x) H% _
W

Jensen inequality ] i ok iai—1,n
S LR (veite),

= E o2 WT\I!ifl’"(x))
The last expression is an even polynomial in ||Wivg1’7b(x) ||. The polynomial depends only on 2k and

. 2k
\I/ZVT;L(X) H is bounded by a bound that is

n. By the induction hypothesis we conclude that E 3, ‘

independent from dp, . . ., d;.

Claim 2. For every d,¢, i and n, there is a constant D such that if dy,...,d;_1 > D then
Pr(Biy(;) < €.

Proof. We will prove the lemma by induction on ¢. For ¢ = 1 this is immediate as Pr(B; 5) = 0. Fix
i > 2. Let 0’ be small enough so that if |||x|| — 1| < ¢’ then

o 5
’EO’Q(WTX) - 1‘ <7 and ’EO’?L(WTX) - 1‘ <3

and
‘Eo—‘*(wa) - @04()()] <1and \Ea;ﬁ(wa) - @o;ﬁ(){)‘ <1

we have
Pr(B;s) < Pr(B,;75|Bf_175,) +Pr(Bi—16)

By Chebyshev inequality, Pr(Bi,(;\BffL 5) < % for sufficiently large d;_;. By the induction
hypothesis, Pr(B;_1,5) < %’ for sufficiently large d1,...,d;—2 O
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