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Abstract
Robust Markov decision process (robust MDP)
is an important machine learning framework to
make a reliable policy that is robust to environ-
mental perturbation. Despite empirical success
and popularity of policy gradient methods, ex-
isting policy gradient methods require at least
iteration complexity O(ϵ−4) to converge to the
global optimal solution of s-rectangular robust
MDPs with ϵ-accuracy and are limited to deter-
ministic setting with access to exact gradients and
small state space that are impractical in many
applications. In this work, we propose an ac-
celerated policy gradient algorithm with iteration
complexityO(ϵ−3 ln ϵ−1) in the deterministic set-
ting using entropy regularization. Furthermore,
we extend this algorithm to stochastic setting
with access to only stochastic gradients and large
state space which achieves the sample complexity
O(ϵ−7 ln ϵ−1). In the meantime, our algorithms
are also the first scalable policy gradient meth-
ods to entropy-regularized robust MDPs, which
provide an important but underexplored machine
learning framework.

1. Introduction
Reinforcement Learning (RL) modeled by Markov deci-
sion processes (MDP) is a broadly used machine learning
framework where an agent learns and makes decisions by
interacting with a dynamic environment. RL has many ap-
plications including robotics (Kober et al., 2013; Peng et al.,
2018), energy flow control (Perera and Kamalaruban, 2021),
production scheduling (Wang and Usher, 2005), flight con-
trol (Abbeel et al., 2006), etc. RL system is usually trained
in a simulated environment to avoid deployment cost (Zhou
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et al., 2023). However, the simulated environment usually
differs from real-world environment, which may degrade
the performance of the trained RL system on real-world
environment (Peng et al., 2018; Zhou et al., 2023). To make
RL robust to this simulation-to-reality gap, robust Markov
decision process (robust MDP) (Iyengar, 2005; Nilim and
El Ghaoui, 2005; Wiesemann et al., 2013) has been pro-
posed, which aims to find the optimal robust policy that
optimizes the performance under the worst possible envi-
ronment from a certain ambiguity set.

Robust MDP problem with a general ambiguity set is proved
to be NP-hard (Wiesemann et al., 2013). To make it com-
putationally tractable, various structural conditions on am-
biguity set have been used including (s, a)-rectangularity
(Nilim and El Ghaoui, 2005; Iyengar, 2005; Wiesemann
et al., 2013; Wang and Zou, 2022; Li et al., 2023c; Zhou
et al., 2023) and s-rectangularity (Wiesemann et al., 2013;
Ho et al., 2021; Wang et al., 2023; Kumar et al., 2023a;c).
This work focuses on the more general s-rectangularity
which allows the nature to select an adversarial environment
before observing the learning agent’s action (Wang et al.,
2023) and yields less conservative policies (Kumar et al.,
2023c).

Various methods have been adopted to solve robust MDP, in-
cluding value-iteration (Iyengar, 2005; Nilim and El Ghaoui,
2005; Wiesemann et al., 2013; Grand-Clément and Kroer,
2021; Kumar et al., 2023b), policy-iteration (Iyengar, 2005;
Badrinath and Kalathil, 2021; Ho et al., 2021; Kumar et al.,
2022) and policy gradient (Wang and Zou, 2022; Li et al.,
2023c; Wang et al., 2023; Zhou et al., 2023; Kumar et al.,
2023c; Li et al., 2023b; Guha and Lee, 2023). Among these
methods, policy gradient has gained significant attention
due to its simple implementation (Silver et al., 2014), excel-
lent real-world performance (Silver et al., 2014; Xu et al.,
2014; Wang et al., 2023) and scalability to large state and
action spaces (Silver et al., 2014; Wang et al., 2023). More-
over, policy gradient methods also have provable global
convergence guarantee on non-robust MDP (Agarwal et al.,
2021; Bhandari and Russo, 2021; Xiao, 2022). However, the
global convergence of policy gradient methods for robust
MDP is much harder to obtain since the robust value func-
tion is not differentiable. For (s, a)-rectangular case, Wang
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Table 1: Comparison of policy gradient works for s-rectangular robust MDPs. The measures include the number of updates
on policy π as well as transition kernel p and the complexity to achieve ϵ-optimal robust policy defined in Definition 1.
The complexity denotes iteration complexity (the total number of updates on π and p) in deterministic setting with access
to exact gradients, and sample complexity (total number of required samples) in stochastic setting with access to only
stochastic gradients. See Appendix A for more explanation of this table.

WORKS # π UPDATES # p UPDATES COMPLEXITY STOCHASTIC LARGE SPACE

(WANG ET AL., 2023) O(ϵ−4) O(ϵ−4+ϵ4γ−O(ϵ−4)) O(ϵ−4+ϵ4γ−O(ϵ−4)) × ×
(LI ET AL., 2023B) O(ϵ−4) O(ϵ−6) O(ϵ−6) × ×

(KUMAR ET AL., 2023C) O(ϵ−1) - - × ×
(GUHA AND LEE, 2023) O(ϵ−4) O(ϵ−4) O(ϵ−4) × ×

OUR ALGORITHM 1 O(ϵ−3 ln ϵ−1) O(ϵ−3) O(ϵ−3 ln ϵ−1) × ×
OUR ALGORITHM 2 O(ϵ−3 ln ϵ−1) O(ϵ−3) O(ϵ−7 ln ϵ−1) ✓ ×
OUR ALGORITHM 3 O(ϵ−3 ln ϵ−1) O(ϵ−3) O(ϵ−7 ln ϵ−1) ✓ ✓

and Zou (2022); Li et al. (2023c); Zhou et al. (2023) tackle
this challenge by evaluating and using the uniquely-defined
robust Q function.

For the more general s-rectangular case, this robust Q func-
tion is not well-defined (Li and Lan, 2023), which makes
the global convergence even more challenging. Among
the existing policy gradient methods (Wang et al., 2023; Li
et al., 2023b; Kumar et al., 2023c; Guha and Lee, 2023) on
s-rectangular case, the state of the art iteration complexity
(defined as the total number of updates on both transition ker-
nel and policy) isO(ϵ−4) (Guha and Lee, 2023) as shown in
Table 1. Moreover, Kumar et al. (2023c) has oracle access to
the sub-gradient of the robust optimal return that is assumed
to be Lipschitz-smooth, which does not hold in many cases.
Hence, we are motivated to ask:

Q1: Can we propose a policy gradient algorithm
with lower iteration complexity to achieve global
optimal solution of a generic s-rectangular robust
MDP?

Moreover, existing policy gradient algorithms are analyzed
in deterministic setting with access to exact gradients and
need to obtain policy or transition kernel over all states and
actions, which are impractical in many applications where
only stochastic samples are available and the state space is
very large. Though Wang et al. (2023); Li et al. (2023b);
Guha and Lee (2023) mention transition kernel parameteri-
zation to mitigate this issue, their global convergence results
still involve enumeration over all states and actions and thus
do not apply to large state space. As a result, we want to
ask:

Q2: Can we extend policy gradient algorithms
to stochastic setting and large state space for s-
rectangular case?

1.1. Our Contributions

We answer affirmatively to these questions by proposing
an accelerated policy gradient algorithm (Algorithm 1) for
s-rectangular robust MDPs in the deterministic setting with
access to exact gradients, and extending this algorithm to
stochastic setting with access to only stochastic gradients
(Algorithm 2) and then to large state space (Algorithm 3).
We summarize the advantages of our algorithms and their
global convergence results as follows and also in Table 1.

Acceleration: To accelerate existing policy gradient algo-
rithms which directly optimize the non-differentiable ob-
jective function (Li et al., 2023b; Guha and Lee, 2023; Ku-
mar et al., 2023c), we apply entropy regularization to the
policy which provides a smooth approximation to the non-
differentiable objective function. The approximation error
can be arbitrarily small by using a sufficiently small regular-
ization coefficient. Moreover, the entropy regularization not
only ensures exponential convergence of our inner policy
update, but also yields the Lipschitz-smoothness and gra-
dient dominance of the objective function that guarantees
efficient global convergence of the outer transition update.
Hence, we obtainO(ϵ−3 ln ϵ−1) iteration complexity, faster
than the state of the art O(ϵ−4) (Guha and Lee, 2023).

We are the first to obtain the above Lipschitz-smoothness of
the entropy regularized objective (Proposition 2), in which
we adopt two novel techniques to tackle entropy regularizer.
First, as the log-policy lnπ(a|s) may approach−∞, we use
the Lipschitz property of π(a|s) lnπ(a|s) with respect to
lnπ(a|s). Second, the optimal log-policy lnπp given the
transition kernel p involves a certain Q function Qp as the
unique fixed point of a Bellman operator Tp. Hence, we also
need to obtain the Lipschitz property of Tp and accordingly
obtain a recursive bound for the Lipschitz property of Qp.

Stochastic Setting: We extend Algorithm 1 to the practical
stochastic setting, by applying temporal difference (TD)
method and sample-average to approximate the Q function
and transition gradient respectively. In this way, we obtain
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the first stochastic policy gradient algorithm (Algorithm 2)
with provable global convergence and sample complexity
O(ϵ−7 ln ϵ−1) for s-rectangular robust MDP.

In this sample complexity analysis, the entropy regularized
cost involves τ lnπ(a|s) where lnπ(a|s) might approach
−∞. To bound |τ lnπ(a|s)|, we prove that the optimal log-
policy lnπp(a|s) ≥ O(−1/τ) for any p. As lnπ → lnπp
exponentially fast with policy optimization, we prove that
lnπ(a|s) ≥ O(−1/τ) for any π involved in the algorithm
and thus |τ lnπ(a|s)| ≤ O(1).

Large State Space: We further extend Algorithm 2 to large
state space, by using linear transition kernel parameteriza-
tion and linear Q function approximation to reduce state
enumeration. We prove that linear kernel parameterization
preserves Lipschitz property as well as gradient dominance,
which avoids parameterization error in the global conver-
gence result. The obtained Algorithm 3 retains the sample
complexity O(ϵ−7 ln ϵ−1) to converge to the global optimal
solution up to a function approximation error term ζ > 0.

Entropy Regularized Robust MDP: All our algorithms are
also the first policy gradient methods to solve entropy regu-
larized robust MDP (Mankowitz et al., 2019; Mai and Jaillet,
2021; Eysenbach and Levine, 2021), an important but under-
explored learning framework. Entropy regularized robust
MDP is important because it combines both the advantage
of robustness, and the advantage of entropy regularization in
encouraging exploration and prohibiting early convergence
to sub-optimal policies (Mankowitz et al., 2019; Mai and
Jaillet, 2021), which is suitable for application to inverse
reinforcement learning (IRL) (Mai and Jaillet, 2021).

1.2. Related Works

Robust Policy Evaluation: While this work focuses on
policy optimization problem, i.e., to find the optimal policy,
Li and Lan (2023); Kumar et al. (2023a) focused on robust
policy evaluation problem of s-rectangular robust MDP,
i.e., to evaluate the value of a policy under the worst-case
environment. Li and Lan (2023) considered the nature’s
choice of transition kernel as a policy and proposes policy
gradient methods which achieve linear global convergence
in the deterministic setting and Õ(ϵ−2) sample complexity
in the stochastic setting. Kumar et al. (2023a) studied a
robust MDP where both transition kernel and reward are
uncertain and range in Lp-ball constrained s-rectangular
ambiguity sets, which has closed-form optimal solution and
yields linear convergence in the deterministic case.

Policy Gradient for Non-robust MDP: Policy gradient
based algorithms including policy gradient (Sutton et al.,
1999), natural policy gradient (Kakade, 2001), actor-critic
(Konda and Tsitsiklis, 1999) and natural actor-critic (Bhat-
nagar et al., 2009) are also very popular for policy optimiza-

tion in non-robust MDP. Agarwal et al. (2021) provided
sub-linear global convergence rates and complexity results
of policy gradient methods for various policy parameter-
izations including tabular, softmax, log-linear and neural
policies. Bhandari and Russo (2021); Xiao (2022) acceler-
ated the global convergence to linear rate for tabular policy
by relating policy gradient methods to policy-iteration.

Policy Gradient for (s, a)-rectangular Robust MDP:
Wang and Zou (2022) presented a smoothed robust pol-
icy gradient algorithm for robust MDP with a specific R-
contamination ambiguity set and achieves O(ϵ−3) iteration
complexity in the deterministic setting and O(ϵ−7) sample
complexity in the stochastic setting. Li et al. (2023c) intro-
duced a robust policy mirror descent algorithm for robust
MDP with a more general (s, a)-rectangular ambiguity set
and obtains linear global convergence in the deterministic
setting and Õ(ϵ−2) sample complexity in the stochastic set-
ting. Zhou et al. (2023) proposed a robust stochastic natural
actor-critic algorithm with linear function approximation
and two specific (s, a)-rectangular ambiguity sets which
applies to robust MDPs with large state spaces and also
achieves Õ(ϵ−2) sample complexity.

Entropy Regularized Robust MDP: Mankowitz et al.
(2019) extended the Maximum A-Posteriori Policy Opti-
mization algorithm (Abdolmaleki et al., 2018) to entropy
regularized robust MDP. Mai and Jaillet (2021) proposed
a value-iteration algorithm for entropy regularized robust
MDP with provable worst-case complexity. Eysenbach and
Levine (2021) proved that entropy regularized MDP pro-
vides a lower bound of the robust MDP objective.

2. Problem Settings
2.1. Robust MDP

A vanilla MDP is characterized by a tuple (S,A, p, c, γ, ρ).
S and A are finite state and action spaces respectively.
γ ∈ (0, 1) is the discount factor. p is the state transition ker-
nel where p(·|s, a) ∈ ∆S is a distribution on S for any state
s ∈ S and action a ∈ A. c : S ×A×S → [0, 1] is the cost
function. ρ ∈ ∆S is the distribution of the environment’s ini-
tial state s0. At time t, an agent observes the environment’s
current state st and takes a random action at ∼ π(·|s) based
on the agent’s stationary policy π ∈ Π := (∆A)S . Then the
environment transitions to the next state st+1 ∼ p(·|st, at)
and gives a cost ct := c(st, at, st+1) to the agent. We de-
fine the following value function, which characterizes the
long-term expected cost under the policy π.

Jρ(π, p) := Eπ,p

[ ∞∑
t=0

γtct

∣∣∣s0 ∼ ρ]. (1)

The aim of vanilla MDP is to find the optimal policy π that
minimizes the expected cost Jρ(π, p) for a given transition
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kernel p. However, in practice, p is usually unknown and
thus has to be estimated from data. The estimation error
often degrades the performance after deployment. To make
the performance robust to this estimation error, robust MDP
(Iyengar, 2005; Nilim and El Ghaoui, 2005; Wiesemann
et al., 2013) has been proposed where the transition kernel p
ranges in a certain ambiguity set P which can be selected to
contain the true transition kernel. The aim of robust MDP is
to find the optimal robust policy that minimizes the robust
value function Φρ(π) := maxp∈P Jρ(π, p) under the worst-
case transition kernel p ∈ P , as formulated by the following
minimax optimization problem.

min
π∈Π

max
p∈P

Jρ(π, p). (2)

Definition 1. A policy π is called an ϵ-optimal robust policy
if Φρ(π) ≤ minπ′∈Π Φρ(π

′) + ϵ for a certain precision
ϵ ≥ 0.

The robust MDP problem (2) is in general NP-hard (Wiese-
mann et al., 2013). To make it tractable, P is often assumed
to be (s, a)-rectangular (Nilim and El Ghaoui, 2005; Iyen-
gar, 2005; Wiesemann et al., 2013; Wang and Zou, 2022; Li
et al., 2023c; Zhou et al., 2023) and s-rectangular (Wiese-
mann et al., 2013; Ho et al., 2021; Wang et al., 2023; Kumar
et al., 2023a;c). An (s, a)-rectangular P is defined as a
Cartesian product of sets Ps,a ⊂ ∆S for all s, a, i.e.,

P = {p ∈ (∆S)S×A : p(·|s, a) ∈ Ps,a, ∀s ∈ S, a ∈ A}.

An s-rectangular P is defined as a Cartesian product of sets
Ps ⊂ (∆S)A for all s, i.e.,

P = {p ∈ (∆S)S×A : p(·|s, ·) ∈ Ps, ∀s ∈ S}.

We adopt the following assumption throughout this work.

Assumption 1. P is s-rectangular, compact and convex.

2.2. Entropy Regularized Robust MDP

Entropy regularized robust MDP (Mankowitz et al., 2019;
Mai and Jaillet, 2021; Eysenbach and Levine, 2021) is also
an important but underexplored learning framework. Its
objective is shown below.

min
π∈Π

max
p∈P

Jρ,τ (π, p) :=E
[ ∞∑

t=0

γtcτ,π,t

∣∣∣s0 ∼ ρ], (3)

where cτ,π,t := ct+ τ lnπ(at|st) is the entropy regularized
cost with τ ∈ [0, 1]. The above objective adds entropy
regularizer to the robust MDP objective (1). Hence, entropy
regularized robust MDP has both the advantage of policy
robustness, and the advantage of entropy regularization in
encouraging exploration and prohibiting early convergence

to sub-optimal policies (Mankowitz et al., 2019; Mai and
Jaillet, 2021), which is suitable for application to inverse
reinforcement learning (IRL) (Mai and Jaillet, 2021).

Define the following V and Q functions (Cayci et al., 2022):

Vτ (π, p; s) :=E
[ ∞∑

t=0

γtcτ,π,t

∣∣∣s0 = s
]
, (4)

Qτ (π, p; s, a) :=E
[ ∞∑

t=0

γtcτ,π,t

∣∣∣s0 = s, a0 = a
]
. (5)

A good solution to the entropy regularized problem (3) can
be an approximate Nash equilibrium defined as follows.
Definition 2. A policy-transition pair (π, p) ∈ Π × P is
called an (ϵ, τ)-Nash equilibrium if it satisfies

Jρ,τ (π, p)− min
π′∈Π

Jρ,τ (π
′, p) ≤ ϵ,

max
p′∈P

Jρ,τ (π, p
′)− Jρ,τ (π, p) ≤ ϵ.

Proposition 1. Under Assumption 1, for any ϵ ≥ 0 and
τ > 0, (ϵ, τ)-Nash equilibrium exists. If (π, p) ∈ Π × P
is an (ϵ, τ)-Nash equilibrium, then π is a

(
2ϵ + τ ln |A|

1−γ

)
-

optimal robust policy to the optimization problem (2).

Proposition 1 indicates that by letting τ = O(ϵ), the (ϵ, τ)-
Nash equilibrium also solves the robust MDP problem (2)
with precision O(ϵ). Hence, we can solve robust MDP
by solving entropy-regularized robust MDP. In the next
section, we will provide the first policy gradient algorithm
for entropy-regularized robust MDP, which also solves s-
rectangular robust MDP with lower iteration complexity
than the the existing policy gradient algorithms (Wang et al.,
2023; Li et al., 2023b; Kumar et al., 2023c; Guha and Lee,
2023) that directly aim at the robust MDP objective (2).

3. Accelerated Robust Policy Gradient
Algorithm

In this section, we will provide a robust policy gradient
algorithm (Algorithm 1) for both entropy-regularized robust
MDP and robust MDP, obtain convergence results under
the determinsitic case. Then we will extend Algorithm 1 to
stochastic case and obtain sample complexity result.

3.1. Accelerated Robust Policy Gradient Algorithm

A major challenge to solve robust MDP is that its objective
Φρ(π) defined by eq. (2) is non-differentiable since the op-
timal transition kernel argmaxp Jρ(π, p) is non-unique. In
contrast, the entropy-regularized robust MDP (3) is equiv-
alent to its dual form below (Mai and Jaillet, 2021) (see
Lemma 2 for the proof of equivalence):

max
p∈P

min
π∈Π

Jρ,τ (π, p), (6)
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for which the optimal policy πp := argminπJρ,τ (π, p) is
unique given the transition kernel p for any τ > 0 (Cen et al.,
2022). Hence, based on the Danskin’s Theorem (Bernhard
and Rapaport, 1995), Fρ,τ (p) := minπ∈Π Jρ,τ (π, p) is dif-
ferentiable with ∇Fρ,τ (p) = ∇2Jρ,τ (πp, p) (See Lemma 7
and its proof in Appendix C)1. Furthermore, we will show
that Fρ,τ (p) is Lipschitz smooth in Section 3.2.

As a result, a natural idea is to apply projected gradient
ascent pt+1 = projP

(
pt + αt∇Fρ,τ (pt)

)
to the Lipschitz

smooth objective (6) where ∇Fρ,τ (pt) = ∇2Jρ,τ (πpt
, pt).

The unique optimal policy πpt := argminπ∈Π Jρ,τ (π, pt)
can be efficiently approximated using the following natural
policy gradient (NPG) step (Cen et al., 2022):

πt,k+1(·|s) ∝ πt,k(·|s) exp
[
− ηQ̂t,k(s, ·)

1− γ

]
, (7)

where η > 0 is the stepsize and Q̂t,k approximates the
Q function Qτ (πt,k, pt) := Qτ (πt,k, pt; ·, ·) ∈ R|S||A| de-
fined by eq. (5) 2. After T ′ NPG steps (7), πt := πt,T ′

converges to πpt
exponentially fast with T ′ (Cen et al.,

2022) (also see Lemma 9). Hence, we can replace πpt with
πt when computing ∇Fρ,τ (pt) = ∇2Jρ,τ (πpt , pt), which
yields the following projected gradient ascent rule:

pt+1 = projP
(
pt + β∇̂pJρ,τ (πt, pt)

)
, (8)

where β > 0 is the stepsize and ∇̂pJρ,τ (πt, pt) ≈
∇pJρ,τ (πt, pt) is the estimated gradient. ∇pJρ,τ (πt, pt) ∈
R|S|2|A| is the exact gradient and its (s, a, s′)-th entry is
given below 3:

∇pJρ,τ (π, p)(s, a, s
′) =

dπ,pρ (s)π(a|s)
1− γ[

c(s, a, s′) + τ lnπ(a|s) + γVτ (π, p; s
′)
]
. (9)

where the occupancy measure dπ,pρ (s) is defined as:

dπ,pρ (s) = (1− γ)
∞∑
t=0

γtPπ,p(st = s|s0 ∼ ρ). (10)

Our accelerated robust policy gradient algorithm is shown
in Algorithm 1, which updates the policy πt in the inner

1∇2Jρ,τ (πp, p) denotes the gradient with respect to the second
argument p. We do not use ∇pJρ,τ (πp, p) since πp depends on p.

2The NPG step (7) is equivalent to the update

rule πt,k+1(·|s) ∝ πt,k(·|s)1−
ητ

1−γ exp
[ ηQ̂t,k(s,·)

1−γ

]
in

(Cen et al., 2022), since they define Qτ (π, p; s, a) :=
Es′∼p(·|s,a)[c(s, a, s′) + γVτ (s

′)] which corresponds to our
Qτ (π, p; s, a)− τ ln(a|s), and our objective minπ∈Π Jρ,τ (π, p)
corresponds to their objective maxπ∈Π Jρ,τ (π, p)

3The gradient (9) is obtained by using Lemma 4.1 of (Wang
et al., 2023) with the cost c(s, a, s′) replaced by regularized cost
c(s, a, s′) + τ lnπ(a|s)

Algorithm 1 Accelerated Robust Policy Gradient

1: Inputs: τ , T , T ′, η, β, ϵ1, ϵ2.
2: Initialize: p0.
3: for transition update steps t = 0, 1, . . . , T − 1 do
4: Let πt,0(a|s) ≡ 1/|A|.
5: for policy update steps k = 0, 1, . . . , T ′ − 1 do
6: Obtain Q̂t,k ≈ Qτ (πt,k, pt) such that ∥Q̂t,k −

Qτ (πt,k, pt)∥∞ ≤ ϵ1.
7: Obtain πt,k+1 using the NPG step (7).
8: end for
9: Let πt := πt,T ′ .

10: Obtain approximate gradient ∇̂pJρ,τ (πt, pt) such
that ∥∇̂pJρ,τ (πt, pt)−∇pJρ,τ (πt, pt)∥ ≤ ϵ2

11: Obtain pt+1 by projected gradient ascent step (8).
12: end for
13: Output: πT̃ , pT̃ where T̃ ∈ argmin

0≤t≤T−1
∥pt+1 − pt∥.

loop and transition kernel pt+1 in the outer loop. The
lines 6 and 10 assume access to Q̂t,k ≈ Qτ (πt,k, pt) and
∇̂pJρ,τ (πt, pt) ≈ ∇pJρ,τ (πt, pt) with arbitrary predefined
precisions ϵ1, ϵ2 ≥ 0 respectively. This covers both exact
case where exact Q-functions and gradients can be easily
computed (i.e., ϵ1 = ϵ2 = 0) and inexact case where exact
computation is intractable or requires much more computa-
tion than inexact estimation. We will show how to obtain
these inexact estimations in Section 3.3.

3.2. Iteration Complexity of Algorithm 1

We will first show two amenable geometric properties of
the regularized problem (6) that yields faster global conver-
gence of Algorithm 1 than existing policy gradient works.
Throughout this work, || · ||p (p ∈ [1,∞]) is Euclidean
p-norm and || · || = || · ||2 is 2-norm by default.

Proposition 2. Under Assumption 1, Fρ,τ (p) is Lipschitz

smooth with parameter ℓF := 8|S||A|(1+γτ ln |A|)2
τ(1−γ)5 , i.e., for

any p, p′ ∈ P ,

∥∇Fρ,τ (p
′)−∇Fρ,τ (p)∥ ≤ℓF ∥p′ − p∥. (11)

Technical Novelty: The Lipschitz property of ∇Fρ,τ (p)
for entropy regularized robust MDP has not been ob-
tained in existing literature to our knowledge. We use two
novel techniques to tackle the entropy regularizer. First,
we need to prove the Lipschitz continuity of Jρ,τ and
∇pJρ,τ (see Lemma 6). Jρ,τ contains the regularized cost
c(s, a, s′)+τ lnπ(a|s) which goes to−∞ as π(a|s)→ +0.
To solve this, we control lnπ(a|s) by multiplying it with
π(a|s) and use |π′(a|s) lnπ′(a|s) − π(a|s) lnπ(a|s)| ≤
| lnπ′(a|s) − lnπ(a|s)| (see Lemma 16), so we obtained
the Lipschitz properties of Jρ,τ and ∇pJρ,τ with respect
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to lnπ. Second, as ∇Fρ,τ = ∇2Jρ(πp, p), we also need
to obtain the Lipschitz property of lnπp with respect to p.
This is not straightforward, since lnπp is implicitly defined
by Qp := Q̃τ (πp, p) (Q̃τ is defined in eq. (30)), the unique
fixed point of a Bellman operator Tp defined in eq. (72).
As a result, we also need to obtain Lipschitz property of Tp
which yields the recursive bound below for any p, p′ ∈ P:

∥Qp′ −Qp∥∞ = ∥Tp′Qp′ − TpQp∥∞
≤ ∥Tp′Qp′ − TpQp′∥∞ + ∥TpQp′ − TpQp∥∞
≤ cmax

s,a
∥p′(·|s, a)− p(·|s, a)∥1 + γ∥Qp′ −Qp∥∞,

where c > 0 is a constant. This implies that ∥Qp′−Qp∥∞ ≤
c

1−γ maxs,a ∥p′(·|s, a)− p(·|s, a)∥1 and thus the Lipschitz
continuity of lnπp.

Proposition 2 guarantees that Algorithm 1, which can be
seen as approximate gradient ascent on Fρ,τ (p), converges
to a stationary point of Fρ,τ (p). Such a stationary point
also provides a global optimal solution as shown in the
following gradient dominance property. Throughout, we
define DP := supp,p̃∈P ∥p̃ − p∥ as the diameter of P and
D := supπ∈Π,p∈P ∥dπ,pρ /ρ∥∞ < ∞ as the distribution
mismatch coefficient which has also been used in (Agarwal
et al., 2021; Leonardos et al., 2022; Wang et al., 2023).

Proposition 3 (Gradient dominance). Under Assumption 1,
the function Jρ,τ satisfies the following gradient dominance
property for any π ∈ Π and p ∈ P ,

max
p′∈P

Jρ,τ (π, p
′)− Jρ,τ (π, p)

≤ D

1− γ
max
p′∈P

(p′ − p)⊤∇pJρ,τ (π, p). (12)

Based on the two properties, we obtain the following con-
vergence rates of Algorithm 1.

Theorem 1. Implement Algorithm 1 with β ≤ 1
2ℓF

, η =
1−γ
τ . Then the output (πT̃ , pT̃ ) satisfies the following rates

under Assumption 1.

Jρ,τ (πT̃ , pT̃ )−min
π∈Π

Jρ,τ (π, pT̃ ) ≤ O
(γT ′

+ ϵ1
τ

)
, (13)

max
p∈P

Jρ,τ (πT̃ , p)− Jρ,τ (πT̃ , pT̃ )

≤ O
[
(1 + τϵ2)

(γT ′
+ ϵ1
τ

+ ϵ2 +
1√
Tβ

)]
. (14)

Proof Sketch of Theorem 1. The rate (13) is straightforward
since πT̃ := πT̃ ,T ′ → πpT̃

exponentially fast as T ′ → ∞.
The rate (14) relies on Propositions 2 and 3 which apply to
different functions Fρ,τ and Jρ,τ respectively. We tackle
this challenge by using the connection ∇̂pJρ,τ (πt, pt) ≈
∇Fρ,τ (pt) between the two functions, which implies that

Algorithm 2 Accelerated Stochastic Robust Policy Gradient

1: Inputs: τ , T , T ′, T1, α, η, β, N , H .
2: Initialize: p0.
3: for transition update steps t = 0, 1, . . . , T − 1 do
4: Initialize πt,0(a|s) ≡ 1/|A|.
5: for policy update steps k = 0, 1, . . . , T ′ − 1 do
6: For π = πt,k and p = pt, perform the TD update

rule (15) for T1 iterations.
7: Assign Q̂t,k ← qT1

:= 1
T1

∑T1

n=1 qn.
8: Obtain πt,k+1 by the NPG update step (7).
9: end for

10: Let πt := πt,T ′ .
11: Obtain ∇̂pJρ,τ (πt, pt) using eq. (16).
12: Obtain pt+1 by the projected gradient ascent step (8).
13: end for
14: Output: πT̃ , pT̃ where T̃ ∈ argmin

0≤t≤T−1
∥pt+1 − pt∥.

Algorithm 1 is essentially a projected gradient ascent al-
gorithm on the ℓF -smooth objective maxp Fρ,τ (p). Hence,
we can apply the standard convergence analysis to the pro-
jected gradient Gt = (pt+1 − pt)/β and obtain the con-
vergence rate of ∥GT̃ ∥. As Gt is defined by the projec-
tion step (8) involving ∇̂pJρ,τ (πt, pt), we can apply prop-
erties about projection which implies that maxp′∈P(p

′ −
pT̃ )

⊤∇̂pJρ,τ (πT̃ , pT̃ ) ≤ O(∥GT̃ ∥). This bound along with
Proposition 3 implies the convergence rate (14).

Under deterministic setting where we can access exact Q
function Qτ and gradient∇pJρ,τ , we have ϵ1 = ϵ2 = 0 in
Algorithm 1. In this case, we obtain the following iteration
complexity result based on Theorem 1.

Corollary 1 (Iteration Complexity of Algorithm 1). Im-
plement Algorithm 1 under deterministic setting (ϵ1 =
ϵ2 = 0). For any ϵ > 0, select hyperparameters τ =

min
( ϵ(1−γ)
3 ln |A| , 1

)
, T = O(ϵ−3), T ′ = O[ln(ϵ−1)], η = 1−γ

τ ,
β = 1

2ℓF
. Then the output (πT̃ , pT̃ ) is both ϵ-optimal ro-

bust policy and (ϵ, τ)-Nash equilibrium under Assumption
1. This requires T = O(ϵ−3) transition kernel updates,
TT ′ = O(ϵ−3 ln ϵ−1) policy updates and iteration com-
plexity T + TT ′ = O(ϵ−3 ln ϵ−1).

Comparison with Existing Works: With the aforemen-
tioned amenable geometric properties given by the entropy
regularization, our iteration complexity O(ϵ−3 ln ϵ−1) is
lower than the state of the art O(ϵ−4) (Guha and Lee,
2023) among the existing policy gradient methods for s-
rectangular robust MDP under deterministic setting. In
addition, our Algorithm 1 is also the first policy gradient
algorithm with global convergence to both the robust MDP
and the entropy regularized robust MDP.
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3.3. Stochastic Estimation and Sample Complexity

We will extend Algorithm 1 to the stochastic setting where
the Q function Qτ (π, p) := Qτ (π, p; ·, ·) ∈ R|S|×|A| and
∇pJρ,τ (π, p) for fixed π and p can only be estimated by
stochastic samples, and obtain the sample complexity result.

We estimate Qτ (π, p) via the following temporal difference
(TD) update rule (Bhandari et al., 2018; Xu et al., 2021; Li
et al., 2023a; Samsonov et al., 2023).

qn+1(sn,an)=qn(sn,an)+α[c(sn,an,s
′
n)+τ lnπ(an|sn)

+ γqn(s
′
n, a

′
n)−qn(sn, an)];n = 0, 1, . . . , T1 − 1, (15)

where sn ∼ µπ,p (the state stationary distribution under
π, p), an ∼ π(·|sn), s′n ∼ p(·|sn, an), a′n ∼ π(·|s′n), and
c(sn, an, s

′
n)+τ lnπ(an|sn) can be seen as regularized cost.

We use qT1
:= 1

T1

∑T1

n=1 qn as the output which provably
converges to Qτ (π, p) (Li et al., 2023a).

A stochastic estimation of ∇pJρ,τ (π, p) defined in eq. (9)
can be obtained as follows.

∇̂pJρ,τ (π, p)(s,a,s
′)=

1

N(1−γ)

N∑
i=1

π(a|s)1{si,Hi
=s}[

c(s,a,s′)+τ lnπ(a|s)+γ
∑
a′

π(a′|s′)qT1
(s′,a′)

]
, (16)

where 1(·) is an indicator function, Hi is generated by
P(Hi = h) ∝ γh(h = 0, 1, . . . ,H − 1), a geometric distri-
bution truncated at level H , and then every i-th trajectory
{si,h, ai,h}Hi

h=0 is generated via si,0 ∼ ρ, ai,h ∼ π(·|si,h),
si,h+1 ∼ p(·|si,h, ai,h) such that the distribution of si,Hi

is
O(γH)-close to dπ,pρ .

By estimating Qτ (π, p) and ∇pJρ,τ (π, p) using the TD
rule (15) and stochastic gradient (16) respectively, we ob-
tain a stochastic implementation of Algorithm 1 in Algo-
rithm 2, the first stochastic policy gradient method for s-
rectangular robust MDP to our knowledge. Due to entropy
regularization, a major challenge to obtain the sample com-
plexity of Algorithm 2 is to bound the regularized cost
c(s, a, s′)+ τ lnπ(a|s) involved in the estimations (15) and
(16), where π(a|s) may approach 0. To tackle this, we can
prove that the policy π obtained by the NPG step (7) satisfies
|τ lnπ(a|s)| ≤ O(1) by the following Lemma.

Lemma 1. The NPG step (7) with ∥Q̂t,k −
Qτ (πt,k, pt)∥∞ ≤ ϵ1, stepsize η = 1−γ

τ and initial
policy πt,0(a|s) ≡ 1/|A| always guarantees

0 ≥ lnπt,k(a|s) ≥ −
3 ln |A|+ 3/τ

1− γ
− 4ϵ1
τ(1− γ)2

. (17)

Proof Sketch of Lemma 1: The proof is shown in the proof
of Lemma 9 in Appendix D. Since lnπt,k → lnπ∗

t :=
lnπpt exponentially fast as k →∞, we only need to lower

bound lnπ∗
t , which can be obtained by using the analytical

solution of lnπ∗
t (see Lemma 4 in Appendix B).

With this bounded cost, it is well known that TD (15)
achieves ∥qT1

−Qτ (π, p)∥∞ ≤ ϵ1 with T1 = O(ϵ−2
2 ln ϵ−1

2 )
iterations (Li et al., 2023a), and the stochastic gradient
(16) achieves ∥∇̂pJρ,τ (πt, pt)−∇pJρ,τ (πt, pt)∥ ≤ ϵ2 with
O(ϵ−2

2 ln ϵ−1
2 ) stochastic samples (see Lemma 14). These

results along with the convergence rates in Theorem 1 yield
the following sample complexity result of Algorithm 2.
Corollary 2 (Sample Complexity of Algorithm 2). For
any ϵ > 0 and δ ∈ (0, 1), implement Algorithm 2 with
hyperparameters τ = min

( ϵ(1−γ)
3 ln |A| , 1

)
, T = O(ϵ−3), T ′ =

O[ln(ϵ−1)], T1 = O(ϵ−4), α = O[ln−1(ϵ−1)], η = 1−γ
τ ,

β = 1
2ℓF

, N = O(ϵ−2), H = O[ln(ϵ−1)]. The output
(πT̃ , pT̃ ) is both ϵ-optimal robust policy and (ϵ, τ)-Nash
equilibrium with probability at least 1−δ under Assumption
1. Furthermore, the sample complexity is T (T ′T1+NH) =
O(ϵ−7 ln ϵ−1).

4. Extension to Large State Space
Algorithms 1-2 and the existing policy gradient algorithms
for s-rectangular robust MDPs need to compute π(a|s),
p(s′|s, a) or Q(s, a) for all states s, s′ ∈ S and actions
a ∈ A. This is intractable in many practical applications
where the state space is very large. We will introduce two
key techniques to reduce such state enumeration, namely,
transition kernel parameterization and Q function approxi-
mation. Based on these techniques, we extend Algorithm 1
to large space and obtain sample complexity result.

4.1. Transition Kernel Parameterization

To reduce the dimensionality |S|2|A| of the transition kernel
p, we adopt a linear transition kernel parameterization which
has also been used in linear mixture MDP (Ayoub et al.,
2020; Zhou et al., 2021; Zhang et al., 2023) and robust
MDP (Li et al., 2023b). Linear kernel parameterization
can be written as pξ(s′|s, a) = ψ(s, a, s′)⊤ξ with fixed and
known features ψ(s, a, s′) ∈ Rdp and unkonwn parameter
ξ ∈ Ξ ⊂ Rdp with dp ≪ |S|2|A|. The ambiguity set Ξ
can be defined as a neighborhood of a nominal parameter ξ
which can be estimated from data. For simplicity, the linear
kernel parameterization can be rewritten as pξ = Ψξ where
the (s, a, s′)-th row of the feature matrix Ψ ∈ R|S|2|A|×dp

is ψ(s, a, s′)⊤.

The gradient for pξ := Ψξ has the following expression 4.

∇ξJρ,τ (π, pξ) =
1

1− γ
E
s∼d

π,pξ
ρ ,a∼π(·|s),s′∼pξ(·|s,a)

4The gradient (18) can be obtained by applying Lemma 4.5 of
(Wang et al., 2023) with the cost c(s, a, s′) replaced by c(s, a, s′)+

τ lnπ(a|s) and using ∇ ln pξ(s
′|s, a) = ψ(s,a,s′)

pξ(s
′|s,a)

7
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ψ(s,a,s′)

pξ(s′|s,a)
[c(s,a,s′)+τ lnπ(a|s)+γVτ (π,pξ;s′)]

]
(18)

Similar to the stochastic gradient (16), a stochastic sample-
based estimation of the above gradient is shown below.

∇̂ξJρ,τ (π, pξ)=
1

N(1−γ)

N∑
i=1

ψ(si,Hi
, ai,Hi

, si,Hi+1)

pξ(si,Hi+1|si,Hi , ai,Hi)[
c(si,Hi

, ai,Hi
, si,Hi+1) + τ lnπ(ai,Hi

|si,Hi
)

+ γϕ(si,Hi+1, ai,Hi+1)
⊤wT1

]
, (19)

where Hi is generated by P(Hi = h) ∝ γh(h =
0, 1, . . . ,H − 1) and then the trajectory {si,h, ai,h}Hi+1

h=0

is generated via si,0 ∼ ρ, ai,h ∼ π(·|si,h), si,h+1 ∼
pξ(·|si,h, ai,h). In large state space, this computation of
∇̂ξJρ,τ (π, pξ) ∈ Rdp with dp ≪ |S|2|A| is less intensive
than to compute ∇̂pJρ,τ (π, p)(s, a, s

′) for every (s, a, s′).

With the stochastic gradient (16), we can apply projected
stochastic gradient ascent to ξ as follows.

ξt+1 = projΞ
(
ξt + β∇̂ξJρ,τ (πt, pξt)

)
. (20)

where πt ≈ πpξt
can be obtained by policy optimization in

the next subsection.

4.2. Q Function Approximation

To avoid direct evaluation of Qτ (π, p; s, a) for every s, a,
we adopt the popular linear Q function approximation
Qτ (π, p; s, a) ≈ ϕ(s, a)⊤w with fixed and known features
ϕ(s, a) ∈ Rd and parameter w ∈ Rd (Huh and Lee, 2018;
Zou et al., 2019; Wang et al., 2021; Zhou et al., 2023).

The parameter w can be estimated by the following TD
algorithm (Huh and Lee, 2018; Li et al., 2023a).

wn+1 = wn + αϕ(sn, an)[c(sn, an, s
′
n) + τ lnπ(an|sn)

+γϕ(s′n,a
′
n)

⊤wn−ϕ(sn,an)⊤wn];n=0,1,. . . ,T1−1, (21)

where sn ∼ µπ,p (stationary distribution), an ∼
π(·|sn), s′n ∼ p(·|sn, an), a′n ∼ π(·|s′n). We take wT1

:=
1
T1

∑T1

n=1 wn as the output which has provable convergence
to the optimal parameter (Li et al., 2023a).

Suppose we got Q̂t,k = ϕ(s, a)⊤wt,k via the above TD
algorithm. Then the NPG step (7) can be rewritten below.

πt,k(·|s) ∝ exp

[
−ϕ(s, ·)

⊤ut,k
1− γ

]
, (22)

where ut,k+1 = ut,k + ηwt,k. (23)

In this way, the policy πt,k is implicitly parameterized by
ut,k. Instead of computing πt,k(a|s) for every s, a, we only
need to compute πt,k(·|s) above to obtain action samples

given the state samples s, which significantly reduces the
computation for large state space.

Based on the above discussions, we extend Algorithm 2 to
Algorithm 3, the first stochastic policy gradient algorithm
for s-rectangular robust MDP with large state space, by
changing the outer update of pt+1 to eq. (20) under linear
kernel parameterization, and changing the inner update rule
of πt to eq. (22) under linear Q function approximation.

4.3. Sample Complexity of Algorithm 3

The global convergence of Algorithm 3 is largely guaran-
teed by linear kernel parameterization, which preserves the
Lipschitz smoothness and gradient dominance. To elabo-
rate, ∇ξFρ,τ (p) = Ψ⊤∇Fρ,τ (p) is ℓF ∥Ψ∥-smooth based
on Proposition 2. Similar to Proposition 3, we have the
following gradient dominance property.

Proposition 4. Under Assumption 1, the function Jρ,τ sat-
isfies the following gradient dominance property for any
π ∈ Π, ξ ∈ Ξ.

max
p′∈P

Jρ,τ (π, p
′)− Jρ,τ (π, pξ)

≤ D

1− γ
max
ξ′∈Ξ

(ξ′ − ξ)⊤∇ξJρ,τ (π, pξ). (24)

Define ζ := supπ∈Π,p∈P,s∈S,a∈A,τ∈[0,1] |ϕ(s, a)⊤w∗
π,p −

Qτ (π, p; s, a)|2 as the linear Q function approximation error
where w∗

π,p is the optimal critic parameter 5 (Xu et al., 2020;
Chen et al., 2022). Then we obtain the sample complexity
of Algorithm 3 as follows.

Theorem 2 (Sample Complexity of Algorithm 3). For any
ϵ > 0 and δ ∈ (0, 1), implement Algorithm 3 with hy-
perparameters τ = min

[
O(
√
ζ + ϵ), 1

]
, T = O(ϵ−3),

T ′ = O[ln(ϵ−1)], T1 := O(ϵ−4), α = O[ln−1(ζ +
ϵ2)−1], η = 1−γ

τ , β = 1
2ℓF ∥Ψ∥ , N = O(ϵ−4), H =

O[ln(ϵ−1)]. Then under Assumption 1 and the assumption
that infs,a,s′ pξ(s′|s, a) > pmin for a constant pmin > 0,
(πT̃ , pT̃ ) is both

(
O(
√
ζ + ζ + ϵ), τ

)
-Nash equilibrium

and O(
√
ζ + ζ + ϵ)-optimal robust policy with proba-

bility at least 1 − δ. The required sample complexity is
T (T ′T1 +NH) = O(ϵ−7 ln ϵ−1).

The sample complexity above is the same as that in Corol-
lary 2 for small state space. The major difference is that the
convergence error ϵ > 0 becomesO(

√
ζ+ ζ+ ϵ) due to the

linear Q function approximation error term ζ . The linear ker-
nel parameterization does not cause additional error terms
since we have proved that linear kernel parameterization
preserves the amenable geometric properties of Lipschitz
smoothness and gradient dominance.

5See eq. (52) of Appendix E for the expression of the optimal
critic parameter w∗

π,p.
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Algorithm 3 Accelerated Stochastic Robust Policy Gradient
for Large State Space

1: Inputs: τ , T , T ′, T1, α, η, β, N , H .
2: Initialize: ξ0.
3: for transition update steps t = 0, 1, . . . , T − 1 do
4: Initialize ut,0 = 0.
5: for policy update steps k = 0, 1, . . . , T ′ − 1 do
6: For π = πt,k defined by eq. (22) and p = pξt ,

perform the TD update rule (21) for T1 iterations.
7: Assign wt,k ← wT1

:= 1
T1

∑T1

n=1 wn.
8: Obtain ut,k+1 by eq. (23).
9: end for

10: For πt := πt,T ′ defined by eq. (22), obtain stochastic
gradient ∇̂ξJρ,τ (πt, pξt) using eq. (19).

11: Obtain ξt+1 by projected gradient ascent step (20).
12: end for
13: Output: πT̃ , ξT̃ where T̃∈argmin0≤t≤T−1∥ξt+1−ξt∥.

5. Conclusion
This work proposes a policy gradient algorithm with faster
global convergence than existing policy gradient algorithms
on s-rectangular robust MDP, by solving an entropy regu-
larized robust MDP. We further extend this algorithm to
stochastic setting and large state space, and obtain the
first sample complexity results for policy gradient on s-
rectangular robust MDP. Moreover, our algorithms are also
the first policy gradient methods that can solve entropy
regularized robust MDP problem, which is an important
but underexplored area. Since Fρ,τ (p) is Lipschitz smooth
with parameter ℓF = O(τ−1) (see Proposition 2) while
τ = O(ϵ) is required for ϵ-accuracy (see Proposition 1), our
algorithm requires small stepsize β = O(ϵ) and thus the iter-
ation complexity and sample complexities are not minimax
optimal. An interesting future direction is to further accel-
erate our algorithms using techniques such as Nesterov’s
acceleration and variance reduction, etc.
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A. Existing Complexity Results of Robust Policy Gradient
In this section, we will explain the existing complexity results listed in Table 1. We will also explain about the claim of (Li
et al., 2023b; Guha and Lee, 2023) that their complexity results do not require rectangularity assumption.
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A.1. Complexity Results of (Wang et al., 2023)

(Wang et al., 2023) proposes a double-loop robust policy gradient (DRPG) algorithm for robust MDP with s-rectangular
ambiguity set, which applies projected gradient descent steps to update the policy π in the outer loop and projected gradient
ascent steps to update the transition kernel p in the inner loop. Based on Theorem 3.3 of (Wang et al., 2023), to obtain
an ϵ-optimal robust policy, DRPG requires T = O(ϵ−4) outer iterations of the policy updates, and the t-th outer iteration
requires a transition kernel pt such that Jρ(πt, pt) ≥ maxp∈P Jρ(πt, p)− ϵt, where the precision ϵt > 0 satisfies ϵt+1 ≤ γϵt
and ϵ0 ≤

√
T . Such an ϵt-accurate pt further requires Tt = O(ϵ−2

t ) iterations of the transition kernel updates based on
Theorem 4.4 of (Wang et al., 2023). Tt is exponentially growing as Tt ≥ O(γtϵ0)−2 ≥ O(T−1γ−2t). Hence, the required
number of policy updates is

max
(
T,

T∑
t=0

Tt

)
≥ max

(
T, T−1

T−1∑
t=0

O(γ−2t)
)

= max
(
T,O(T−1γ−2T )

)
= max

(
O(ϵ−4),O(ϵ4γ−O(ϵ−4))

)
= O(ϵ−4 + ϵ4γ−O(ϵ−4)).

Therefore, the iteration complexity (the total number of updates on both transition kernel and policy) is T + O(ϵ−4 +

ϵ4γ−O(ϵ−4)) = O(ϵ−4 + ϵ4γ−O(ϵ−4)), which exponentially increases as ϵ→ +0.

A.2. Complexity Results of (Li et al., 2023b)

(Li et al., 2023b) proposes an actor-critic algorithm (see their Algorithm 4.1) which has similar double loop structure as the
DRPG algorithm (Wang et al., 2023). To achieve an ϵ-optimal robust policy, this actor-critic algorithm requires O(ϵ−4)
outer policy updates and O(ϵ−2) inner transition kernel updates per outer iteration, based on Theorems 4.5 and 3.8 of (Li
et al., 2023b) respectively. Therefore, the total number of transition kernel updates is O(ϵ−4)O(ϵ−2) = O(ϵ−6), so the
iteration complexity is O(ϵ−4) +O(ϵ−6) = O(ϵ−6).

A.3. Extension to Non-rectangularity in (Li et al., 2023b) Also Applies to Our Work

(Li et al., 2023b) extends their complexity results to non-rectangular ambiguity set P by defining the following degree of
non-rectangularity.

δP := max
p′∈P

[
max
ps∈Ps

⟨∇pJρ(π, p
′), ps⟩ −max

p∈P
⟨∇pJρ(π, p

′), p⟩
]

(25)

where Ps denotes the smallest s-rectangular ambiguity set containing P .

Then the proof of the convergence for the inner transition kernel updates in (Li et al., 2023b) (see their Theorem 3.8) uses
the following gradient dominance property.

max
p′∈P

Jρ(π, p
′)− Jρ(π, p) ≤

∥∥∥dπ,p∗
s

ρ

dπ,pρ

∥∥∥
∞

max
ps∈Ps

⟨∇pJρ(π, p), ps − p⟩
(i)

≤ D

1− γ

[
δP +max

p′∈P
⟨∇pJρ(π, p), p

′ − p⟩
]
, (26)

where p∗s ∈ argmaxp′∈Ps
Jρ(π, p

′) denotes the optimal transition kernel and (i) uses D := supπ∈Π,p∈P ∥dπ,pρ /ρ∥∞ <∞
and dπ,pρ (s) ≥ (1− γ)ρ(s). Compared with the gradient dominance property (Proposition 3) used in our convergence proof
for s-rectangular case, the above gradient dominance property involves the degree of non-rectangularity δP > 0 defined in
eq. (25). Hence, we can also extend our convergence result to non-rectangular robust MDPs in the same way by replacing
Proposition 3 with the above gradient dominance property (26), where the objective function Jρ should be changed to Jρ,τ
to fit our entropy regularized case.

A.4. Complexity Results of (Kumar et al., 2023c)

(Kumar et al., 2023c) aims to solve the following robust MDP problem,

max
π

min
(P,R)∈U

ρπP,R := Eπ,p

[ ∞∑
t=0

γtR(st, at)
∣∣∣s0 ∼ ρ],
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where U denotes the ambiguity set and ρπP,R denotes the value function under policy π, transition kernel P and reward
function R. This work assumes oracle access to the optimal transition kernel and reward (Pπ

U , R
π
U ) ∈ arg inf(P,R)∈Uρ

π
(P,R)

and assumes that the robust value function ρπU := min(P,R)∈U ρ
π
P,R has Lipschitz-continuous gradient ∇πρ

π
U = ∇πρ

π
Pπ

U ,Rπ
U

.
Under these assumptions which are not practical in many applications, (Kumar et al., 2023c) proved that it takes O(ϵ−1)
iterations of the following projected gradient ascent steps to obtain an ϵ-robust optimal policy.

πt+1 := projΠ
(
πk + η∇πρ

πk

U
)
.

However, (Kumar et al., 2023c) has not discussed how to obtain the optimal transition kernel and reward (Pπ
U , R

π
U ), so the

total iteration complexity defined as the updates of all the variables (π, P and R) is unknown.

A.5. Complexity Results of (Guha and Lee, 2023)

(Guha and Lee, 2023) proposes a gradient-based no-regret RL algorithm, which has T time steps. In each time step,
both the policy and transition kernels are updated using TO projected gradient descent steps. The convergence rate is
O(T−1/2 + T

−1/2
O ) based on Theorem 7.2 of (Guha and Lee, 2023). Hence, to obtain ϵ-optimal robust policy, it requires

T, TO = O(ϵ−2), which means both policy and transition kernels are updated TTO = O(ϵ−4) times, so the iteration
complexity is also O(ϵ−4).

A.6. Why Does (Guha and Lee, 2023) Require s-rectangularity

The gradient-based no-regret RL algorithm (Guha and Lee, 2023) claims to globally converge without rectangularity
condition. However, their global convergence relies on the following gradient-dominance condition (see their Lemma 6.5),
which requires s-rectangularity as will be elaborated soon.

VW (µ)− VW∗(µ) ≤ −1
1− γ

∥∥∥∥∥dWµµ
∥∥∥∥∥
∞

min
W̄∈W

[
(W̄ −W )⊤∇WVW (µ)

]
, (27)

where W , µ,W , VW (µ), dWµ ,
∥∥∥dW

µ

µ

∥∥∥
∞

correspond to our transition kernel p, initial state distribution ρ, ambiguity set P ,

objective function Jρ(π, p) (with fixed policy π), occupancy measure dπ,pρ and constantD := supπ∈Π,p∈P ∥dπ,pρ /ρ∥∞ <∞
respectively.

Their proof of the above gradient dominance property (27) made the following mistake at the beginning of page 16.∑
s′,a,s

[
γtdWµ (s)π(a | s)min

s′

(
AW (s′, a, s)

)]
= min

W̄∈W

∑
s′,a,s

[
γtdWµ (s)π(a | s)PW̄ (s′, a, s)

(
AW (s′, a, s)

)]
(28)

where PW̄ = W̄ , AW (s′, a, s) := γVW (s′) + r(s, a) − VW (s) ((Guha and Lee, 2023) uses reward function r in-
stead of our cost c). The above equality uses the fact that the right side is minimized when PW (s′, a, s) = 1 for
s′ ∈ argmins′ A

W (s′, a, s). However, this is not true since AW (s′, a, s) < 0 is possible. Furthermore, even if
infs,a,s′ A

W (s′, a, s) ≥ 0, such a deterministic choice of PW does not necessarily satisfy the constraint that W ∈ W .

The correct proof of the above gradient dominance condition (27) is shown in the proof of Lemma 4.3 in (Wang et al., 2023).
At the end of their proof, they use an inequality that requires s-rectangularity condition.

B. Basic Properties of Entropy Regularized Robust MDP
We quote the perfect duality result of entropy regularized robust MDP as follows from Theorem 3.2 of (Mai and Jaillet,
2021).

Lemma 2. Under Assumption 1, the following perfect duality holds for Jρ,τ (π, p), the objective function of entropy
regularized robust MDP defined in eq. (3).

min
π∈Π

max
p∈P

Jρ,τ (π, p) = max
p∈P

min
π∈Π

Jρ,τ (π, p) (29)

Proof. Assumption 1 says P is s-rectangular, compact and convex. Hence, each Ps is compact and convex, which means
all the conditions of Theorem 3.2 of (Mai and Jaillet, 2021) holds, and thus its conclusion of perfect duality follows.
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To facilitate further discussion, we follow (Cen et al., 2022) and define a variant of Qτ (defined in eq. (5)) as follows.

Q̃τ (π, p; s, a) := Es′∼p(·|s,a)[c(s, a, s
′) + γVτ (s

′)] (30)

It can be directly seen that Q̃τ (π, p; s, a) = Qτ (π, p; s, a)− τ lnπ(a|s).
Lemma 3. If c(s, a, s′) ∈ [0, 1], then the functions Jρ,τ , Vτ , Fρ,τ and Q̃τ defined by eqs. (3), (4), (6) and (30) respectively
have the following ranges for any π ∈ Π, p ∈ P , s ∈ S and a ∈ A.

Jρ,τ (π, p), Vτ (π, p; s), Fρ,τ (p) ∈
[
− τ ln |A|

1− γ
,

1

1− γ

]
(31)

Q̃τ (π, p; s, a) ∈
[
− γτ ln |A|

1− γ
,

1

1− γ

]
(32)

Proof. We rewrite the function Vτ as follows.

Vτ (π, p; s, a)
(i)
= E

[ ∞∑
t=0

γt[ct + τ lnπ(at|st)]
∣∣∣s0 = s

]
(ii)
= E

[ ∞∑
t=0

γt
(
ct + τ

∑
a

π(a|st) lnπ(a|st)
)∣∣∣s0 = s

]
,

where (i) uses eq. (4) and (ii) uses at ∼ π(·|st) conditioned on st. Since c(s, a, s′) ∈ [0, 1] and the negative entropy∑
a π(a|st) lnπ(a|st) ∈ [− ln |A|, 0], the range (31) holds for the function Vτ , and thus also holds for the functions

Jρ,τ (π, p) = Es∼ρVτ (π, p; s) and Fρ,τ (p) = minπ∈Π Jρ,τ (π, p).

Then the range (32) can be proved as follows.

Q̃τ (π, p; s, a)
(i)
= Es′∼p(·|s,a)[c(s, a, s

′) + γVτ (π, p; s
′)]

(ii)
∈

[
0 + γ

(
− τ ln |A|

1− γ

)
, 1 +

γ

1− γ

]
=

[
− γτ ln |A|

1− γ
,

1

1− γ

]
,

where (i) uses eq. (30) and (ii) uses c(s, a, s′) ∈ [0, 1] and the range (31).

Lemma 4. For any p ∈ P , the optimal policy πp := argminπ∈Π Jρ,τ (π, p) is unique and has the following lower bound.

lnπp(a|s) ≥ −
ln |A|+ 1/τ

1− γ
; ∀s ∈ S, a ∈ A. (33)

Proof. Based on (Cen et al., 2022), πp := argminπ∈Π Jρ,τ (π, p) is unique with the following expression.

πp(a|s) =
exp[−Q̃τ (πp, p; s, a)/τ ]∑
a′ exp[−Q̃τ (πp, p; s, a′)/τ ]

, (34)

where Q̃τ is defined by eq. (30). Therefore, eq. (33) can be proved as follows.

lnπp(a|s)
(i)
= ln

( exp[−Q̃τ (πp, pt; s, a)/τ ]∑
a′ exp[−Q̃τ (πp, pt; s, a′)/τ ]

) (ii)

≥ ln
( exp[−1/τ(1− γ)]
|A| exp[γ ln |A|/(1− γ)]

)
= − ln |A|+ 1/τ

1− γ
(35)

where (i) uses eq. (34) and (ii) uses eq. (32).

C. Lipschitz Properties
Lemma 5. The occupancy measure dπ,pρ (s) := (1 − γ)

∑∞
t=0 γ

tPπ,p(st = s|s0 ∼ ρ) satisfies the following Lipschitz
properties for any π, π′ ∈ Π and p, p′ ∈ P .

∥dπ
′,p

ρ − dπ,pρ ∥1 ≤
γ

1− γ
max

s
∥π′(·|s)− π(·|s)∥1 (36)

∥dπ,p
′

ρ − dπ,pρ ∥1 ≤
γ

1− γ
max
s,a
∥p′(·|s, a)− p(·|s, a)∥1 (37)
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Proof. The occupancy measure dπ,pρ satisfies the following equation based on Theorem 3.2 of (Altman, 2004).

dπ,pρ (s′) = (1− γ)ρ(s′) + γ
∑
s,a

dπ,pρ (s)π(a|s)p(s′|s, a); ∀π, p, s′. (38)

Therefore, for any π, π′ ∈ Π and p ∈ P , we have

∥dπ
′,p

ρ − dπ,pρ ∥1
=

∑
s′

|dπ
′,p

ρ (s′)− dπ,pρ (s′)|

(i)
= γ

∑
s′

∣∣∣∑
s,a

dπ
′,p

ρ (s)π′(a|s)p(s′|s, a)−
∑
s,a

dπ,pρ (s)π(a|s)p(s′|s, a)
∣∣∣

= γ
∑
s′

p(s′|s, a)
∣∣∣∑
s,a

[dπ
′,p

ρ (s)− dπ,pρ (s)]π′(a|s) +
∑
s,a

dπ,pρ (s)[π′(a|s)− π(a|s)]
∣∣∣

≤ γ
∑
s

|dπ
′,p

ρ (s)− dπ,pρ (s)|+ γ
∑
s,a

dπ,pρ (s)|π′(a|s)− π(a|s)|

≤ γ∥dπ
′,p

ρ − dπ,pρ ∥1 + γmax
s
∥π′(·|s)− π(·|s)∥1

where (i) uses eq. (38). Then eq. (36) can be proved by rearranging the above inequality.

Next, we will prove eq. (37). For any π ∈ Π and p, p′ ∈ P , we have

∥dπ,p
′

ρ − dπ,pρ ∥1
=

∑
s′

|dπ,p
′

ρ (s′)− dπ,pρ (s′)|

(i)
= γ

∑
s′

∣∣∣∑
s,a

dπ,p
′

ρ (s)π(a|s)p′(s′|s, a)−
∑
s,a

dπ,pρ (s)π(a|s)p(s′|s, a)
∣∣∣

= γ
∑
s′

∣∣∣∑
s,a

dπ,p
′

ρ (s)π(a|s)[p′(s′|s, a)− p(s′|s, a)] +
∑
s,a

[dπ,p
′

ρ (s)− dπ,pρ (s)]π(a|s)p(s′|s, a)
∣∣∣

≤ γ
∑
s,a,s′

dπ,p
′

ρ (s)π(a|s)|p′(s′|s, a)− p(s′|s, a)|+ γ
∑
s,a,s′

π(a|s)p(s′|s, a)|dπ,p
′

ρ (s)− dπ,pρ (s)|

≤ γmax
s,a
∥p′(·|s, a)− p(·|s, a)∥1 + γ∥dπ,p

′

ρ − dπ,pρ ∥1,

where (i) uses eq. (38). Then eq. (37) can be proved by rearranging the above inequality.

Lemma 6. The function Jρ,τ (π, p) defined by eq. (3) has the following Lipschitz properties for any π, π′ ∈ Π, p, p′ ∈ P .

|Jρ,τ (π′, p)− Jρ,τ (π, p)| ≤ Lπ max
s
∥ lnπ′(·|s)− lnπ(·|s)∥ (39)

|Jρ,τ (π, p′)− Jρ,τ (π, p)| ≤ Lp∥p′ − p∥ (40)
∥∇pJρ,τ (π

′, p)−∇pJρ,τ (π, p)∥ ≤ ℓπ max
s
∥ lnπ′(·|s)− lnπ(·|s)∥ (41)

∥∇pJρ,τ (π, p
′)−∇pJρ,τ (π, p)∥ ≤ ℓp∥p′ − p∥, (42)

where Lπ :=

√
|A|(2−γ+γτ ln |A|)

(1−γ)2 , Lp :=

√
|S|(1+τ ln |A|)

(1−γ)2 , ℓπ :=

√
|S||A|(2+3γτ ln |A|)

(1−γ)3 and ℓp := 2γ|S|(1+τ ln |A|)
(1−γ)3 .

Proof. First, we prove eq. (39).

|Jρ,τ (π′, p)− Jρ,τ (π, p)|

=
1

1− γ

∣∣∣∑
s,a,s′

(
dπ

′,p
ρ (s)π′(a|s)p(s′|s, a)[c(s, a, s′)+τ lnπ′(a|s)]−dπ,pρ (s)π(a|s)p(s′|s, a)[c(s, a, s′)+τ lnπ(a|s)]

)∣∣∣
16
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≤ 1

1− γ
∑
s,a,s′

|dπ
′,p

ρ (s)− dπ,pρ (s)|π′(a|s)p(s′|s, a)[|c(s, a, s′)|+ τ | lnπ′(a|s)|]

+
1

1− γ
∑
s,a,s′

dπ,pρ (s)p(s′|s, a)
(
|π′(a|s)− π(a|s)||c(s, a, s′)|+ τ |π′(a|s) lnπ′(a|s)− π(a|s) lnπ(a|s)|

)
(i)

≤ 1

1− γ
∑
s

|dπ
′,p

ρ (s)− dπ,pρ (s)| − τ

1− γ
∑
s

|dπ
′,p

ρ (s)− dπ,pρ (s)|
∑
a

π′(a|s) lnπ′(a|s)

+
1 + τ

1− γ
∑
s,a

dπ,pρ (s)| lnπ′(a|s)− lnπ(a|s)|

(ii)

≤ γ(1 + τ ln |A|)
(1− γ)2

max
s
∥π′(·|s)− π(·|s)∥1 +

2

1− γ
∑
s

dπ,pρ (s)∥ lnπ′(·|s)− lnπ(·|s)∥1

(iii)

≤ 2− γ + γτ ln |A|
(1− γ)2

max
s
∥ lnπ′(·|s)− lnπ(·|s)∥1

≤
√
|A|(2− γ + γτ ln |A|)

(1− γ)2
max

s
∥ lnπ′(·|s)− lnπ(·|s)∥,

where (i) uses c(s, a, s′) ∈ [0, 1] and Lemma 16, (ii) uses eq. (36), τ ∈ [0, 1] and −
∑

a π
′(a|s) lnπ′(a|s) ∈ [0, ln |A|], and

(iii) uses eq. (67).

Then eq. (40) can be proved as follows.

|Jρ,τ (π, p′)− Jρ,τ (π, p)|
(i)
=

∣∣∣ ∫ 1

0

(p′ − p)⊤∇pJρ,τ (π, pu)du
∣∣∣

(ii)

≤ 1

1− γ

∣∣∣ ∫ 1

0

∑
s,a,s′

[p′(s′|s, a)− p(s′|s, a)]dπ,pu
ρ (s)π(a|s)

[
c(s, a, s′) + τ lnπ(a|s) + γVτ (π, pu; s

′)
]
du

∣∣∣
(iii)

≤ 1

1− γ

∫ 1

0

∑
s,a,s′

|p′(s′|s, a)− p(s′|s, a)|dπ,pu
ρ (s)π(a|s)

[max(1, γτ ln |A|)
1− γ

− τ lnπ(a|s)
]
du

≤ 1

1− γ
max
s,a
∥p′(·|s, a)− p(·|s, a)∥1

∫ 1

0

∑
s,a

dπ,pu
ρ (s)π(a|s)

[max(1, γτ ln |A|)
1− γ

− τ lnπ(a|s)
]
du

(iv)

≤ 1

1− γ
max
s,a
∥p′(·|s, a)− p(·|s, a)∥1

[1 + γτ ln |A|
1− γ

+ τ ln |A|
]

≤
√
|S|(1 + τ ln |A|)

(1− γ)2
∥p′ − p∥,

where (i) denotes pu := up′ +(1−u)p for u ∈ [0, 1], (ii) uses eq. (9), (iii) uses c(s, a, s′) ∈ [0, 1] and eq. (31) which imply
that |c(s, a, s′) + τ lnπ(a|s) + γVτ (π, pu; s

′)| ≤ max(1,γτ ln |A|)
1−γ − τ lnπ(a|s), and (iv) uses −

∑
a π

′(a|s) lnπ′(a|s) ∈
[0, ln |A|].

Then eq. (41) can be proved as follows.

∥∇pJρ,τ (π
′, p)−∇pJρ,τ (π, p)∥

≤
√
|S|

∑
s,a

max
s′

∣∣∣∇pJρ,τ (π
′, p)(s, a, s′)−∇pJρ,τ (π, p)(s, a, s

′)
∣∣∣

(i)
=

√
|S|

1− γ
∑
s,a

max
s′

∣∣∣dπ′,p
ρ (s)π′(a|s)[c(s, a, s′) + τ lnπ′(a|s) + γVτ (π

′, p; s′)]

− dπ,pρ (s)π(a|s)[c(s, a, s′) + τ lnπ(a|s) + γVτ (π, p; s
′)]
∣∣∣
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=

√
|S|

1− γ
∑
s,a

max
s′

∣∣∣[dπ′,p
ρ (s)− dπ,pρ (s)]π′(a|s)[c(s, a, s′) + τ lnπ′(a|s) + γVτ (π

′, p; s′)]

+ dπ,pρ (s)[π′(a|s)− π(a|s)][c(s, a, s′) + γVτ (π
′, p; s′)] + γdπ,pρ (s)π(a|s)[Vτ (π′, p; s′)− Vτ (π, p; s′)]

+ τdπ,pρ (s)[π′(a|s) lnπ′(a|s)− π(a|s) lnπ(a|s)]
∣∣∣

(ii)

≤
√
|S|

1− γ
∑
s,a

[
|dπ

′,p
ρ (s)− dπ,pρ (s)|π′(a|s)

(max(1, γτ ln |A|)
1− γ

− τ lnπ′(a|s)
)

+
max(1, γτ ln |A|)

1− γ
dπ,pρ (s)| lnπ′(a|s)− lnπ(a|s)|+ γLπd

π,p
ρ (s)π(a|s)max

s
∥ lnπ′(·|s)− lnπ(·|s)∥

+ τdπ,pρ (s)| lnπ′(a|s)− lnπ(a|s)|
]

(iii)

≤
γ
√
|S|

(1− γ)2
max

s
∥π′(·|s)− π(·|s)∥1

(max(1, γτ ln |A|)
1− γ

+ τ ln |A|
)

+

√
|S|

1− γ

[max(1, γτ ln |A|)
1− γ

max
s
∥ lnπ′(·|s)− lnπ(·|s)∥1 +

√
|A|(2γ − γ2 + γ2τ ln |A|)

(1− γ)2
max

s
∥ lnπ′(·|s)− lnπ(·|s)∥

+ τ max
s
∥ lnπ′(·|s)− lnπ(·|s)∥1

]
(iv)

≤
√
|S||A|(2 + 3γτ ln |A|)

(1− γ)3
max

s
∥ lnπ′(·|s)− lnπ(·|s)∥, (43)

where (i) uses eq. (9), (ii) uses c(s, a, s′) ∈ [0, 1], eq. (31), Lemma 16 and |Vτ (π′, p; s′) − Vτ (π, p; s
′)| ≤

Lπ maxs ∥ lnπ′(·|s) − lnπ(·|s)∥ (eq. (39) when ρ(s) = I{s = s′}), (iii) uses eq. (36), Lπ :=

√
|A|(2−γ+γτ ln |A|)

(1−γ)2

and −
∑

a π
′(a|s) lnπ′(a|s) ∈ [0, ln |A|], and (iv) uses γ, τ ∈ [0, 1], maxs ∥π′(·|s) − π(·|s)∥1 ≤ maxs ∥ lnπ′(·|s) −

lnπ(·|s)∥1 ≤
√
|A|maxs ∥ lnπ′(·|s)− lnπ(·|s)∥ (the first ≤ comes from eq. (67)).

Then, eq. (42) can be proved as follows.

∥∇pJρ,τ (π, p
′)−∇pJρ,τ (π, p)∥

≤
√
|S|

∑
s,a

max
s′

∣∣∣∇pJρ,τ (π, p
′)(s, a, s′)−∇pJρ,τ (π, p)(s, a, s

′)
∣∣∣

(i)
=

√
|S|

1− γ
∑
s,a

max
s′

∣∣∣dπ,p′

ρ (s)π(a|s)[c(s, a, s′) + τ lnπ(a|s) + γVτ (π, p
′; s′)]

− dπ,pρ (s)π(a|s)[c(s, a, s′) + τ lnπ(a|s) + γVτ (π, p; s
′)]
∣∣∣

≤
√
|S|

1− γ
∑
s,a

π(a|s)max
s′

∣∣∣γdπ,p′

ρ (s)[Vτ (π, p
′; s′)− Vτ (π, p; s′)]

+ [dπ,p
′

ρ (s)− dπ,pρ (s)][c(s, a, s′) + τ lnπ(a|s) + γVτ (π, p; s
′)]
∣∣∣

(ii)

≤
√
|S|

1− γ
∑
s,a

π(a|s)
[
γLpd

π,p′

ρ (s)∥p′ − p∥+
(max(1, γτ ln |A|)

1− γ
−τ lnπ(a|s)

)
|dπ,p

′

ρ (s)−dπ,pρ (s)|
]

(iii)

≤
γLp

√
|S|

1− γ
∥p′ − p∥+

√
|S|

1− γ

(1 + γτ ln |A|
1− γ

+τ ln |A|
) γ

1− γ
max
s,a
∥p′(·|s, a)− p(·|s, a)∥1

(iv)

≤ γ|S|(1 + τ ln |A|)
(1− γ)3

∥p′ − p∥+ γ|S|
(1− γ)3

(1 + τ ln |A|)∥p′ − p∥

≤ 2γ|S|(1 + τ ln |A|)
(1− γ)3

∥p′ − p∥,

where (i) uses eq. (9), (ii) uses c(s, a, s′) ∈ [0, 1], eq. (31) and |Vτ (π, p′; s′)− Vτ (π, p; s′)| ≤ Lp∥p′ − p∥ (eq. (40) when
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ρ(s) = I{s = s′}), (iii) uses −
∑

a π
′(a|s) lnπ′(a|s) ∈ [0, ln |A|] and eq. (37), and (iv) uses Lp :=

√
|S|(1+τ ln |A|)

(1−γ)2 .

Lemma 7. Fρ,τ (p) := minπ∈Π Jρ,τ (π, p) is differentiable with∇Fρ,τ (p) := ∇2Jρ,τ (πp, p)
6.

Proof. Note that p ∈ P where P is a subset of the Banach space (∆S)S×A. Also, we have proved in Lemma 6 that
Jρ,τ (π, p) is differentiable and ∇pJρ,τ (π, p) is Lipschitz contnuous. Hence, the conditions of the Danskin’s Theorem
(Bernhard and Rapaport, 1995) hold, so we can apply the Danskin’s Theorem which yields this lemma.

Lemma 8. The stochastic gradient ∇̂pJρ,τ (πt, pt) obtained from Algorithm 1 has the following estimation error

∥∇̂pJρ,τ (πt, pt)−∇Fρ,τ (pt)∥ ≤ ℓπ
√
|A|∥ lnπt − lnπ∗

t ∥∞ + ϵ2 (44)

Proof. Based on Lemma 7, ∇Fρ,τ (pt) = ∇pJρ(π
∗
t , pt) where π∗

t := argmaxπ Jρ,τ (π, pt). Hence, eq. (44) can be proved
as follows.

∥∇̂pJρ,τ (πt, pt)−∇pJρ,τ (π
∗
t , pt)∥ ≤ ∥∇pJρ,τ (πt, pt)−∇pJρ,τ (π

∗
t , pt)∥+ ∥∇̂pJρ,τ (πt, pt)−∇pJρ,τ (πt, pt)∥

(i)

≤ ℓπ max
s
∥ lnπ∗

t (·|s)− lnπt(·|s)∥+ ϵ2

≤ ℓπ
√
|A|∥ lnπt − lnπ∗

t ∥∞ + ϵ2,

where (i) uses eq. (41).

D. Convergence Results of the Policy Updates
Lemma 9 (Convergence of policy updates for small space). For the policy optimization problem minπ∈Π Jρ,τ (π, pt),
perform the NPG step (7) with stepsize η = 1−γ

τ . Suppose the Q function is approximated with error ϵ1, i.e., ∥Q̂t,k′ −
Qτ (πt,k′ , pt)∥∞ ≤ ϵ1 for all k′ = 0, 1, . . . , k − 1. Then the policy πt,k satisfies the following properties.

∥Q̃τ (π
∗
t , pt)− Q̃τ (πt,k, pt)∥∞ ≤

γk(1 + γτ ln |A|)
1− γ

+
2γϵ1

(1− γ)2
, (45)

∥π∗
t − πt,k∥∞ ≤ ∥ lnπ∗

t − lnπt,k∥∞ ≤
2γk−1(1/τ + γ ln |A|)

1− γ
+

4ϵ1
τ(1− γ)2

, (46)

lnπt,k ≥ lnπmin := −3 ln |A|+ 3/τ

1− γ
− 4ϵ1
τ(1− γ)2

. (47)

Proof. Note that the NPG step (7) can be rewritten into the following form, as used in (Cen et al., 2022).

πt,k+1(·|s) ∝ πt,k(·|s)1−
ητ

1−γ exp
[
−
η
(
Q̂t,k(s, ·)− τ lnπt,k(·|s)

)
1− γ

]
,

where Q̂t,k(s, a) − τ lnπt,k(a|s) ≈ Q̃τ (πt,k, pt; s, a) = Qτ (πt,k, pt; s, a) − τ lnπt,k(a|s) with sups,a
∣∣[Q̂t,k(s, a) −

τ lnπt,k(a|s)]− Q̃τ (πt,k, pt; s, a)
∣∣ ≤ ϵ1. Therefore, based on Theorem 2 of (Cen et al., 2022), we obtain the convergence

rates (45) and (46) with stepsize η = 1−γ
τ as follows.

∥Q̃τ (π
∗
t , pt)− Q̃τ (πt,k, pt)∥∞ ≤ C1γ

k +
2γϵ1

(1− γ)2
(i)

≤ γk(1 + γτ ln |A|)
1− γ

+
2γϵ1

(1− γ)2
,

∥π∗
t − πt,k∥∞

(ii)

≤ ∥ lnπ∗
t − lnπt,k∥∞ ≤ 2C1τ

−1γk−1 +
4ϵ1

τ(1− γ)2
(iii)

≤ 2γk−1(1/τ + γ ln |A|)
1− γ

+
4ϵ1

τ(1− γ)2
,

6∇2Jρ,τ (πp, p) denotes the gradient with respect to the second argument p. We do not use ∇pJρ,τ (πp, p) since πp depends on p.
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where (i) and (iii) use C1 := ∥Q̃τ (π
∗
t , pt) − Q̃τ (πt,0, pt)∥∞ ≤ 1+γτ ln |A|

1−γ (≤ is based on eq. (32)), and (ii) uses the
following inequality for any u, v ∈ (0, 1].

| lnu− ln v| = lnmax(u, v)− lnmin(u, v) =

∫ max(u,v)

min(u,v)

ds

s
≥ max(u, v)−min(u, v) = |u− v|. (48)

Note that lnπ∗
t = lnπpt

≥ − ln |A|+1/τ
1−γ based on eq. (33). This along with eq. (46) implies that for any k ≥ 1,

lnπt,k ≥ −
ln |A|+ 1/τ

1− γ
− 2γk−1(1/τ + γ ln |A|)

1− γ
− 4ϵ1
τ(1− γ)2

≥ −3 ln |A|+ 3/τ

1− γ
− 4ϵ1
τ(1− γ)2

,

The above bound also holds for k = 0 as πt,0(a|s) = 1/|A|. This proves eq. (47).

Lemma 10 (Convergence of policy updates for large space). For the policy optimization problem minπ∈Π Jρ,τ (π, pξt),
perform the NPG steps (22)-(23) with stepsize η = 1−γ

τ . Suppose the Q function is approximated with error ϵ1, i.e.,
sups,a |ϕ(s, a)⊤wt,k′ − Qτ (πt,k′ , pt; s, a)| ≤ ϵ1 for all k′ = 0, 1, . . . , k − 1. Then the policy πt,k satisfies the following
properties.

∥Q̃τ (π
∗
t , pt)− Q̃τ (πt,k, pt)∥∞ ≤

γk(1 + γτ ln |A|)
1− γ

+
2γϵ1

(1− γ)2
, (49)

∥π∗
t − πt,k∥∞ ≤ ∥ lnπ∗

t − lnπt,k∥∞ ≤
2γk−1(1/τ + γ ln |A|)

1− γ
+

4ϵ1
τ(1− γ)2

, (50)

lnπt,k ≥ lnπmin := −3 ln |A|+ 3/τ

1− γ
− 4ϵ1
τ(1− γ)2

. (51)

Proof. It suffices to prove that the NPG steps (22)-(23) is equivalent to the NPG step (7) with Q̂t,k(s, a) = ϕ(s, a)⊤wt,k,
so that we can directly apply Lemma 9.

The NPG steps (22)-(23) imply the NPG step (7) as follows.

πt,k+1 ∝ exp

[
−ϕ(s, ·)

⊤ut,k+1

1− γ

]
∝ exp

[
−ϕ(s, ·)

⊤(ut,k + wt,k)

1− γ

]
= exp

[
−ϕ(s, ·)

⊤ut,k
1− γ

]
exp

[
−ϕ(s, ·)

⊤wt,k

1− γ

]
∝ πt,k exp

[
− Q̂t,k(s, a)

1− γ

]
.

Conversely, by iterating the NPG step (7) over k = 0, 1, . . . ,K − 1, we obtain that

πt,K(a|s) ∝ exp

[
− 1

1− γ

K−1∑
k=0

Q̂t,k(s, a)

]
= exp

[
− 1

1− γ
ϕ(s, a)⊤

K−1∑
k=0

ut,k

]
.

Denote wt,K :=
∑K−1

k=0 ut,k which satisfies eq. (23). Then the above update rule becomes eq. (22).

E. Stochastic Approximation Errors
In this section, we will analyze the approximation error of estimating Q function and transition gradients in both Algorithm
2 (for small state space) and Algorithm 3 (for large state space).
Lemma 11 (Approximation error of Qτ for large space). Fix p ∈ P and π ∈ Π. Suppose that the regularized cost
c(s, a, s′) + τ lnπ(a|s) is bounded and that sups,a ∥ϕ(s, a)∥ ≤ 1. For any δ1 ∈ (0, 1) and ϵ1 > 2ζ where ζ :=

supπ∈Π,p∈P,s∈S,a∈A,τ∈[0,1] |ϕ(s, a)⊤w∗
π,p − Qτ (π, p; s, a)|2 denotes the linear Q function approximation error, update

wn ∈ Rd by applying the TD rule (21) with T1 ≥ O(ϵ−2
1 ) iterations and stepsize α = O[ln−1(ϵ−1

1 )]. Then wT1
:=

1
T1

∑T1

t1=1 wn satisfies sups∈S,a∈A |ϕ(s, a)⊤wT1 −Qτ (π, p; s, a)| ≤ ϵ1 with probability at least 1− δ1.
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Proof. The optimal parameter w∗
π,p for estimating Qτ (π, p; s, a) ≈ ϕ(s, a)⊤w has the following expression. (Li et al.,

2023a)

w∗
π,p := Eπ,p

[
ϕ(s, a)

(
ϕ(s, a)− γϕ(s′, a′)

)⊤]−1E
[
ϕ(s, a)

(
c(s, a, s′) + τ lnπ(a|s)

)]
, (52)

where the expectation Eπ,p is taken over s ∼ µπ,p, a ∼ π(·|s), s′ ∼ p(·|s, a), a′ ∼ π(·|s′) where µπ,p is the stationary
distribution under policy π and transition kernel p.

Based on Theorem 1 of (Li et al., 2023a), ∥wT1
− w∗

π,p∥ ≤ O(T−1/2) ≤ ϵ1/2 for T = O(ϵ−2
1 ). Therefore,

max
s,a
|ϕ(s, a)⊤wT1 −Qτ (π, p; s, a)|

≤ max
s,a

[
|ϕ(s, a)⊤(wT1

− w∗
π,p)|+ |ϕ(s, a)⊤w∗

π,p −Qτ (π, p; s, a)|
]

(i)

≤ ∥wT1
− w∗

π,p∥+ ζ ≤ ϵ1
2

+ ζ
(ii)

≤ ϵ1.

where (i) uses ζ := supπ∈Π,p∈P,s∈S,a∈A,τ∈[0,1] |ϕ(s, a)⊤w∗
π,p − Qτ (π, p; s, a)|2 and the assumption that

sups,a ∥ϕ(s, a)∥ ≤ 1 and (ii) uses ϵ1 > 2ζ.

Lemma 12 (Approximation error of Qτ for small space). Fix π ∈ Π and p ∈ P . Suppose that the regularized cost
c(s, a, s′) + τ lnπ(a|s) is bounded. For any δ1 ∈ (0, 1) and ϵ1 > 0, update qn by applying the TD rule (15) with
T1 ≥ O(ϵ−2

1 ) iterations and stepsize α = O[ln−1(ϵ−1
1 )]. Then qT1

:= 1
T1

∑T1

t1=1 qn satisfies sups∈S,a∈A |qT1
(s, a) −

Qτ (π, p; s, a)| ≤ ϵ1 with probability at least 1− δ1.

Proof. In Lemma 11, let ϕ(s, a) ∈ {0, 1}d (d = |S||A|) be a one-hot vector with the (s, a)-th entry being 1. Then this
Lemma becomes a special case of Lemma 11 in the following aspects:

(1) The TD rule (21) becomes the TD rule (15) with qn = wn.

(2) qT1
= wT1 .

(3) Qτ (π, p) = w∗
π,p and thus ζ becomes 0.

(4) The condition of Lemma 11 that sups,a ∥ϕ(s, a)∥ ≤ 1 is satisfied.

Lemma 13 (Approximation error of ∇ξJρ,τ (π, pξ) for large space). Fix π ∈ Π and p ∈ P . Use linear parameter-
ization pξ = Ψξ and assume it satisfies infs,a,s′ pξ(s

′|s, a) > pmin for a constant pmin > 0. Suppose that the reg-
ularized cost c(s, a, s′) + τ lnπ(a|s) is bounded, and that the Q function estimation Qτ (π, pξ; s, a) ≈ ϕ(s, a)⊤wT1

satisfies sups∈S,a∈A |ϕ(s, a)⊤wT1 − Qτ (π, pξ; s, a)| ≤ ϵ1 for ϵ1 > 2ζ. Then for any δ2 ∈ (0, 1) and ϵ2 ≥
3γ∥Ψ∥ϵ1

pmin
, the stochastic transition gradient (19) with N ≥ O(ϵ−2

2 ) and H ≥ O[ln(ϵ−1
2 )] has approximation error

∥∇̂ξJρ,τ (π, pξ) − ∇ξJρ,τ (π, pξ)∥ ≤ ϵ2 with probability at least 1 − δ2, which requires NH = O[ϵ−2
2 ln(ϵ−1

2 )] sam-
ples.

Proof. The stochastic gradient (19) can be rewritten as ∇̂ξJρ,τ (π, pξ) =
1
N

∑N
i=1 g(si,Hi

, ai,Hi
, si,Hi+1, ai,Hi+1) with

g(s, a, s′, a′) :=
ψ(s, a, s′)

(1− γ)pξ(s′|s, a)
[c(s, a, s′) + τ lnπ(a|s) + γϕ(s′, a′)⊤wT1 ] (53)

Since P(Hi = h) ∝ γh(h = 0, 1, . . . ,H − 1), si,Hi ∼ d
π,p
ρ,H(s) := 1−γ

1−γH

∑H−1
h=0 γ

hPπ,p(sh = s|s0 ∼ ρ). Therefore,

Eg(si,Hi
, ai,Hi

, si,Hi+1, ai,Hi+1) = E
d
π,pξ
ρ,H

g(s, a, s′, a′), (54)

where the expectation E
d
π,pξ
ρ,H

is taken over s ∼ dπ,pξ

ρ,H , a ∼ π(·|s), s′ ∼ pξ(·|s, a), a′ ∼ π(·|s′).

Note that

∥g(s, a, s′, a′)∥
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(i)

≤ ∥ψ(s, a, s
′)∥

(1− γ)pmin

[
|c(s, a, s′)+τ lnπ(a|s)|+γ|ϕ(s′, a′)⊤wT1−Qτ (π, p; s, a)|+γ|Q̃τ (π, p; s, a)|+γ|τ lnπ(a′|s′)|

]
(ii)

≤ ∥Ψ∥
(1− γ)pmin

[
O(1) + γ

(
ϵ1 +

1 + γτ ln |A|
1− γ

)]
≤ O(1), (55)

where (i) uses Q̃τ (π, p; s, a) = Qτ (π, p; s, a)−τ lnπ(a|s) (based on eqs. (5) and (30)) and the assumption that pξ(s′|s, a) ≥
pmin, and (ii) uses eq. (32), sups∈S,a∈A |ϕ(s, a)⊤wT1

− Qτ (π, pξ; s, a)| ≤ ϵ1, |c(s, a, s′) + τ lnπ(a|s)| ≤ O(1) and
|τ lnπ(a′|s′)| ≤ O(1) (since |c(s, a, s′)| ≤ O(1)).

Therefore, applying Hoeffding’s ineqaulity to the i.i.d. variables {g(si,Hi
, ai,Hi

, si,Hi+1, ai,Hi+1)}Ni=1 with bound (55), the
following bound holds with probability at least 1− δ2.

∥∇̂ξJρ,τ (π, pξ)− E
d
π,pξ
ρ,H

g1∥ ≤ O
[ 1√

N
ln
( 2

δ2

)] (i)

≤ ϵ2
3
, (56)

where (i) holds for N = O(ϵ−2
2 ). Note that the transition gradient (18) can be rewritten as follows.

∇ξJρ,τ (π, pξ) =
1

1− γ
E
d
π,pξ
ρ

[ψ(s, a, s′)
pξ(s′|s, a)

[c(s, a, s′) + τ lnπ(a|s) + γQτ (π, pξ; s
′, a′)]

]
, (57)

where the expectation E
d
π,pξ
ρ

is taken over s ∼ d
π,pξ
ρ , a ∼ π(·|s), s′ ∼ pξ(·|s, a), a′ ∼ π(·|s′) and we used

Ea′∼π(·|s′)[Qτ (π, pξ; s
′, a′)|s′] = Vτ (π, pξ; s

′) based on eqs. (4) and (5).

∥∇̂ξJρ,τ (π, pξ)−∇ξJρ,τ (π, pξ)∥

≤ ∥∇̂ξJρ,τ (π, pξ)− E
d
π,pξ
ρ,H

g(s, a, s′, s′′)∥+ ∥E
d
π,pξ
ρ,H

g(s, a, s′, s′′)− E
d
π,pξ
ρ

g(s, a, s′, s′′)∥

+ ∥E
d
π,pξ
ρ

g(s, a, s′, s′′)−∇ξJρ,τ (π, pξ)∥
(i)

≤ ϵ2
3

+O(1)
∑
s

|dπ,pρ,H(s)− dπ,pρ (s)|+ γ

1− γ

∥∥∥Ed
π,pξ
ρ

[ψ(s, a, s′)
pξ(s′|s, a)

(
ϕ(s′, a′)⊤wT1 −Qτ (π, pξ; s

′, a′)
)]∥∥∥

(ii)

≤ ϵ2
3

+O(1)(1− γ)
∑
s

∣∣∣H−1∑
t=0

γt
( 1

1− γH
− 1

)
Pπ,p(st = s|s0 ∼ ρ)−

+∞∑
t=H

γtPπ,p(st = s|s0 ∼ ρ)
∣∣∣+ γ∥Ψ∥ϵ1

pmin(1− γ)

≤ ϵ2
3

+O(1)(1− γ)
∑
s

[H−1∑
t=0

γH+t

1− γH
Pπ,p(st = s|s0 ∼ ρ) +

+∞∑
t=H

γtPπ,p(st = s|s0 ∼ ρ)
]
+

γ∥Ψ∥ϵ1
pmin(1− γ)

=
ϵ2
3

+O(1)(1− γ)
[H−1∑

t=0

γH+t

1− γH
+

+∞∑
t=H

γt
]
+

γ∥Ψ∥ϵ1
pmin(1− γ)

≤ ϵ2
3

+O(γH) +
γ∥Ψ∥ϵ1

pmin(1− γ)
(iii)

≤ ϵ2,

where (i) uses eqs. (53), (55), (56) and (57), (ii) uses dπ,pρ (s) := (1 − γ)
∑∞

t=0 γ
tPπ,p(st = s|s0 ∼ ρ) defined in

eq. (10), dπ,pρ,H(s) := 1−γ
1−γH

∑H−1
t=0 γtPπ,p(st = s|s0 ∼ ρ), infs,a,s′ pξ(s′|s, a) > pmin and sups∈S,a∈A |ϕ(s, a)⊤wT1

−
Qτ (π, pξ; s, a)| ≤ ϵ1, and (iii) uses H = O[ln(ϵ−1

2 )] and ϵ1 ≤ pminϵ2(1−γ)
3γ∥Ψ∥ .

Lemma 14 (Approximation error of ∇pJρ,τ (π, p) for small space). Fix π ∈ Π and p ∈ P . Suppose that the Q function

estimation qT1
≈ Qτ (π, p) satisfies ∥qT1

−Qτ (π, p)∥∞ ≤ ϵ1. Then for any δ2 ∈ (0, 1) and ϵ2 ≥
3γϵ1
√

|S|
1−γ , the stochastic

transition gradient (16) withN ≥ O(ϵ−2
2 ) andH ≥ O[ln(ϵ−1

2 )] has approximation error ∥∇̂pJρ,τ (π, p)−∇pJρ,τ (π, p)∥ ≤
ϵ2 with probability at least 1− δ2, which requires NH = O(ϵ−2

2 ln ϵ−1
2 ) samples.
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Proof. The proof logic is the same as that of Lemma 13. We rewrite the stochastic gradient (16) as ∇̂pJρ,τ (π, p)(s, a, s
′) =

1
N

∑N
i=1 g(si,Hi ; s, a, s

′) where

g(s̃; s, a, s′) :=
π(a|s)1{s̃ = s}

1− γ

[
c(s, a, s′) + τ lnπ(a|s) + γ

∑
a′

π(a′|s′)qT1
(s′, a′)

]
. (58)

This function g has the following bound.

∥g(s̃; ·, ·, ·)∥ ≤
∑
s,a

√∑
s′

|g(s̃; s, a, s′)|2

=
∑
s,a

π(a|s)1{s̃=s}
1− γ

√∑
s′

∣∣∣c(s, a, s′)+τ lnπ(a|s)+γ∑
a′

π(a′|s′)[qT1
(s′, a′)−Qτ (π, p; s′, a′)+Qτ (π, p; s′, a′)]

∣∣∣2
(i)

≤
∑
s,a

π(a|s)1{s̃ = s}
1− γ

√∑
s′

[
1− τ lnπ(a|s) + γϵ1 + γ|Vτ (π, p; s′)|

]2
(ii)

≤
√
|S|

∑
s,a

π(a|s)1{s̃ = s}
1− γ

[
1− τ lnπ(a|s) + γϵ1 +

γ + γτ ln |A|
1− γ

]
(iii)

≤
√
|S|

1− γ

[
1 + τ ln |A|+ γϵ1 +

γ + γτ ln |A|
1− γ

]
= O(1), (59)

where (i) uses |c(s, a, s′)| ≤ 1, |τ lnπ(a|s)| = −τ lnπ(a|s), ∥qT1
− Qτ (π, p)∥∞ ≤ ϵ1 and Vτ (π, p; s

′) =∑
a′ π(a′|s′)Qτ (π, p; s

′, a′) (based on eqs. (4) and (5)), (ii) uses eq. (31), (iii) uses −
∑

a π(a|s) lnπ(a|s) ∈ [0, ln |A|].
Hence, applying Hoeffding’s inequality to ∇̂pJρ,τ (π, p)(s, a, s

′) = 1
N

∑N
i=1 g(si,Hi

; s, a, s′), the following bound holds
with probability at least 1− δ2.

∥∥∇̂pJρ,τ (π, p)− Es̃∼dπ,p
ρ,H
g(s̃; ·, ·, ·)

∥∥ ≤ O[ 1√
N

ln
( 2

δ2

)] (i)

≤ ϵ2
3
, (60)

where dπ,pρ,H(s) := 1−γ
1−γH

∑H−1
t=0 γtPπ,p(st = s|s0 ∼ ρ) is the distribution of si,Hi

, and (i) holds for N = O(ϵ−2
2 ).

Moreover, ∥∥Es̃∼dπ,p
ρ,H
g(s̃; ·, ·, ·)− Es̃∼dπ,p

ρ
g(s̃; ·, ·, ·)

∥∥ (i)

≤ O(1)
∑
s

|dπ,pρ,H(s)− dπ,pρ (s)|
(ii)

≤ O(γH)
(iii)

≤ ϵ2
3

(61)

where (i) uses eq. (59), (ii) follows the proof of Lemma 13, and (iii) uses H = O[ln(ϵ−1
2 )].

Note that the transition gradient (9) can be rewritten as

∇pJρ,τ (π, p)(s, a, s
′) =

dπ,pρ (s)π(a|s)
1− γ

[
c(s, a, s′) + τ lnπ(a|s) + γ

∑
a′

π(a′|s′)Qτ (π, p; s
′, a′)

]
(62)

Therefore,

∥Es̃∼dπ,p
ρ
g(s̃; ·, ·, ·)−∇pJρ,τ (π, p)∥ ≤

∑
s,a

√∑
s′

∣∣Es̃∼dπ,p
ρ
g(s̃; s, a, s′)−∇pJρ,τ (π, p)(s, a, s′)

∣∣2
(i)

≤
∑
s,a

√∑
s′

∣∣∣γdπ,pρ (s)π(a|s)
1− γ

∑
a′

π(a′|s′)[qT1
(s′, a′)−Qτ (π, p; s′, a′)]

∣∣∣2
(ii)

≤
∑
s,a

√∑
s′

∣∣∣γϵ1dπ,pρ (s)π(a|s)
1− γ

∣∣∣2
=

√
|S|

∑
s,a

γϵ1d
π,p
ρ (s)π(a|s)
1− γ
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=
γϵ1

√
|S|

1− γ
(iii)

≤ ϵ2
3
, (63)

where (i) uses eqs. (58) and (62), (ii) uses ∥qT1
−Qτ (π, p)∥∞ ≤ ϵ1, and (iii) uses ϵ2 ≥

3γϵ1
√

|S|
1−γ .

As a result, we conclude that ∥∇̂pJρ,τ (π, p)−∇pJρ,τ (π, p)∥ ≤ ϵ2 by applying triangular inequality to eqs. (60), (61) and
(63).

F. Supporting Lemmas

Lemma 15. Suppose P is a convex set. For any p′ ∈ P , the variable pt+1 = projP
(
pt + β∇̂pJρ(πt, pt)

)
generated from

Algorithm 1 satisfies

⟨p′ − pt+1, pt + β∇̂pJρ(πt, pt)− pt+1⟩ ≤ 0. (64)

Similarly, if Ξ is a convex set, then for any ξ ∈ Ξ, the variable ξt+1 = projΞ
(
ξt + β∇̂ξJρ(πt, pξt)

)
generated from

Algorithm 3 satisfies

⟨ξ′ − ξt+1, ξt + β∇̂ξJρ(πt, pξt)− ξt+1⟩ ≤ 0. (65)

Proof. We will only prove eq. (64) since eq. (65) can be proved in a similar way.

Define the function f(u) := ∥pt + β∇̂pJρ(πt, pt)− [up′ + (1− u)pt+1]∥2.

Note that p′, pt+1 ∈ P . Hence, for any u ∈ [0, 1], up′ + (1− u)pt+1 ∈ P . Since pt+1 = projP
(
pt + β∇̂pJρ(πt, pt)

)
, we

have

f(u) = ∥pt + β∇̂pJρ(πt, pt)− [up′ + (1− u)pt+1]∥2

≥ ∥pt + β∇̂pJρ(πt, pt)− pt+1]∥2 = f(0).

Therefore,

f ′(0) = −2⟨p′ − pt+1, pt + β∇̂pJρ(πt, pt)− pt+1⟩ ≥ 0, (66)

which proves eq. (64).

Lemma 16. Any x, y ∈ (0, 1] satisfy the following inequalities.

|x− y| ≤ | lnx− ln y| (67)
|x lnx− y ln y| ≤ | lnx− ln y| (68)

Proof. Denote a1 = lnx ≤ 0, a2 = ln y ≤ 0, g(a) := ea and h(a) := aea. Then this lemma can be proved as follows

|x− y| = |g(a1)− g(a2)| ≤ |a1 − a2| sup
a≤0
|g′(a)| = |a1 − a2| sup

a≤0
ea = | lnx− ln y|

|x lnx− y ln y| = |h(a1)− h(a2)| ≤ |a1 − a2| sup
a≤0
|h′(a)| (i)= | lnx− ln y|,

where (i) uses supa≤0 |h′(a)| = 1 which will be proved next.

Note that h′(a) = ea(a+1) and h′′(a) = ea(a+2). Hence, h′(a) is monotonically decreasing in (−∞,−2] and increasing
in [−2, 0]. Since lima→−∞ h′(a) = 0, h′(−2) = −e−2 and h′(0) = 1, we have supa≤0 |h′(a)| = 1.

Lemma 17. The diameter of P defined as DP := supp,p̃∈P ∥p̃− p∥ ranges in [0,
√

2|S||A|].
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Proof. For any p, p̃ ∈ P ,

0 ≤ ∥p̃− p∥2

=
∑
s,a,s′

[p̃(s′|s, a)− p(s′|s, a)]2

≤ |S||A|max
s,a

∑
s′

[p̃(s′|s, a)− p(s′|s, a)]2

= |S||A|max
s,a

∑
s′

[p̃(s′|s, a)2 + p(s′|s, a)2 − 2p(s′|s, a)p̃(s′|s, a)]

(i)

≤ |S||A|max
s,a

∑
s′

[p̃(s′|s, a) + p(s′|s, a)] = 2|S||A|,

where (i) uses p(s′|s, a), p̃(s′|s, a) ∈ [0, 1].

G. Proof of Proposition 1
Proposition 1. Under Assumption 1, for any ϵ ≥ 0 and τ > 0, (ϵ, τ)-Nash equilibrium exists. If (π, p) ∈ Π × P is an
(ϵ, τ)-Nash equilibrium, then π is a

(
2ϵ+ τ ln |A|

1−γ

)
-optimal robust policy to the optimization problem (2).

Proof. Proof of (ϵ, τ)-Nash equilibrium existence:

Fix any τ > 0. Based on (Cen et al., 2022), for any p ∈ P , there exists a unique optimal policy πp := argminπ∈Π Jρ,τ (π, p).
Then based on the Danskin’s Theorem (Bernhard and Rapaport, 1995), Fρ,τ (p) := Jρ,τ (πp, p) is differentiable with
∇Fρ,τ (p) := ∇2Jρ,τ (πp, p). Such a differentiable function Fρ,τ (p) has minimum in the compact set P , so there exists
p∗ ∈ argminp∈P Fρ,τ (p).

Note that Jρ,τ (πp∗ , p∗) = minπ′∈Π Jρ,τ (π
′, p∗) based on the definition of πp. Then it suffices to prove that Jρ,τ (πp∗ , p∗) =

maxp′∈P Jρ,τ (πp∗ , p′), which along with Jρ,τ (πp∗ , p∗) = minπ′∈Π Jρ,τ (π
′, p∗) implies that (π′, p∗) is a (0, τ)-Nash

equilibrium and thus also an (ϵ, τ)-Nash equilibrium for any ϵ ≥ 0.

Note that the proof of Proposition 3 does not rely on the existence of (ϵ, τ)-Nash equilibrium, so we can apply Proposition 3
and obtain that

0 ≤ max
p′∈P

Jρ,τ (πp∗ , p′)− Jρ,τ (πp∗ , p∗) ≤ D

1− γ
max
p′∈P

(p′ − p)⊤∇2Jρ,τ (πp∗ , p∗)
(i)
= 0, (69)

where (i) uses ∇2Jρ,τ (πp∗ , p∗) = ∇Fρ,τ (p
∗) = 0 since p∗ ∈ argminp∈P Fρ,τ (p). Hence, Jρ,τ (πp∗ , p∗) =

maxp′∈P Jρ,τ (πp∗ , p′).

Proof of optimal robust policy: Note that (π, p) satisfy the following (ϵ, τ)-Nash equilibrium conditions

Jρ,τ (π, p)− min
π′∈Π

Jρ,τ (π
′, p) ≤ ϵ, max

p′∈P
Jρ,τ (π, p

′)− Jρ,τ (π, p) ≤ ϵ. (70)

Therefore,

Φρ(π)− Φρ(π
∗)

= max
p′∈P

Jρ(π, p
′)− min

π′∈Π
max
p′′∈P

Jρ(π
′, p′′)

≤ max
p′∈P

Jρ(π, p
′)− min

π′∈Π
Jρ(π

′, p)

(i)

≤ max
p′∈P

Jρ,τ (π, p
′)− min

π′∈Π
Jρ,τ (π

′, p) +
τ ln |A|
1− γ

(ii)

≤ 2ϵ+
τ ln |A|
1− γ

(71)

where (i) uses Jρ(π, p) := Jρ,τ (π, p) + τHρ,p(π) with entropy regularizerHρ,p(π) := −Eπ,p[
∑∞

t=0 γ
t lnπ (at | st) |s0 ∼

ρ] ∈
[
0, τ ln |A|

1−γ

]
and (ii) uses the conditions (70). The above inequality means π is a

(
2ϵ + τ ln |A|

1−γ

)
-optimal policy by

Definition 1.
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H. Proof of Proposition 2

Proposition 2. Under Assumption 1, Fρ,τ (p) is Lipschitz smooth with parameter ℓF := 8|S||A|(1+γτ ln |A|)2
τ(1−γ)5 , i.e., for any

p, p′ ∈ P ,

∥∇Fρ,τ (p
′)−∇Fρ,τ (p)∥ ≤ℓF ∥p′ − p∥. (11)

Proof. Based on Lemma 2 of (Cen et al., 2022), Q̃τ (πp, p) defined by eq. (30) is the unique fixed point of the following
Bellman operator Tp.

TpQ(s, a) := min
π∈Π

∑
s′

p(s′|s, a)
(
c(s, a, s′) + γ

∑
a′

π(a′|s′)[Q(s′, a′) + τ lnπ(a′|s′)]
)

(72)

The Bellman operator Tp above has the following two properties.

1. Based on Lemma 2 of (Cen et al., 2022), Tp is a γ-contraction under ℓ∞-norm, i.e.,

∥TpQ′ − TpQ∥∞ ≤ γ∥Q′ −Q∥∞; ∀p ∈ P , Q,Q′ ∈ R|S||A|. (73)

2. For any p, p′ ∈ P , π ∈ Π, s ∈ S , a ∈ A and Q ∈ R|S||A|, we have∣∣∣∑
s′

[p′(s′|s, a)− p(s′|s, a)]
(
c(s, a, s′) + γ

∑
a′

π(a′|s′)[Q(s′, a′) + τ lnπ(a′|s′)]
)∣∣∣

(i)

≤ [1 + γ(∥Q∥∞ + τ ln |A|)]
∑
s′

|p′(s′|s, a)− p(s′|s, a)|,

where (i) uses c(s, a, s′) ∈ [0, 1] and
∑

a′ π(a′|s′) lnπ(a′|s′) ∈ [− ln |A|, 0]. Hence,

∥Tp′Q− TpQ∥∞ ≤ [1 + γ(∥Q∥∞ + τ ln |A|)]max
s,a
∥p′(·|s, a)− p(·|s, a)∥1. (74)

Based on the above two properties, for any p, p′ ∈ P , we have

∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞
= ∥Tp′Q̃τ (πp′ , p′)− TpQ̃τ (πp, p)∥∞
≤ ∥Tp′Q̃τ (πp′ , p′)− TpQ̃τ (πp′ , p′)∥∞ + ∥TpQ̃τ (πp′ , p′)− TpQ̃τ (πp, p)∥∞
(i)

≤ [1 + γ(∥Q̃τ (πp′ , p′)∥∞ + τ ln |A|)]max
s,a
∥p′(·|s, a)− p(·|s, a)∥1 + γ∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞

(ii)

≤
(
1 +

γmax(1, γτ ln |A|)
1− γ

+ γτ ln |A|
)
max
s,a
∥p′(·|s, a)− p(·|s, a)∥1 + γ∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞

≤ 1 + γτ ln |A|
1− γ

max
s,a
∥p′(·|s, a)− p(·|s, a)∥1 + γ∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞,

where (i) uses eqs. (73)-(74) and (ii) uses eq. (32). Rearranging the above inequality yields that

∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞ ≤
1 + γτ ln |A|
(1− γ)2

max
s,a
∥p′(·|s, a)− p(·|s, a)∥1. (75)

Therefore,

| lnπp′(a|s)− lnπp(a|s)|

(i)
=

1

τ
|Q̃τ (πp, p; s, a)− Q̃τ (πp′ , p′; s, a)|+

∣∣∣ ln ∑
a′ exp[−Q̃τ (πp, p; s, a

′)/τ ]∑
a′ exp[−Q̃τ (πp′ , p′; s, a′)/τ ]

∣∣∣
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(ii)

≤ 1

τ
∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞ +

∣∣∣ ln ∑
a′ exp[−Q̃τ (πp, p; s, a

′)/τ ]∑
a′ exp[−Q̃τ (πp, p; s, a′)/τ − ∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞/τ ]

∣∣∣
=

2

τ
∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞

(iii)

≤ 2 + 2γτ ln |A|
τ(1− γ)2

max
s,a
∥p′(·|s, a)− p(·|s, a)∥1

≤
2
√
|S|(1 + γτ ln |A|)
τ(1− γ)2

∥p′ − p∥, (76)

where (i) uses eq. (34), (ii) uses Q̃τ (πp′ , p′; s, a′) ≤ Q̃τ (πp, p; s, a
′) + ∥Q̃τ (πp′ , p′)− Q̃τ (πp, p)∥∞ and (iii) uses eq. (75).

Therefore, eq. (11) can be proved as follows.

∥∇Fρ,τ (p
′)−∇Fρ,τ (p)∥

(i)
= ∥∇2Jρ,τ (πp′ , p′)−∇2Jρ,τ (πp, p)∥

≤ ∥∇2Jρ,τ (πp′ , p′)−∇2Jρ,τ (πp, p
′)∥+ ∥∇2Jρ,τ (πp, p

′)−∇2Jρ,τ (πp, p)∥
(ii)

≤ ℓπ max
s
∥ lnπp′(·|s)− lnπp(·|s)∥+ ℓp∥p′ − p∥

≤ ℓπ
√
|A|max

s,a
| lnπp′(a|s)− lnπp(a|s)|+ ℓp∥p′ − p∥

(iii)

≤
( |A|√|S|(2 + 3γτ ln |A|)

(1− γ)3
2
√
|S|(1 + γτ ln |A|)
τ(1− γ)2

+
2γ|S|(1 + τ ln |A|)

(1− γ)3
)
∥p′ − p∥

≤ 8|S||A|(1 + γτ ln |A|)2

τ(1− γ)5
∥p′ − p∥,

where (i) uses ∇Fρ,τ (p) = ∇2Jρ,τ (πp, p) based on the Danskin’s Theorem (Bernhard and Rapaport, 1995), (ii) uses eqs.

(41) and (42), and (iii) uses ℓπ :=

√
|S||A|(2+3γτ ln |A|)

(1−γ)3 , ℓp := 2γ|S|(1+τ ln |A|)
(1−γ)3 and eq. (76).

I. Proof of Proposition 3
Proposition 3 (Gradient dominance). Under Assumption 1, the function Jρ,τ satisfies the following gradient dominance
property for any π ∈ Π and p ∈ P ,

max
p′∈P

Jρ,τ (π, p
′)− Jρ,τ (π, p)

≤ D

1− γ
max
p′∈P

(p′ − p)⊤∇pJρ,τ (π, p). (12)

Proof. Based on Lemma 4.3 of (Wang et al., 2023), the gradient dominance property (12) holds for Jρ, i.e.,

max
p′∈P

Jρ(π, p
′)− Jρ(π, p) ≤

D

1− γ
max
p′∈P

(p′ − p)⊤∇pJρ(π, p).

Note that for any fixed policy π, the function Jρ(π, p) = E
[∑∞

t=0 γ
tct

∣∣s0 = s
]

becomes Jρ,τ (π, p) = E
[∑∞

t=0 γ
t[ct +

τ lnπ(at|st)]
∣∣s0 = s

]
after replacing the cost ct = c(st, at, st+1) with ct+τ lnπ(at|st). Therefore, the gradient dominance

property (12) also holds for Jρ,τ .

If p ∈ P satisfies ∥∇pFρ,τ (p)∥ ≤ ϵ(1−γ)
DDP

, then we prove below that (πp, p) is an (ϵ, τ)-Nash equilibrium.

Jρ,τ (πp, p)− min
π′∈Π

Jρ,τ (π
′, p) = 0 ≤ ϵ,

max
p′∈P

Jρ,τ (π, p
′)− Jρ,τ (πp, p) ≤

D

1− γ
max
p′∈P

(p′ − p)⊤∇2Jρ,τ (πp, p)

≤ D

1− γ
max
p′∈P

∥p′ − p∥∥∇Fρ,τ (p)∥ ≤
DDP

1− γ
ϵ(1− γ)
DDP

= ϵ.
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J. Proof of Proposition 4
Proposition 4. Under Assumption 1, the function Jρ,τ satisfies the following gradient dominance property for any π ∈ Π,
ξ ∈ Ξ.

max
p′∈P

Jρ,τ (π, p
′)− Jρ,τ (π, pξ)

≤ D

1− γ
max
ξ′∈Ξ

(ξ′ − ξ)⊤∇ξJρ,τ (π, pξ). (24)

Proof. Proposition 4 can be proved as follows.

max
p′∈P

Jρ(π, p
′)− Jρ(π, pξ)

(i)

≤ D

1− γ
max
p′∈P

(p′ − pξ)⊤∇pJρ(π, pξ)

(ii)
=

D

1− γ
max
ξ′∈Ξ

(pξ′ − pξ)⊤∇pJρ(π, pξ)

(iii)
=

D

1− γ
max
ξ′∈Ξ

(ξ′ − ξ)⊤Ψ⊤∇pJρ(π, pξ)

(iv)
=

D

1− γ
max
ξ′∈Ξ

(ξ′ − ξ)⊤∇ξJρ(π, pξ), (77)

where (i) uses Proposition 3, (ii) uses P := {pξ : ξ ∈ Ξ} and (iii)-(iv) use pξ = Ψξ.

K. Proof of Theorem 1
Theorem 1. Implement Algorithm 1 with β ≤ 1

2ℓF
, η = 1−γ

τ . Then the output (πT̃ , pT̃ ) satisfies the following rates under
Assumption 1.

Jρ,τ (πT̃ , pT̃ )−min
π∈Π

Jρ,τ (π, pT̃ ) ≤ O
(γT ′

+ ϵ1
τ

)
, (13)

max
p∈P

Jρ,τ (πT̃ , p)− Jρ,τ (πT̃ , pT̃ )

≤ O
[
(1 + τϵ2)

(γT ′
+ ϵ1
τ

+ ϵ2 +
1√
Tβ

)]
. (14)

Proof. Based on Lemma 9, the output πt := πt,T ′ of the NPG step (7) with stepsize η = 1−γ
τ has the following convergence

rates.

∥Qτ (πt, pt)−Qτ (π
∗
t , pt)∥∞ ≤

γT
′+1(1 + γτ ln |A|)

1− γ
+

2γϵ1
(1− γ)2

, (78)

∥π∗
t − πt∥∞ ≤ ∥ lnπ∗

t − lnπt∥∞ ≤
2γT

′
(1 + γτ ln |A|)
τ(1− γ)

+
4ϵ1

τ(1− γ)2
. (79)

Hence, the convergence rate (13) can be proved as follows.

Jρ,τ (πT̃ , pT̃ )−min
π∈Π

Jρ,τ (π, pT̃ ) = Jρ,τ (πT̃ , pT̃ )− Jρ,τ (π
∗
T̃
, pT̃ )

≤ Es∼ρ[Vτ (πT̃ , pT̃ ; s)− Vτ (π
∗
T̃
, pT̃ ; s)]

(i)
= Es∼ρ

∑
a

[
πT̃ (a|s)[Qτ (πT̃ , pT̃ ; s, a)− τ lnπT̃ (a|s)]− π

∗
T̃
(a|s)[Qτ (π

∗
T̃
, pT̃ ; s, a)− τ lnπ

∗
T̃
(a|s)]

]
= Es∼ρ

∑
a

[
[πT̃ (a|s)− π

∗
T̃
(a|s)][Qτ (π

∗
T̃
, pT̃ ; s, a)− τ lnπ

∗
T̃
(a|s)]

+ πT̃ (a|s)[Qτ (πT̃ , pT̃ ; s, a)−Qτ (π
∗
T̃
, pT̃ ; s, a)− τ lnπT̃ (a|s) + τ lnπ∗

T̃
(a|s)]

]
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(ii)

≤ Es∼ρ

∑
a

[(2γT ′
(1 + γτ ln |A|)
τ(1− γ)

+
4ϵ1

τ(1− γ)2
)(2 + τ ln |A|

1− γ

)
+ πT̃ (a|s)

(γT ′+1(1 + γτ ln |A|)
1− γ

+
2γϵ1

(1− γ)2
+ τ

(2γT ′
(1 + γτ ln |A|)
τ(1− γ)

+
4ϵ1

τ(1− γ)2
))]

≤ 3|A|
1− γ

(2γT ′
(1 + γτ ln |A|)
τ(1− γ)

+
4ϵ1

τ(1− γ)2
)
+

12γT
′

1− γ
+

6ϵ1
(1− γ)2

=
2 + 3τ ln |A|
τ(1− γ)2

(
2γT

′
(1 + γτ ln |A|) + 4ϵ1

1− γ

)
≤ O

(γT ′
+ ϵ1
τ

)
,

where (i) uses Vτ (π, p; s) = Ea∼π(·|s)
[
Qτ (π, p; s, a)− τ lnπ(a|s)

]
based on eqs. (4) and (5), (ii) uses eqs. (32), (33), (78)

and (79).

Next, we will prove the convergence rate (14). Note that

∥∇̂pJρ,τ (πt, pt)∥ =
1

β

∥∥(pt + β∇̂pJρ,τ (πt, pt)
)
− pt

∥∥
(i)

≥ 1

β

∥∥(pt + β∇̂pJρ,τ (πt, pt)
)
− projP

(
pt + β∇̂pJρ,τ (πt, pt)

)∥∥
(ii)
= ∥∇̂pJρ,τ (πt, pt)−Gt∥,

where (i) uses pt ∈ P and (ii) denotes Gt :=
1
β

(
projP [pt + β∇̂pJρ,τ (πt, pt)]− pt

)
. The above inequality implies that

G⊤
t ∇̂pJρ,τ (πt, pt) ≥

1

2
∥Gt∥2. (80)

Since Fρ,τ (p) := maxπ∈Π Jρ,τ (π, p) is ℓF -smooth as shown in Proposition 2, we have

Fρ,τ (pt+1)− Fρ,τ (pt) ≥ ∇Fρ,τ (pt)
⊤(pt+1 − pt)−

ℓF
2
∥pt+1 − pt∥2

(i)
= βG⊤

t [∇Fρ,τ (pt)− ∇̂pJρ,τ (πt, pt)] + βG⊤
t ∇̂pJρ,τ (πt, pt)−

ℓFβ
2

2
∥Gt∥2

(ii)

≥ −β∥Gt∥
(
ℓπ
√
|A|∥ lnπt − lnπ∗

t ∥∞ + ϵ2
)
+
β

2
∥Gt∥2 −

β

4
∥Gt∥2

(iii)

≥ β

8
∥Gt∥2 − 2β

(
ℓπ
√
|A|∥ lnπt − lnπ∗

t ∥∞ + ϵ2
)2
, (81)

where (i) uses pt+1 − pt = βGt, (ii) uses β ≤ 1
2ℓF

and eqs. (44) and (80), and (iii) uses c∥Gt∥ ≤ 2c2 + ∥Gt∥2

8 for
c := ℓπ

√
|A|∥ lnπt − lnπ∗

t ∥∞ + ϵ2. Averaging the above inequality over t = 0, 1, . . . , T − 1, we obtain that

∥GT̃ ∥ = min
0≤t≤T−1

∥Gt∥ ≤

√√√√ 1

T

T−1∑
t=0

∥Gt∥2

≤

√√√√16

T

T−1∑
t=0

(
ℓπ
√
|A|∥ lnπt − lnπ∗

t ∥∞ + ϵ2
)2

+
8[Fρ,τ (pT )− Fρ,τ (p0)]

Tβ

(i)

≤

√
16
[ |A|√|S|(2 + 3γτ ln |A|)

(1− γ)3
(2γT ′(1 + γτ ln |A|)

τ(1− γ)
+

4ϵ1
τ(1− γ)2

)
+ ϵ2

]2
+

8(1 + τ ln |A|)
Tβ(1− γ)

≤
4|A|

√
|S|(2 + 3γτ ln |A|)
τ(1− γ)4

(
2γT

′
(1 + γτ ln |A|) + 4ϵ1

1− γ

)
+ 4ϵ2 +

√
8(1 + τ ln |A|)
Tβ(1− γ)

(82)

where (i) uses eq. (31), eq. (79), ℓπ :=

√
|S||A|(2+3γτ ln |A|)

(1−γ)3 .
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Then, the convergence rate (14) can be proved as follows.

max
p∈P

Jρ,τ (πT̃ , p)− Jρ,τ (πT̃ , pT̃ )

(i)

≤ D

1− γ
max
p′∈P
⟨p′ − pT̃ ,∇pJρ,τ (πT̃ , pT̃ )⟩

≤ D

1− γ
max
p′∈P
⟨p′ − pT̃ , ∇̂pJρ,τ (πT̃ , pT̃ )⟩+

D

1− γ
max
p′∈P

∥p′ − pT̃ ∥∥∇̂pJρ,τ (πT̃ , pT̃ )−∇pJρ,τ (πT̃ , pT̃ )∥

(ii)

≤ D

1− γ
max
p′∈P

[
⟨p′ − pT̃+1, ∇̂pJρ,τ (πT̃ , pT̃ )⟩+ ⟨pT̃+1 − pT̃ , ∇̂pJρ,τ (πT̃ , pT̃ )⟩

]
+
DDPϵ2
1− γ

(iii)

≤ D

1− γ
max
p′∈P

[ 1
β
⟨p′ − pT̃+1, pT̃ + β∇̂pJρ,τ (πT̃ , pT̃ )− pT̃+1⟩ −

1

β
⟨p′ − pT̃+1, pT̃ − pT̃+1⟩+ ∥βGT̃ ∥(Lp + ϵ2)

]
+
DDPϵ2
1− γ

(iv)

≤ D

1− γ

[
0 +

1

β
max
p′∈P

∥p′ − pT̃+1∥∥βGT̃ ∥+ β(Lp + ϵ2)∥GT̃ ∥+DPϵ2

]
(v)

≤ D

1− γ

[
[DP+β(Lp+ϵ2)]

(4|A|√|S|(2+3γτ ln |A|)
τ(1− γ)4

(
2γT

′
(1+γτ ln |A|)+ 4ϵ1

1− γ

)
+4ϵ2+

√
8(1+τ ln |A|)
Tβ(1− γ)

)
+DPϵ2

]
(vi)

≤ O
[
(1 + τϵ2)

(γT ′
+ ϵ1
τ

+ ϵ2 +
1√
Tβ

)]
,

where (i) uses Proposition 3, (ii) uses ∥p′ − pT̃ ∥ ≤ DP for p′, pT̃ ∈ P where DP := supp,p̃∈P ∥p̃ − p∥ denotes the
diameter of P (DP ≤

√
2|S||A| as shown in Lemma 17) and ∥∇̂pJρ,τ (πT̃ , pT̃ ) − ∇pJρ,τ (πT̃ , pT̃ )∥ ≤ ϵ2, (iii) uses

pT̃+1−pT̃ = βGT̃ and ∥∇̂pJρ,τ (πT̃ , pT̃ )∥ ≤ ∥∇pJρ,τ (πT̃ , pT̃ )∥+∥∇̂pJρ,τ (πT̃ , pT̃ )−∇pJρ,τ (πT̃ , pT̃ )∥ ≤ Lp+ ϵ2 (The
second ≤ uses eq. (40)), (iv) uses pT̃+1 − pT̃ = βGT̃ and eq. (64), (v) uses eq. (82) and ∥p′ − pT̃+1∥ ≤ DP , and (vi) uses

β ≤ 1
2ℓF

= τ(1−γ)5

16|S||A|(1+γτ ln |A|)2 = O(τ) and Lp =

√
|S|(1+τ ln |A|)

(1−γ)2 = O(1).

L. Proof of Corollary 1
Corollary 1 (Iteration Complexity of Algorithm 1). Implement Algorithm 1 under deterministic setting (ϵ1 = ϵ2 = 0). For
any ϵ > 0, select hyperparameters τ = min

( ϵ(1−γ)
3 ln |A| , 1

)
, T = O(ϵ−3), T ′ = O[ln(ϵ−1)], η = 1−γ

τ , β = 1
2ℓF

. Then the
output (πT̃ , pT̃ ) is both ϵ-optimal robust policy and (ϵ, τ)-Nash equilibrium under Assumption 1. This requires T = O(ϵ−3)
transition kernel updates, TT ′ = O(ϵ−3 ln ϵ−1) policy updates and iteration complexity T + TT ′ = O(ϵ−3 ln ϵ−1).

Proof. Select the following hyperparameters for Algorithm 1 which satisfies the conditions of Theorem 1.

ϵ1 = ϵ2 = 0 (83)

τ = min
(ϵ(1− γ)
3 ln |A|

, 1
)

(84)

β =
1

2ℓF
=

τ(1− γ)5

16|S||A|(1 + γτ ln |A|)2
(85)

η =
1− γ
τ

(86)

T = O(ϵ−3) (87)

T ′ =
O[ln(τ−1ϵ−1)]

ln(γ−1)
= O[ln(ϵ−1)]. (88)
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Therefore, the convergence rates (13) and (14) along with the above hyperparameter choices imply that

Jρ,τ (πT̃ , pT̃ )−min
π∈Π

Jρ,τ (π, pT̃ ) ≤ O
(γT ′

+ ϵ1
τ

)
≤ ϵ

3
, (89)

max
p∈P

Jρ,τ (πT̃ , p)− Jρ,τ (πT̃ , pT̃ ) ≤ O(1 + τϵ2)
(γT ′

+ ϵ1
τ

+ ϵ2 +
1√
Tβ

)
≤ ϵ

3
, (90)

which means (πT̃ , pT̃ ) is (ϵ/3, τ)-Nash equilibrium and thus ϵ-optimal robust policy by Proposition 1.

M. Proof of Corollary 2
Corollary 2 (Sample Complexity of Algorithm 2). For any ϵ > 0 and δ ∈ (0, 1), implement Algorithm 2 with hyperpa-
rameters τ = min

( ϵ(1−γ)
3 ln |A| , 1

)
, T = O(ϵ−3), T ′ = O[ln(ϵ−1)], T1 = O(ϵ−4), α = O[ln−1(ϵ−1)], η = 1−γ

τ , β = 1
2ℓF

,
N = O(ϵ−2), H = O[ln(ϵ−1)]. The output (πT̃ , pT̃ ) is both ϵ-optimal robust policy and (ϵ, τ)-Nash equilibrium with
probability at least 1− δ under Assumption 1. Furthermore, the sample complexity is T (T ′T1 +NH) = O(ϵ−7 ln ϵ−1).

Proof. Select the following hyperparameters.

τ = min
(ϵ(1− γ)
3 ln |A|

, 1
)
= O(ϵ) (91)

ϵ1 = O(τϵ) = O(ϵ2) (92)
ϵ2 = O(ϵ) (93)

β =
1

2ℓF
= O(τ) = O(ϵ) (94)

η =
1− γ
τ

(95)

T = O(ϵ−3) (96)

T ′ =
O[ln(τ−1ϵ−1)]

ln(γ−1)
= O[ln(ϵ−1)] (97)

T1 = O(ϵ−2
1 ) = O(ϵ−4) (98)

α = O[ln−1(ϵ−1
1 )] = O[ln−1(ϵ−1)] (99)

δ1 =
δ

2TT ′ (100)

N = O(ϵ−2
2 ) = O(ϵ−2), (101)

H = O[ln(ϵ−1
2 )] = O[ln(ϵ−1)], (102)

δ2 =
δ

2T
, (103)

Based on the conditions of Lemmas 9 and 12, for all t = 0, 1, . . . , T − 1 and k = 0, 1, . . . , T ′ − 1, eq. (47) of Lemmas 9
and the conclusion of Lemma 12 below hold with probability at least 1− TT ′δ1 = 1− δ/2.

∥Q̂t,k′ −Qτ (πt,k′ , pt)∥∞ ≤ ϵ1; ∀k′ = 0, 1, . . . , k − 1⇒ inf
s,a
πt,k(a|s) ≥ πmin,

inf
s,a

lnπt,k(a|s)≥ lnπmin=−O(τ−1)⇒|c(s, a, s′)+τ lnπt,k(a|s)|≤O(1)⇒ ∥Q̂t,k −Qτ (πt,k, pt)∥∞ ≤ ϵ1.

Note that πt,0(a|s) ≡ 1/|A| ≥ πmin. Hence, by induction over k, the above statements imply that ∥Q̂t,k−Qτ (πt,k, pt)∥∞ ≤
ϵ1 and infs,a πt,k(a|s) ≥ πmin for all t = 0, 1, . . . , T − 1 and k = 0, 1, . . . , T ′ − 1.

Note that ϵ1 = O(ϵ2) and ϵ2 = O(ϵ) for sufficiently small ϵ > 0 can satisfy the condition of Lemma 14 that ϵ2 ≥
3γϵ1
√

|S|
1−γ .

Hence, based on Lemma 14, the stochastic transition gradients ∇̂pJρ,τ (πt, pt) obtained by eq. (16) for all t = 0, 1, . . . , T−1
satisfy ∥∇̂pJρ,τ (πt, pt)−∇pJρ,τ (πt, pt)∥ ≤ ϵ2 with probability at least 1− Tδ2 = 1− δ/2.
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Hence, we proved that ∥∇̂pJρ,τ (πt, pt) − ∇pJρ,τ (πt, pt)∥ ≤ ϵ2 and ∥Q̂t,k − Qτ (πt,k, pt)∥∞ ≤ ϵ1 hold for all t =
0, . . . , T − 1 and k = 0, . . . , T ′ − 1 with probability at least 1− δ. Therefore, Algorithm 2 with the above hyperparameter
choices can be seen as a special case of Algorithm 1, so the convergence rates (13) and (14) in Theorem 1 hold which imply

Jρ(πT̃ , pT̃ )−min
π∈Π

Jρ(π, pT̃ ) ≤ O
(γT ′

+ ϵ1
τ

)
≤ ϵ

3
,

max
p∈P

Jρ(πT̃ , p)− Jρ(πT̃ , pT̃ ) ≤ O(1 + τϵ2)
(γT ′

+ ϵ1
τ

+ ϵ2 +
1√
Tβ

)
≤ ϵ

3
.

Therefore, with probability at least 1 − δ, (πT̃ , pT̃ ) is (ϵ/3, τ)-Nash equilibrium and thus ϵ-optimal robust policy by
Proposition 1. The required total sample complexity is T (T ′T1 +NH) = O(ϵ−7 ln ϵ−1).

N. Proof of Theorem 2
Theorem 2 (Sample Complexity of Algorithm 3). For any ϵ > 0 and δ ∈ (0, 1), implement Algorithm 3 with hyperpa-
rameters τ = min

[
O(
√
ζ + ϵ), 1

]
, T = O(ϵ−3), T ′ = O[ln(ϵ−1)], T1 := O(ϵ−4), α = O[ln−1(ζ + ϵ2)−1], η = 1−γ

τ ,
β = 1

2ℓF ∥Ψ∥ ,N = O(ϵ−4),H = O[ln(ϵ−1)]. Then under Assumption 1 and the assumption that infs,a,s′ pξ(s′|s, a) > pmin

for a constant pmin > 0, (πT̃ , pT̃ ) is both
(
O(
√
ζ + ζ + ϵ), τ

)
-Nash equilibrium and O(

√
ζ + ζ + ϵ)-optimal robust policy

with probability at least 1− δ. The required sample complexity is T (T ′T1 +NH) = O(ϵ−7 ln ϵ−1).

Proof. Select the following hyperparameters for Algorithm 3.

ϵ1 = 2ζ + ϵ2 (104)

ϵ2 =
3γϵ1

√
|S|

1− γ
=

3γ
√
|S|(2ζ + ϵ2)

1− γ
(105)

δ1 =
δ

2TT ′ (106)

δ2 =
δ

2T
(107)

τ = min
[
O(

√
ζ + ϵ), 1

]
(108)

β =
1

2ℓF ∥Ψ∥
= O(τ) ≥ O(ϵ) (109)

η =
1− γ
τ

(110)

T = O(ϵ−3) (111)

T ′ =
O[ln(ϵ−2)]

ln(γ−1)
= O[ln(ϵ−1)] (112)

T1 = O(ϵ−4) ≥ O(ϵ−2
1 ) (113)

α = O(ln−1 ϵ−1
1 ) = O[ln−1(ζ + ϵ2)−1] (114)

N = O(ϵ−4) ≥ O(ϵ−2
2 ) (115)

H = O[ln(ϵ−1)] ≥ O[ln(ϵ−1
2 )] (116)

Based on the conditions of Lemmas 10 and 11, select the following hyperparameters for the TD update rule (21).

Then for all t = 0, 1, . . . , T − 1 and k = 0, 1, . . . , T ′ − 1, eq. (51) of Lemmas 10 and the conclusion of Lemma 11 below
hold with probability at least 1− TT ′δ′1 = 1− δ/2.

sup
s,a
|ϕ(s, a)⊤wt,k′ −Qτ (πt,k′ , pt; s, a)| ≤ ϵ1; ∀k′ = 0, 1, . . . , k − 1⇒ inf

s,a
lnπt,k(a|s) ≥ lnπmin,

inf
s,a

lnπt,k(a|s)≥ lnπmin=−O(τ−1)⇒|c(s, a, s′)+τ lnπt,k(a|s)|≤O(1)⇒sup
s,a
|ϕ(s, a)⊤wt,k−Qτ (πt,k, pt; s, a)|≤ϵ1.
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Note that ut,0 = 0 ⇒ πt,0(a|s) ≡ 1/|A| ≥ πmin based on eq. (22). Hence, by induction over k, the above statements
imply that sups,a |ϕ(s, a)⊤wt,k − Qτ (πt,k, pt; s, a)| ≤ ϵ1 and infs,a πt,k(a|s) ≥ πmin for all t = 0, 1, . . . , T − 1 and
k = 0, 1, . . . , T ′ − 1.

Then based on Lemma 13, the stochastic transition gradients ∇̂ξJρ,τ (πt, pξt) obtained by eq. (19) for all t = 0, 1, . . . , T − 1

satisfy ∥∇̂ξJρ,τ (πt, pξt)−∇ξJρ,τ (πt, pξt)∥ ≤ ϵ2 with probability at least 1− Tδ2 = 1− δ/2.

Hence, we have proved that ∥∇̂ξJρ,τ (πt, pξt)−∇ξJρ,τ (πt, pξt)∥ ≤ ϵ2 and sups,a |ϕ(s, a)⊤wt,k −Qτ (πt,k, pt; s, a)| ≤ ϵ1
holds for all t = 0, 1, . . . , T − 1 and k = 0, 1, . . . , T ′ − 1 with probability at least 1 − δ. Therefore, we can prove that
the convergence rates in Theorem 1 also hold for Algorithm 3 with probability at least 1 − δ. The proof logic is the
same as that of Theorem 1. The major difference is that we replace the transition kernel p ∈ P with its corresponding
parameter ξ. Note that the proof of Theorem 2 uses the gradient dominance property (Proposition 12) about∇pJρ,τ (π, p)
to obtain global convergence, and ∇ξFρ,τ (pξ) also satisfies gradient dominance property (Proposition 24) of the same
form. Hence, we can use the latter here. In addition, since pξ = Ψξ, we have ∇ξJρ,τ (π, pξ) = Ψ⊤∇pJρ,τ (π, p) and
∇ξFρ,τ (pξ) = Ψ⊤∇Fρ,τ (p), so the Lipschitz constants Lp, ℓp and ℓF will be changed to Lp∥Ψ∥, ℓp∥Ψ∥ and ℓF ∥Ψ∥
respectively, which does not change the order of the convergence rate as ∥Ψ∥ = O(1).

Substituting the hyperparameters (104)-(116) into the convergence rates in Theorem 1, we obtain that

Jρ,τ (πT̃ , pT̃ )−min
π∈Π

Jρ,τ (π, pT̃ ) ≤ O
(γT ′

+ ϵ1
τ

)
≤ O

( ϵ2 + 2ζ + ϵ2

min
[
O(
√
ζ + ϵ), 1

]) ≤ O(ζ +√
ζ + ϵ),

max
p∈P

Jρ,τ (πT̃ , p)− Jρ,τ (πT̃ , pT̃ ) ≤ O(1 + τϵ2)
(γT ′

+ ϵ1
τ

+ ϵ2 +
1√
Tβ

)
≤ O(ζ +

√
ζ + ϵ).

Therefore, with probability at least 1−δ, (πT̃ , pT̃ ) is
(
O(
√
ζ+ζ+ ϵ), τ

)
-Nash equilibrium and thusO(

√
ζ+ζ+ ϵ)-optimal

robust policy by Proposition 1. The required total sample complexity is

T (T ′T1 +NH) = O
[
ϵ−3

(
ϵ−4 ln(ϵ−1) + ϵ−4 ln(ϵ−1)

)]
= O

(
ϵ−7 ln(ϵ−1)

)
.

O. Experiments
The experiments are implemented on Python 3.9 in a MacBook Pro laptop with 500 GB Storage and 8-core CPU (16 GB
Memory). The code can be downloaded from https://github.com/changy12/ICML2024-Accelerated-P
olicy-Gradient-for-s-rectangular-Robust-MDPs-with-Large-State-Spaces.

O.1. Experiments on Small State Space under Deterministic Setting

We compare our Algorithm 1 with the existing double-loop robust policy gradient (DRPG) algorithm (Wang et al., 2023)
and actor-critic algorithm (Li et al., 2023b) under deterministic setting (i.e., when exact values of some quantities are
available, including gradients, Q functions, V functions, etc.) on the Garnet problem (Archibald et al., 1995; Wang and
Zou, 2022) with spaces S = {0, 1, 2, 3, 4} of 5 states and A = {0, 1, 2} of 3 actions. The agent gets cost 0 if it takes
action 0 at state 0 or action 1 at other states, and gets cost 1 otherwise. We use s-rectangular L2-norm ambiguity set
P := {p ∈ (∆S)S×A : ∥p(s, ·, ·) − p0(s, ·, ·)∥ ≤ 0.03} where p0(s, a, s′) ≡ 0.2 is the nominal transition kernel. The
initial state distribution ρ is uniform with ρ(s) ≡ 1

5 . The discount factor is γ = 0.95.

We implement an exact version of Algorithm 1 (i.e., ϵ1 = ϵ2 = 0) using Tp = 5 outer transition kernel updates with stepsize
β = 0.001, and T ′ = 1 inner policy update with stepsize η = 1−γ

τ = 50 per outer update. For DRPG algorithm, we use
T = 5 outer policy updates (Algorithm 1 of (Wang et al., 2023)) with stepsize αt = 10 and Tk = 1 inner transition kernel
update (Algorithm 2 of (Wang et al., 2023)) with stepsize βt = 0.001 per outer update. For actor-critic algorithm (Algorithm
4.1 of (Li et al., 2023b)), we use K = 5 outer iterations, where the actor step (policy update) uses stepsize η = 500, and the
critic step (transition kernel update) uses only 1 iteration of Algorithm 3.2 of (Li et al., 2023b) with αm = 1 as well as Pϵ

obtained by exactly solving the direction-finding subproblem in eq. (3.4) of (Li et al., 2023b). We plot learning curves of the
objective function Φρ(πt) := maxp∈P Jρ(πt, p) at each t-th outer iteration on the left of Figure 1. The x-axis is iteration
complexity defined as the total number of policy updates and transition kernel updates up to each iteration t. Figure 1 shows
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Figure 1: Experimental Results on Small State Space (Left) and Large State Space (Right).

that our Algorithm 1 converges faster to the optimal robust value minπ∈Π Φρ(π) = 0 than DRPG algorithm (Wang et al.,
2023) and actor-critic algorithm (Li et al., 2023b).

O.2. Experiments on Large State Space

We test Algorithm 3 on the Garnet problem (Archibald et al., 1995; Wang and Zou, 2022) with spaces S = {0, 1, . . . , 49}
of 50 states and A = {0, 1, 2} of 3 actions. The agent gets cost 0 if it takes action 0 at state 0 or action 1 at other states,
and gets cost 1 otherwise. We use transition kernel parameterization pξ(s′|s, a) = ψ(a, s′)ξ(s) with parameter ξ(s) ∈ Rdp

(dp = 10) and randomly generated feature vectors ψ(a, s′) ∈ Rdp . This parameterization is both s-rectangular and a
special case of the linear kernel parameterization pξ̃(s

′|s, a) = ψ̃(s, a, s′)ξ̃ introduced in Section 4.1 with parameter

ξ̃ = [ξ(1), ξ(2), . . . , ξ(|S|)] ∈ Rdp|S| and the following feature vector

ψ̃(s, a, s′) = [ 0, . . . , 0︸ ︷︷ ︸
(s−1)dp elements

, ψ(a, s′)︸ ︷︷ ︸
dp elements

, 0, . . . , 0︸ ︷︷ ︸
(|S|−s)dp elements

] ∈ Rdp|S|.

We first generate ψ(j)
pre(a, s′) ∈ R from uniform distribution U(1, 2) for all the entries j = 1, . . . , dp and for all a, s′. Then

we obtain ψ(a, s′) = [ψ(1)(a, s′), . . . , ψ(dp)(a, s′)] ∈ Rdp by normalization as follows.

ψ(j)(a, s′) =
ψ
(j)
pre(a, s′)∑

s′′ ψ
(j)
pre(a, s′′)

.

In this way, we obtain ψ(a, s′) = [ψ(1)(a, s′), . . . , ψ(dp)(a, s′)] ∈ Rdp where pξ(s
′|s, a) = ψ(a, s′)ξ(s) is a dis-

tribution of s′ ∈ S for any ξ(s) ∈ Rdp

+ satisfying ∥ξ(s)∥1 = 1. We use s-rectangular L2-norm ambiguity set
Ξ := {[ξ(1), ξ(2), . . . , ξ(|S|)] ∈ Rdp|S| : ∥ξ(s) − ξ0(s)∥ ≤ 0.03, ∀s ∈ S} where ξ0(s) = [0.1, 0.1, . . . , 0.1] ∈ Rdp

is the nominal kernel parameter. We also adopt the linear Q function approximation Qτ (π, p; s, a) ≈ ϕ(s, a)⊤w with
parameter w ∈ Rd as well as feature vectors ϕ(s, a) ∈ Rd generated entrywise from uniform distribution U(0, 1). The
initial state distribution ρ is uniform with ρ(s) ≡ 1

50 , ∀s ∈ S . The discount factor is γ = 0.95.

In the above robust MDP setting with varying d ∈ {5, 20, 50, 100, 130, 140, 150}, we implement Algorithm 3 with τ = 0.1,
T = 10, T ′ = 20, T1 = 105, η = 1, β = 0.001, α = 0.001, N = 1, H = 500, N = 104. The learning curves of
the objective function Φρ(πt) := maxp∈P Jρ(πt, p) for each d is plotted on the right of Figure 1, which shows that our
Algorithm 3 converges to the optimal robust value minπ∈Π Φρ(π) = 0 with sufficiently large d, and the convergence gap
gets larger with smaller d, due to larger transition kernel parameterization error. Hence, a proper value of d is important to
trade off between performance and the amount of computation.
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