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3. Personal Self-Attention

5. Conclusion & Future Work

2. Methodology

A new operation called Personal Self-Attention is proposed.

• It shows how such an operation can compress an MLP, reducing hidden 
size by 2x and reducing total model OPS by 1.57x.

• A hardware accelerator using PSA is demonstrated, reducing DSP count 
by 1.55x.

Our future work will include:

• Testing on larger models and datasets (Imagenet, BERT, etc).

• Other Machine Learning tasks like regression.

• Optimizing PSA hardware implementation.

1. Introduction
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Deep learning (DL) models are ballooning in size

• They are built on the principle of stacking linear functions with fixed non-
linear activations.

• Multi-layer Perceptrons (MLPs) require many hidden neurons. For 
example, 75% of the parameters in GPT-3 175B are MLPs!

• Significant efforts have already been made to compress Deep Neural 
Networks (DNNs) through quantization, distillation, and pruning.

Can we reduce the MLP’s hidden size further without sacrificing 
accuracy?

• Separate learning between linear multi-
dimensional functions and non-linear 1-D 
functions.

• Utilize distillation to transfer knowledge 
into these non-linear functions.

• Quantize the model.

• Implement non-linear functions as a simple 
look-up table.

A Look-up Table has O(1) complexity; hence, 
any reduction in hidden size will save total 
model OPS!

How can we efficiently learn arbitrary non-
linear 1-D functions in DL?

4. Training & Hardware Results

1-D
LUT

Testing on ResMLP [3]

• Isolates features in MLP.

• Simple unrolled hardware 
implementation.

• Image classification on 
CIFAR10 and SVHN.

Full flow:

1. Train the teacher model 
with no compression.

2. Add PSA at the input and 
hidden neurons.

3. Distill the teacher into a 
student with smaller 
hidden sizes.

4. Quantize the full model to 
INT8.

5. Implement PSA as a 1-D

     8-bit Look-up Table.

Break a 1D function down into ℎ different linear segments. Each segment 
has its own dedicated center. Pay attention to each segment based on a 
distance score.

• Fully compatible with backpropogation.

• Continuous with polynomial like smoothing.

• Adaptive to any non-symmetric non-linearity.
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