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Abstract

We introduce Motion Diversification Networks, a novel
framework for learning to generate realistic and diverse 3D
human motion. Despite recent advances in deep generative
motion modeling, existing models often fail to produce sam-
ples that capture the full range of plausible and natural 3D
human motion within a given context. The lack of diversity
becomes even more apparent in applications where subtle
and multi-modal 3D human forecasting is crucial for safety,
such as robotics and autonomous driving. Towards more re-
alistic and functional 3D motion models, we highlight limi-
tations in existing generative modeling techniques, particu-
larly in overly simplistic latent code sampling strategies. We
then introduce a transformer-based diversification mecha-
nism that learns to effectively guide sampling in the latent
space. Our proposed attention-based module queries multi-
ple stochastic samples to flexibly predict a diverse set of la-
tent codes which can be subsequently decoded into motion
samples. The proposed framework achieves state-of-the-
art diversity and accuracy prediction performance across
a range of benchmarks and settings, particularly when used
to forecast intricate in-the-wild 3D human motion within
complex urban environments. Our models, datasets, and
code are available at https://mdncvpr.github.io/.

1. Introduction

Humans can seamlessly navigate intricate environments by
anticipating and planning over a diverse range of possi-
ble futures, i.e., potential future behaviors of those around
them [6, 52, 79]. Particularly for complex, long-term sce-
narios that are filled with ambiguity and uncertainty, such as
autonomous driving in dense social settings, modeling a di-
verse set of subtle future motions could mean the difference
between a cautiously safe maneuver and a catastrophe. For
instance, drivers may slow down for the mere possibility of
a child abruptly crossing the street, e.g., due to an upcoming
narrow sidewalk or a construction zone [19]. Within such
safety-critical scenarios, even slight hand gestures or visual
scanning could signal intent and thus provide crucial cues
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Figure 1. Our Motion Diversification Network (MDN) Cap-
tures Diverse Data Modes. The proposed framework produces
highly diverse 3D human motion through a novel diversification
module, as shown for an example starting pose on the right. We
also visualize the t-SNE-based embedding [58] derived from the
latent space of 3D motion data samples, showing higher cov-
erage of data modes compared to baseline generative models
(CVAE [32] and DLow [79]).

for predicting future pose and trajectory [30, 49, 52, 66, 76].
In this work, we are interested in designing expressive gen-
erative models that are capable of fully characterizing and
predicting such natural and nuanced multi-modal 3D mo-
tion in realistic contexts.

Even within the controlled motion captured settings in
which articulated 3D human motion synthesis is generally
studied, i.e., with minimal surrounding context and restric-
tive social dynamics [7, 25, 26, 38, 39, 41, 45, 55, 63, 70],
generating 3D human motion that is both diverse and re-
alistic remains a difficult task and often results in a trade-
off [3, 65, 72, 78, 79]. For instance, diffusion-based tech-
niques have recently been shown to improve the realism
of generated motion samples [3, 49], yet lead to reduced
overall sample diversity [3, 53, 57]. Introducing stochas-
tic sampling mechanisms, such as in Variational Autoen-
coding (VAE) [2, 10, 12, 21, 22, 32, 36, 42, 56, 71, 84],
similarly fails to cover the full spectrum of human motion
as the underlying likelihood-based sampling tends to em-
phasize the major modes in the data [72, 79]. While prior
methods have attempted to mitigate the issue of mode col-
lapse by introducing affine or simple learnable mechanisms
in the latent space [72, 79], these can be difficult to optimize
and only provide limited diversity within more rare modes,
as these may be poorly captured by the latent representa-
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tion. Critically, prior methods often assume a single iso-
lated human actor and thus do not easily generalize to more
complex settings with diverse human-scene (e.g., layouts,
curbs, crosswalks), human-object (e.g., vehicles, benches,
buildings, carried objects), and human-human (e.g., jogging
in dense crowds, group dynamics) scenarios.

Contribution: We introduce Motion Diversification Net-
works (MDN), a high-capacity model for generating diverse
and realistic 3D human motion across contexts. Our key in-
sight is twofold: First, we introduce a transformer-based
mechanism (referred to as z-transformer) for diversifying
a set of sampled random variables prior to decoding into
3D motion samples. Second, due to the difficulty of the
learning task, we demonstrate the importance of incorpo-
rating deterministic motion primitives that can guide sam-
ple diversity, promote controllability, and reduce modeling
complexity in diverse scenarios. Our proposed module pro-
vides a simple yet highly effective strategy for enhancing
sample diversity without compromising on realism, show-
ing state-of-the-art performance across a range of existing
3D pose forecasting benchmarks. We analyze the benefits
of the proposed approach within a concrete use case using
an introduced urban navigation benchmark (based on dense
pedestrian simulation in CARLA [14]). However, as there
is a current lack of suitable real-world datasets that can be
used to evaluate the broad spectrum of 3D motion in di-
verse scenes and social contexts, i.e., beyond simple colli-
sion avoidance, we analyze robustness and modeling capac-
ity using a diverse but noisy real-world data extracted from
YouTube videos. Through the comprehensive analysis, our
study takes a step towards closing the current gap between
simulated, generated, and realistic 3D human motion, par-
ticularly in cross-dataset, scene-aware, and in-the-wild set-
tings.

2. Related Work

Due to its subtle and complex nature, long-term modeling
and forecasting of 3D human pose beyond simplified and
controlled settings can easily confound existing models, as
we discuss next.

Learning to Synthesize Diverse 3D Motion: Stochastic
approaches in human motion prediction are widely stud-
ied, focusing on circumventing the well-known mode col-
lapse problem in generative models. Yuan and Kitani [79]
learn an affine transform mapping parameters to explicitly
map a single sampled random variable into a set of latent
codes. However, the simplistic affine mapping cannot ef-
fectively account for uncertainty across the various modes
in the data. In modes where data is rare, the generated latent
codes will also not effectively account for motion, render-
ing the affine transform ineffective. Another related study is
by Xu et al. [72], which proposes a learnable deterministic

anchor to simplify the prediction of diverse modes. How-
ever, this proposed approach can only provide limited guid-
ance toward diverse samples, and the learned parameters
can similarly fail to capture rare data modes. In contrast,
we demonstrate the need for incorporating explicit motion
primitives that can reliably ease the challenging learning
task, which significantly outperforms in terms of diver-
sity [72]. We also note that the aforementioned approaches
emphasize a single actor that is performing short-term and
contrived behaviors [4, 18, 20, 38, 45, 55, 70, 79], and can-
not easily generalize to more complex settings, e.g., with
scene context. More recently, researchers have incorporated
elements of scene-awareness when forecasting plausible fu-
ture poses [26, 63—65], e.g., training a model to predict how
a human may walk over and sit on a couch given 3D in-
formation of the surrounding room, yet diversity is often
sacrificed for prediction accuracy [3, 49, 70]. In this work,
we demonstrate a generalizable approach that can easily in-
corporate scene context and diverse human motion, even
when leveraging challenging in-the-wild and noisy monoc-
ular data. More broadly, our study is complementary to the
aforementioned methods (e.g., [46, 49]), as we explore an
orthogonal approach to guiding human motion generation
models.

Datasets and In-the-Wild Synthesis: With advances in re-
liable motion capture technologies, several large and ac-
curate temporal 3D motion datasets have been released
by the research community, including Human3.6M [27],
AMASS [41], PROX [25], COUCH [85], HPS [24], Ego-
Body [83], and 3DPW [60]. However, with the excep-
tion of HPS and 3DPW, such datasets generally involve
short-term static indoor settings with minimal social and
layout interactions. This begs the question: do methods
generalize beyond such benchmarks to more diverse set-
tings? While 3DPW is an ambitious outdoor benchmark
(enabled by the use of on-body Inertial Measurement Units
in conjunction with 3rd person video), only a handful of
the scenes capture natural goal-driven pedestrian behavior
without urban scene elements such as dynamic intersections
with intricate scene-induced constraints. Hence, to study
such settings, researchers often tend to resort to simula-
tion environments (e.g., [1, 7, 14, 49, 54, 56, 67]) or only
collect trajectory-level annotations, e.g., in the Bird’s Eye
View [2, 22,50, 71]. Yet, the former generally employ naive
simulations that lack in motion realism (e.g., Habitat [47]
and Gibson [1]) while the latter only provides a coarse rep-
resentation of nuanced real-world human motion (i.e., mo-
tion is reduced to a single global root joint). Given the diffi-
culty in obtaining clean 3D data for outdoor urban settings,
in our experiments, we sought to explore both a novel sim-
ulation benchmark and scalable solutions using large and
diverse publicly available data sources. We also perform a
user study in order to better address the gap between sim-
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Figure 2. Our Motion Diversification Network. The model employs an encoder ey, which takes as input 3D pose and 2D path data. Given
a sampled set of random variables, a transformer-based module g, produces a diverse set of latent codes obtained by fusing information
from the encoder and a set of motion primitives A (encoded via one fully connected layer). Finally, a generator function gg¢ decodes the
latent codes into motion samples. The proposed diversification module can be used to incorporate additional context, i.e., scene and social
context information C, if available. The model is trained in two stages, first as a Conditional Variational Autoencoder (CVAE), and then
we train a transformer module [59] to facilitate the diversifying latent codes. We denote GRU [§] cells with circles. PE denotes positional

encoding.

ulated and realistic motion, which can facilitate future re-
search, e.g., in robotics and autonomous driving. While
studies in computer vision generally focus on in-the-wild
pose estimation (e.g., [11, 17,28, 29,44,51, 68, 69,75, 87])
and not on motion synthesis [80], we naturally ask whether
the output of such methods may be used to supervise and
facilitate increased sample diversity, i.e., of novel realis-
tic behaviors, when paired with our proposed context-aware
motion generation network.

3. Motion Diversification Networks

Our overarching goal is to predict multiple future 3D mo-
tion sequences that are realistic, i.e., human-like and close
to one of the ground-truth motion sequences as possible,
and diverse, i.e., covering the full range of plausible mo-
tions. We build on prior work in deep generative models
(outlined in Sec. 3.1) through an effective diversification
module (outlined in Fig. 2). At its core, the module lever-
ages a learnable transformer-based mechanism for diversi-
fying an initial set of independently sampled random vari-
ables (used as query, discussed in Sec. 3.2). Due to the dif-
ficulty in learning to balance diversity and realism, our key
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insight is to also utilize the attention mechanism to effec-
tively inject additional context constraints and motion gen-
eration guidance, specifically using data-driven determinis-
tic motion primitives (Sec. 3.3).

3.1. Background

Generative Modeling Formulation: Future 3D motion
can be modeled using a stochastic model, such as a condi-
tional variational autoencoder (CVAE), which can be con-
ditioned on context information (e.g., historical observa-
tions) [32, 79]. We denote X € RT»*Nn g5 the input
sequence of context history (i.e., condition) of 7} time
steps. We then leverage the input to predict K™ future mo-
tion sequences of length T, denoted as {Y}X |, where
?k € RTs>*Ns_ In general, prior methods assume data
in the form of 3D coordinates representing root-normalized
joint positions for .J joints, such that X[t], Y [t] € R7*3.
However, we keep our formulation generic so that addi-
tional inputs and outputs can be readily incorporated, e.g.,
2D image-based path motion [7, 21, 34, 71, 77]. We also de-
note optional additional context C € R7»*Ne e g image
or social context [7], and note that our formulation does not
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require such input (optional in Fig. 2) while the proposed
diversification module can operate on arbitrary contexts (as
further discussed in Sec. 3.4). During training, we assume
to be given motion demonstrations Y, and follow [32] to
reparameterize the data distribution using a latent variable
z € R™= which can account for underlying intent and un-
certainty regarding future motion, i.e.,

p(Y[X,C) = / p(Y]z.X,Cp(m)dz (1)

where the latent code is sampled from a prior multivariate
Gaussian distribution z ~ po(z) = N(0,I). We note that
the inputs are first processed using an encoder neural net-
work, e4(X, C), which learns to map raw observations to
an NN,-dimensional embedding. During inference, motion
generation can be implemented as a deterministic mapping
function, a neural network gg with parameters @, which
maps a sampled latent code z and historical observations
to a prediction,

~

Y =g¢(2,X,C) (2)

Random Latent Code Sampling: Once gg is trained,
obtaining multiple future motions {Y;}# ; can be done
through repeated sampling from latent prior, i.e., to obtain
Z = {zx}£ ,. However, such independent sampling and
subsequent decoding can only provide limited sample di-
versity as the data likelihood emphasizes the most common
modes in the data (i.e., mode collapse [79]) and similar gen-
erated motion. To address the lack of coverage, recent work
alters the sampling process in order to promote sample di-
versity, as discussed next.

Affine Latent Mapping Functions: To improve
over the independent latent code sampling process,
DLow [79] introduces a diversity-inducing neural network
{ag, bp <, = ¢u(X) which learns to output a K set
of affine mapping parameters based on context input.
The parameters are then used to produce a diverse set of
latent codes Z, i.e., by applying the parameters to a single
sampled unit Gaussian variable, € ~ po(e) = N(0,1).
We note that training takes place in two stages, first via
CVAE-based pre-training [79] of gg followed by the
diversification network training while gg is kept frozen.
Given the diversified set of latent codes Z, each code zj
is decoded separately, as in Eq. 2, to produce the final
K samples. This sampling process has been previously
shown to facilitate greater predicted sample diversity, i.e.,
by leveraging a common random variable € and modeling
repulsion among the samples. However, purely relying on a
single random variable alone to capture future uncertainty
among all modes can be difficult to learn. Moreover, we
argue that the learnable affine mapping functions can only
provide a limited diversification and correlation modeling
mechanism, as discussed next.

3.2. Latent Variable Transformer

This section introduces our z-transformer, an attention-
based module that effectively captures correlations among
samples and modes in the data. Instead of relying on
an affine mapping, our key insight is to leverage trans-
former [59] in order to obtain a diverse set of latent codes.
Specifically, we sample a set of K random variables from
po(€),ie., & € RE*N= and leverage it as a query matrix,
Z = Attn(&, K, V) = softmax (EKT) A% 3)
where keys and values K, V € RE*N= are computed based
on the encoded input X. We leverage self-attention to the
key and value matrices first, followed by cross-attention
with the query matrix. In our implementation, we also lever-
age a positional encoding [15, 73] of dimension K x IV,.
Intuitively, leveraging the set of random variables as a
query enables us to better capture uncertainty within each
mode. We note that Eq. 3 details one transformer layer, and
these are stacked (we leverage eight blocks) to incremen-
tally update the latent code with multi-head cross-attention
and an MLP. We find the proposed latent variable transform
to result in significantly higher sample diversity compared
to more simplistic affine-based approaches [79] in Sec. 4,
yet still lack in coverage, particularly for rare modes of the
data. Thus, to further guide the model to learn correct cross-
mode trends as well as within-mode uncertainty, we incor-
porate additional guidance in the form of motion primitives.

3.3. Deterministic Motion Primitives

Predicting diverse outputs can be challenging for most
machine-learning models. Our second key insight lies in
the flexibility of the z-transformer for incorporating addi-
tional constraints, i.e., when computing the key and value
matrices. To prevent the stochastic diversification process
from resulting in high diversity yet unrealistic samples and
ease inference of highly diverse motions, we leverage the
z-transformer to incorporate additional constraints and con-
text. Specifically, we introduce a set of data-driven exem-
plars A € REXNs that can aid in predicting rare modes.
While we have experimented with various forms of prim-
itives and constraints, we found simple pose-space primi-
tives to work based. We leverage simple k-means [40] clus-
tering of the inputs in the training dataset X as primitives,
which are then encoded via a single fully connected layer,
replicated, and summed with encoded context when com-
puting K and V, i.e., prior to computing the attention in
Eq. 3. Thus, our complete diversification network can now
be written explicitly as

Here, we hypothesize that the clustering-based primitives
can help in scenarios where the latent space representations
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(and generator network) may be less effective, such as in the
highly diverse or rare modes in the data. We have experi-
mented with various elaborate (e.g., learnable [72]) primi-
tives, yet found our clustering-based strategy to outperform.
Intuitively, the primitives can provide the generator with a
strong initial bias towards plausible modes of human mo-
tion. In our implementation, we do not find the random ini-
tialization in the clustering algorithm to have a significant
impact on the resulting sample diversity, most likely due to
the effective combination with the transformer-based mod-
ule in Sec. 3.2. In summary, in our motion generation exper-
iments, we leverage the diversification module as a unified
mechanism for incorporating various contextual informa-
tion, e.g., additional social and image context, as outlined
below.

3.4. Training and Network Architecture

Loss: Our framework follows two-stage training, where the
encoder ey and generator gg are first trained using a varia-
tional lower bound loss [32, 79],

Levar = KL (e4(2]X, C) || po(2)) + [lge(z) — Y2 (5)

where KL is the Kullback-Leibler divergence. When train-
ing the encoder, the output of the GRUs from different
sources of data are summed. To ensure meaningful com-
parison, we follow DLow [79] where the training loss for
the second stage comprises a weighted sum of two terms, a
reconstruction loss,

£, =min|| Y, - Y|? (6)

and a diversity-promoting loss that promotes pairwise dis-
tances among the K generated predictions, i.e.,

2 LS 1Y; — Yl
Edzmz Z EXP(_“?T) (7

j=1k=j+1

where a is a hyperparameter. We set the scaling parameter
to be o = 100 and the weight for the diversity loss term 25.

Basic Architecture Details: To ensure meaningful com-
parison to prior work, our baseline architecture only incor-
porates 3D pose data, i.e., N, = 128, N, = J x 3, and the
encoder is implemented as a GRU [8, 9] with 128 hidden
units, followed by an MLP.

2D Path, Social and Scene Context: Our diversification
module flexibly supports other types of inputs and can be
used to effectively integrate scene and social context. While
rarely available in 3D human motion datasets in our com-
plete unified architecture the encoder also incorporates 2D
(in the image space) pose history (as shown in Fig. 2), im-
age context, and explicit social context. Each of these in-
puts leverages a dedicated GRU with 128 hidden units, fol-
lowed by a final summation to obtain a context-aware K, V

in Eq. 3. In the case of visual context, the encoder first
processes a padded person-centered window to extract a
1000-dimensional feature using a Swin Transformer [37]
prior to input to the dedicated GRU. Our social context
is computed over neighborhoods in the image, where sur-
rounding agents’ 3D poses are similarly encoded into a 128-
dimensional social context feature with a GRU (with a max-
imum of neighboring agents set at eight). Given 2D path
information in our image-aware experiments, the generator
network has two output branches, one for image coordinates
2D path and one for the 3D pose. We found our multi-
task structure to improve over sequential prediction of the
2D path followed by 3D pose (in contrast to Cao et al. [7]
and Rempe et al. [49]). We optimize the networks with
Adam [31]. Additional details regarding the implementa-
tion can be found in the supplementary.

4. Experiments

To fully evaluate diverse and nuanced social motion gener-
ation capabilities, in this section, we comprehensively ana-
lyze our complete framework across a set of settings. In ad-
dition to standard benchmarks, we also incorporate a sim-
ulation benchmark captured in crowded social settings (in
CARLA [14, 81]). We further analyze diverse motion gen-
eration by utilizing realistic motion sequences from pub-
licly available internet videos.

Real-World Benchmarks: To validate our proposed diver-
sification strategy, we evaluate MDN on Human3.6M [27],
a large-scale motion capture dataset. Human3.6M contains
3.6 million video frames at 50 Hz. 15 daily actions in in-
door settings performed by 11 subjects are recorded in a
17-joint representation. We use the standard training and
(S1, S5, S6, S7, and S8) and validation splits (S9 and S11).
Nonetheless, we note that Human3.6M is largely saturated
at this stage and only contains isolated indoor scenes. To an-
alyze the context-aware diverse motion generation, we also
evaluate our proposed model on two commonly employed
real-world datasets, 3DPW and HPS. 3DPW contains out-
door motion sequences in SMPL (24 joints) joint represen-
tation. To standardize evaluation, we adopt a common set of
joints between CARLA and SMPL joint representation for
training and testing, resulting in 19 body joints. We use a
standard test split for evaluation. HPS comprises indoor and
outdoor motion sequences based on a 23-joint representa-
tion from an inertial capture suit. As there is a lack of real-
world naturalistic human motion datasets with 3D ground
truth, this experimental setup allows for holistic evaluation
of diverse human motion generation, i.e., beyond currently
restrictive benchmarks and simplified simulations.

Simulation Benchmark: Prior benchmarks for context-
aware 3D human motion modeling (e.g., GTA-IM [7],
JTA [16]) only incorporate limited urban conditions (e.g.,
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without crosswalks, groups, and intersections) and mo-
tion diversity. In this work, we employ CARLA (version
0.9.13) [14] to evaluate the utility of the proposed approach.
While CARLA is heavily used for developing autonomous
vehicle policies, the implemented pedestrians are currently
controlled using naive kinematics, exhibiting plausible but
generally basic motion with limited diversity. We can,
therefore, directly quantify the benefits of our proposed ap-
proach to enhancing motion modeling and realism while
impacting future research in interactive robot learning. To
collect an initial dataset with dense scenes, we spawn the
maximum possible pedestrians (250) in constrained areas
in Town 10. For consistency, six cameras are used to create
a similar 360° view to the YouTube scenes. The collected
synthetic dataset (referred to as DenseCity) comprises 30 K
frames with 82 walking sequences. On average, DenseCity
has 21.3 pedestrians per image. Our chosen experimental
setup of enhancing and diversifying from an initially lim-
ited dataset involves a common use case in robotics. We
further filter the benchmark in order to remove samples with
implausible physics and unnatural motion (which do occa-
sionally occur in CARLA, as discussed further in our sup-
plementary).

YouTube Dataset: Given the restricted diversity in motion
samples of the aforementioned datasets, we additionally an-
alyze the role of incorporating in-the-wild extracted motion
sequences from diverse and dense YouTube videos [33, 82].
This allows us to understand whether our introduced model
can fully accommodate natural diversity in human motion
while also closing the current gap between simulated and
realistic motion. We download a diverse dataset of publicly
available internet videos collected in various urban settings
and locations (Boston, Quebec, Orlando, Seoul, Tokyo,
Amsterdam, and Naples). We leverage 360° clips with a
larger view of pedestrians and context (cropped equirectan-
gular projection imagery to the resolution of 1920 x 1080)
and longer-term trajectories. After filtering small person in-
stances which often result in highly noisy trajectories, we
obtain a motion dataset totaling 288 motion sequences (av-
erage length of 5.8s). On average, the YouTube dataset has
19.2 pedestrians per image (based on detected skeletons).

Metrics and Baselines: We leverage standard diversity
(Average Pairwise Distance, APD) and quality (Average
Displacement Error, ADE, and Final Displacement Error,
FDE) metrics over root-aligned joints [70, 79]. Our main
baselines include CVAE [32], which is commonly em-
ployed for motion modeling, as well as DLow [79] and
PoseGPT [38], which are designed to better capture diverse
motion. However, both baselines have only modeled 3D
human motion in isolation and without surrounding con-
text. When training PoseGPT, we remove the action con-
ditioning and allow the network to learn to predict diverse

Table 1. Evaluation on Human3.6M. Our method achieves the
best-known performance on the Human3.6M benchmark in terms
of sample diversity without sacrificing prediction accuracy.

Method APD1 ADE| FDE|
Pose-Knows [62]  6.723 0.461 0.560
MT-VAE [74] 0.403 0.457  0.595
HP-GAN [4] 7214 0.858  0.867
BoM [5] 6.265 0.448  0.533
GMVAE [13] 6.769 0.461 0.555
DeLiGAN [23] 6.509 0.483 0.534
DSF [78] 9.330 0493  0.592
DLow [79] 11.741 0425 0.518
MOJO [86] 12.579 0412 0514
GSPS [43] 14.757 0.389  0.496

BeLFusion [3] 7.602 0372 0474
STARS [72] 15.884  0.358  0.445
MDN (Ours) 17.450 0.355  0.442

Table 2. Evaluation on 3DPW and HPS. Our model shows state-
of-the-art results, in terms of diversity and accuracy, for two addi-
tional real-world benchmarks. Moreover, our model benefits from
diverse data. Specifically, the addition of human motion trajecto-
ries extracted from in-the-wild videos (full details in our supple-
mentary) is shown to further improve realism and diversity.

3DPW [61] HPS [24]

Method APDT ADE| FDE| | APDT ADE| FDE|
CVAE [32] 3.068  1.032  1.096 | 3592 0970 1.019
DLow [79] 4111 1010 1069 | 4835 0958  1.005
MDN 6.355 0982 1.032 | 6943 0916 0971

CVAE [32]+YouTube 3.100  0.991 1.060
DLow [79]+YouTube  4.160 0.969 1.034
MDN+YouTube 8266 0918  0.986

3.634 0913  0.958
5.010 0.898  0.938
6.925 0.886  0.930

actions. We follow Cao et al. [7] and predict two-second
futures of a motion given 0.5s context (the supplementary
contains additional experiments with a longer horizon).

4.1. Results

Benefits of Latent Variable Transformer: We first ana-
lyze the role of the introduced z-transformer on the stan-
dard Human3.6M dataset. In this experiment, we only in-
clude 3D pose history as the input and output of the model
without the additional path and image context. Even within
the simplified and saturated performance on this dataset, Ta-
ble 1 demonstrates our proposed z-transformer to improve
sample diversity significantly, achieving the best results to
date. Remarkably, we also achieve high accuracy and do
not observe the diversity-realism trade-off that plagues prior
models, e.g., [3]. In particular, our model achieves 17.450
in diversity score, improving over prior state-of-the-art by
over 9.8% (note that even small improvements in diver-
sity score are considered significant [70, 79]). Nonethe-

1655



SN
B
c T PP PP g
RN L

VI S A S A
(ARG (S S
G A S N S
AR S SR S N

Figure 3. Nuanced and Diverse Motion Predicted by MDN. We show diverse 2D paths predicted in two scenarios with intricate social
settings. Corresponding 3D poses to the annotated 2D paths show correct turning around social interactions (e.g., sequence D).

less, we highlight that Human3.6M itself lacks diversity,
which motivates our subsequent experiments on additional
benchmarks. We also evaluate our model on two real-world
benchmarks, 3DPW and HPS. We train our model using our
CARLA benchmark using the joint representation of SMPL
and Xsens (an IMU-based motion capture suit) for evalu-
ation on 3DPW and HPS, respectively. CVAE [32] and
DLow [79] are selected as baselines. Table 2 demonstrates
consistent benefits of the proposed sampling diversification
in z-transformer compared to DLow and CVAE.

Full Model Human Motion Generation Results: In this
experiment, we investigate the performance of our full
context-aware generation model. We evaluate our model on
the introduced DenseCity benchmark, which includes fre-
quent social scenarios. We further incorporate a 2D image-
based path modeling task, which is a commonly studied
task in autonomous driving. We also utilize social and
pedestrian-oriented image context in z-transformer along
with 3D pose history. Noticeably, our proposed MDN
also achieves the highest diversity score in complex ur-
ban environments as well as the best prediction accuracy,
as shown in Table 3. In particular, we outperform DLow
in all metrics, which also builds upon CVAE while adopt-
ing affine transform for diversity-promoting strategy. This
finding demonstrates the utility of the proposed pipeline of
z-transformer for learning diverse human motion patterns.
In the context of joint future prediction of pose and path,
our results demonstrate that MDN improves over the prior
scene-aware method Cao et al. [7]. Moreover, our model is
more efficient due to the joint 2D path and 3D pose reason-

Start GT End Pose of 7 Samples Start GT End Pose of 7 Samples
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Figure 4. MDN Predicts Diverse Motion Samples. Compared
to DLow and CVAE-based predictions on DenseCity, MDN better
captures nuanced walking patterns and anticipates realistic poten-
tial future scenarios.

ing, as opposed to sequentially inferring the path followed
by the 3D pose. Additional data from YouTube mixed with
the training data demonstrate our high-capacity model can
easily absorb general naturalistic motion sequences. Addi-
tional ablations can be found in the supplementary.

Improving Diversity and Generalization with In-the-
Wild YouTube Data: While DenseCity provides exten-
sive social and context-based 3D human motion, it can be
limited in diversity due to limitations in current simula-
tion environments. For instance, we can leverage YouTube-
extracted 3D motion trajectories to learn a generalized hu-
man motion model better. As shown in Table 2, our model
is able to benefit from such data and produce samples with
increased diversity and realism. We note that models are
trained over simulated and YouTube data in these experi-
ments, and evaluated on 3DPW and HPS. Additional details
and analysis can be found in the supplementary. When in-
corporating YouTube data and evaluating on DenseCity, as
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Table 3. Evaluation on DenseCity. Results are shown in terms of

diversity (APD) and accuracy (ADE, FDE) against several base-
lines for both 3D pose and 2D trajectory error over a two seconds
future prediction task.

3D Pose 2D Path

Method APDT ADE| FDE|] ‘ APDT ADE| FDE|
CVAE [32] 7.451 0.610  0.932

PoseGPT [38] 9.099 0913  0.980

HuMoR [48] 11.134  0.705 1.030

DLow [79] 11.980 0.596  0.899 - - -
Caoetal. [7] 5810 0.858 1.285 | 0978 0.701  0.675
MDN 16.799 0.584 0.879 | 1.065 0.666  0.621
Caoetal. [7]+YouTube 5.593  0.805 1.096 | 0.782  0.697  0.632
MDN+YouTube 16.812 0.578  0.921 1.331  0.646  0.589

shown in Table 3, we observe mixed results with higher di-
versity but also lower accuracy. While APD remains high,
we do find that incorporating YouTube data hurts 3D pose
performance on DenseCity, which was collected using the
built-in pedestrian controller in CARLA. However, upon in-
spection of the trajectories, we found highly realistic sam-
ples due to the added YouTube data. We hypothesize that
while additional realistic motions are added, CARLA lever-
ages a fixed and highly tuned controller, which sometimes
lacks realism. To further study this insight, we performed a
perceptual user study with closed-loop simulation.

Perceptual User Study on Realism: We further conduct a
perceptual user study to understand the realism of human
motion prediction under human-human and human-scene
interaction. We leverage YouTube data during the train-
ing of a generative model for realistic motion generation.
Paired with an inverse kinematics model [35], we generated
human animations of the model in closed-loop on CARLA.
13 Participants compared two sequences side-by-side, one
generated by CARLA and another by MDN, without knowl-
edge of which is which. Each participant then provided a
(1) preference selection and (2) absolute realism feedback
for ranking each sequence on a 5-point Likert scale. In our
experiments, we emphasized social and object interaction
scenarios. As shown in Fig. 5, we find that users over-
whelmingly preferred the proposed MDN over the built-in
CARLA kinematics 72.5% of the time. The absolute aver-
age realism rank was also higher for our proposed approach.

Qualitative Results: Visualization of the nuanced and di-
verse motion predicted by MDN can be seen in Fig. 3.
Specifically, we visualize how 2D paths predicted by our
model are context-aware, effectively reasoning over scene
layout (e.g., sidewalk or intersection) as well as subtle social
interaction (e.g., at close proximity to surrounding pedestri-
ans along the path). We demonstrate the MDN generates
plausible and often smoother social interactions than the
privileged and highly-tuned baseline CARLA controller.

OMDN O CARLA Built-In

100

72.5% 75.1
75 62.8

50
27.5%

25

Percentage (%)

Avg. Preferred Avg. Realism

Figure 5. Perceptual User Study. MDN outperforms the CARLA
built-in controller both in terms of average preference (side-by-
side comparison) and absolute realism scores. The scores of abso-
lute average realism are normalized on a scale of 0 to 100.

5. Conclusion

Diverse and realistic generation of human motion can fa-
cilitate more seamless and safe real-world intelligent sys-
tems. As a step towards this overarching goal, we pro-
pose a framework for learning nuanced multi-modal human
motion in realistic contexts. In particular, we introduced
an efficient transformer-based latent variable diversification
mechanism. Our analysis demonstrates improved sample
diversity without a trade-off in prediction accuracy, thus ef-
fectively generalizing models from more restricted (e.g., in-
door, single-agent, minimal context) conditions to more di-
verse and complex real-world settings. While we take a step
towards closing the gap between generated, simulated, and
realistic human motion in realistic settings, there are many
fundamental challenges for modeling the rich diversity in
3D human motion. In the future, we plan to further in-
vestigate the challenging problem of learning motion priors
from large online real-world video resources to step towards
scalable human motion generation. However, while we em-
ployed publicly available internet videos for a potentially
societally beneficial application—more robust and general-
ized computer vision and robotics models, there could be
ethical considerations with leveraging such publicly avail-
able data, e.g., it may contain private and sensitive informa-
tion. Moreover, the observed individuals may not wish their
data to be used. Nonetheless, by leveraging a simulation en-
vironment, our study can potentially facilitate privacy while
providing more realistic behaviors for future researchers de-
veloping human-interactive systems.
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